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Abstract

This thesis presents two signature-based searches for exotic long-lived particles using experimental data collected by the ATLAS experiment at the Large Hadron Collider (LHC) at CERN. At the LHC, proton-proton collisions take place at the world-record center-of-mass energy of 7 TeV and luminosities of up to $3 \times 10^{33}$ cm$^{-2}$s$^{-1}$. New physics has long been anticipated at the LHC and in this thesis two searches for hitherto unobserved particles are presented.

Long-lived heavy hadrons have been predicted by models of supersymmetry, and these were the target of the first physics analysis. Using measurements of timing and energy loss, a search for so-called $R$-hadrons was performed. No excess was observed in the data, and new lower limits were established on the masses of meta-stable supersymmetric particles with color charge: $m_g > 562$-586 GeV (depending on choice of scattering model), $m_f > 309$ GeV and $m_b > 294$ GeV. These constraints are the most stringent limits published to date.

In addition, a “blue-sky” search was made for objects possessing high electric charge. Ionization energy loss measurements were combined with variables describing the shape of electromagnetic showers to separate the sought signal from background processes. No event in the experimental data passed the selection and the results are in agreement with a background-only hypothesis. Upper limits between 1-12 pb were computed for the production cross sections of particles with electric charge $6e < q < 17e$ and mass $200 < m < 1000$ GeV. This is the first dedicated search for such particles at the LHC.

Finally, a system designed to monitor the LHC beams and timing signals based on beam pick-up detectors is described together with results from early LHC operation.
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Preface

In the field of experimental particle physics, properties of fundamental particles are measured and theories describing the smallest constituents of matter and their interactions are tested with the aim to advance our understanding of our universe. The Standard Model of particle physics is a quantum field theory which has withstood extensive experimental tests and can predict fundamental processes in nature with an incredible accuracy. However, there are phenomena in nature which it cannot explain, and there is reason to believe there is new physics to be discovered at the TeV scale.

The Large Hadron Collider (LHC) at the CERN laboratory located on the Franco-Swiss border outside Geneva has entered its operational phase and started to provide experimental data for particle physics research. The LHC is currently producing proton-proton collisions with the world-record center-of-mass energy of 7 TeV at an instantaneous luminosity of up to $3 \times 10^{33}$ cm$^{-2}$s$^{-1}$. The ATLAS experiment is a general-purpose detector designed to make precision measurements of fundamental quantities and search for new physics phenomena by studying the processes that take place in these collisions.

This thesis presents two of the first published searches for new physics at the LHC, and documents published contributions to the ATLAS experiment of a more technical nature.

About this thesis

The ATLAS experiment is designed to exploit the full discovery potential of the LHC and search for physics not previously observed in nature. To facilitate this, ATLAS comprises a number of sub-detectors which together identify particles and measure their properties and kinematics. Protons are collided head-on at the center of ATLAS every 25 ns which, combined with the sheer physical dimensions of the ATLAS detector, means particles from three consecutive collisions can co-exist in the detector at any given time. In order to accurately reconstruct the processes taking place in the collisions, the signals from the final state particles must be aligned in time with nanosecond precision. The published work presented in this thesis is divided into two areas, with timing as a recurring theme.

Firstly, two of the first published searches for new physics at the LHC are presented. Paper I describes a search for long-lived supersymmetric color multiplets, exploiting calorimeter time-of-flight and specific ionization energy loss in the inner tracking detector. Paper II presents a search for meta-stable heavily ionizing particles, where the
cluster shape in the electromagnetic calorimeter and ionization energy loss in a straw-based tracking detector are the main observables.

Secondly, timing is used to monitor the LHC beams and the synchronization signals that control the data taking in ATLAS. Work done in ATLAS on a beam pick-up based monitoring system and a beam-related input signal to the Level-1 trigger system is described in Papers III and IV. These papers provide an overview of the so-called BPTX system and its use in ATLAS, and present results from the very first period of LHC operation. Details pertaining to Papers I and II are presented in Parts III and IV, respectively.

This thesis is intended to be read as follows. Part I describes the motivation for the LHC and the experimental research program of the ATLAS experiment. The Standard Model (SM) of particle physics is briefly described, along with its shortcomings. Proposed theoretical extensions involving supersymmetry and extra dimensions are also given a cursory review. Finally, one class of particles predicted in several theories of beyond-SM physics, so-called Stable Massive Particles (SMPs) are described, and their expected interactions and resulting phenomenology are reviewed. The reader is given the required background knowledge about the experimental facilities in Part II. An overview of the LHC is followed by a description of the accelerator complex at CERN, and details about how the proton beams are formed. A review of the ATLAS experiment is then presented, with emphasis on the sub-detectors relevant to the work presented in this thesis. For the search analysis described in Paper I, the author played the leading role and made several crucial contributions. This article documents a signature-driven search inspired by models of supersymmetry featuring long-lived states. Details of in-depth studies not disseminated in the publication are given in Part III. Similarly, Part IV presents details relevant to the author’s contributions to Paper II, which describes a search for exotic highly ionizing particles. Parts III and IV are to a large extent based on internally peer-reviewed supporting documentation to which the author of this thesis made considerable contributions, as outlined in the section “The author’s contribution” below.

In Papers III and IV the work is already described to an appropriate depth, and therefore no additional supporting material is included in this thesis. For more details about the purpose, design and implementation of the BPTX system, Ref. [1] can be consulted.

The attached papers are:


1) BPTX is a loose acronym referring to the Beam Pick-up Timing system for the eXperiments.

This thesis follows the convention commonly employed in the experimental HEP community to use so-called natural units where \( c = h/2\pi = 1 \), where \( c \) is the speed of light and \( h \) is the Planck constant. Consequently, masses and momenta are given in GeV rather than \( \text{GeV}/c^2 \) and \( \text{GeV}/c \), respectively.

The author’s contribution

I started my PhD studies at Stockholm University under the supervision of David Milstead and Torbjörn Moa in January 2008, and I immediately started working on searches for stable massive particles (SMPs). By surveying the sensitivity of various ATLAS subdetectors to delayed signals, I sought new prospective discriminators for slow-moving particles. I contributed to the development of Monte Carlo samples of various SMP signal samples, including event generator steering, configuration of extensions of the Geant4 simulation package, and improvements concerning how timing and truth information is treated in the simulation.

In the period leading up to the first LHC operation with beam in September 2008, I continued working on the beam pick-up system I had developed when writing my master’s thesis as a CERN technical student. I designed user interfaces for the monitoring applications and helped integrate the system with the computing infrastructure in the underground counting room and ATLAS control room. I served as the beam timing expert in the ATLAS control room when the first LHC beam reached ATLAS. The beam pick-up system proved crucial, both for its monitoring capabilities and as input to the Level-1 trigger system. In the week of single-beam operation that followed, the data analyzed and presented in Papers III and IV were collected.

When the LHC suffered delays during 2009, my focus shifted back to preparing for physics analysis and developing search strategies for SMPs using Monte Carlo simulations. I led the development of methods for measuring time-of-flight using the ATLAS calorimeters which is described in detail in a reviewed and approved internal ATLAS note [2]. I took a leading role when designing the search which resulted in Paper I, based primarily on the calorimeter time-of-flight method and \( dE/dx \) measurements from the inner tracker. I also led the development of the data format used for the analysis. Using the full 2010 collision dataset the search was performed and the paper was accepted for publication in the beginning of 2011. Throughout the analysis I was the main analyst, did nearly all the technical work, made all the plots in the paper and nearly all of the ones in the supporting documents. I helped edit the paper, do extra checks during the review process and push the work through the approval process.

The work which led to Paper II was performed in parallel with the work described above. Though my primary focus was on Paper I, I contributed significantly to signal Monte Carlo simulation software (event generation and Geant4 simulations) and helped
define the search strategy. I was one of two analysts that produced the final event yield tables for the results, and reproduced all figures in the paper and almost all from the supporting note as a cross-check.

In addition to the work related to the attached papers, I have made contributions to topics which are not described in this thesis. I initiated the process to create a new data analysis format dedicated to searches for long-lived particles, and together with Nick Barlow (Cambridge) implemented the needed software. We now maintain this data format and eight different searches for new physics in ATLAS depend on it for their analyses. Among the more technical contributions is the design and development of a suite of software tools for tagging cosmic muons in collision events or finding slow-moving exotic particles. I helped design the framework for transparently collecting timing data from various sub-detectors associated with reconstructed tracks, and implemented interface classes, the calorimeter-specific timing tool and a few event data model classes. Using these techniques I contributed to the first W/Z measurements in ATLAS by cleaning out contamination of muons from cosmic rays in the candidate events. I am also responsible for the distributed storage resources for the ATLAS Supersymmetry Working Group.

Since I spent most of my PhD at CERN, I had the opportunity to also contribute to the operation of the ATLAS detector. I have served as trigger shifter in the control room, and 24-hour on-call expert for the Level-1 Calorimeter trigger system. Among the detector-related activities are also contributions to the timing calibration of the Tile calorimeter in order to optimize its performance for the time-of-flight measurements used in Paper I.

I have presented results on behalf of ATLAS at eight international conferences and workshops, on topics related to both the detector and physics analyses.

Finally, I have been involved in an outreach project that aims to design an exercise that allows undergraduate students to analyze real ATLAS data and determine the mass and lifetime of the $K^0_s$ meson. I made improvements to the event display software, developed a series of cuts for distilling a set of events with visible $K^0_s$ decays, and produced the datasets.
Part I

Motivation for the Large Hadron Collider

“Your theory is crazy, but it’s not crazy enough to be true.”

– Niels Bohr, 1885-1962
1 The Standard Model

1.1 Overview

The Standard Model (SM) of particle physics is a quantum field theory that attempts to describe the elementary particles that make up the matter in our universe and the forces that govern their interactions. First the particle content is reviewed and then a description is given of the three fundamental forces of nature the theory purports to model. Unless explicitly stated otherwise the information about the SM in this chapter has been extracted from references [3] and [4].

1.1.1 Elementary particles

The visible matter in our universe is dominantly made up of protons, neutrons and electrons, the first two comprising up and down valence quarks. Together with the electron neutrino, these particles make up the first of three generations of spin-1/2 fermions in the SM. Each generation consists of two quarks possessing both electric and color charge, an electrically charged lepton and an electrically neutral lepton. The charged leptons are collectively denoted $\ell^{-}$. Table 1.1 lists the names and some of the properties of the particles contained in the SM.

All of the matter particles also have antiparticles differing by the sign of their charges, effectively nearly doubling the number of particles. The antiparticles are denoted by the same symbols as the particles but with a bar added over it, or in the case of the charged leptons and some hadrons, by changing the sign of the electric charge.

In the SM, the ways in which the fundamental particles can interact are modeled via exchanges of integer-spin bosons. The electromagnetic and strong forces are mediated by the massless photons and gluons, respectively. The weak force has two massive mediator particles, the $W^{\pm}$ and the $Z^{0}$.

The final particle is the Higgs boson which is the only particle predicted by the SM that has not been discovered experimentally. This particle is a consequence of postulating a new doublet of complex scalar fields needed in the theory to give mass to the $W^{\pm}$ and $Z^{0}$ bosons, as required by experimental results. The discovery or exclusion of the Higgs boson is one of the primary motivations for building the Large Hadron Collider.
1.1.2 Fundamental interactions

Three of the four fundamental forces of nature listed in Table 1.2 are described by the SM. The relative strengths quoted should be interpreted as loose approximations since the coupling of a force is not well-defined and depends on the energy scale of the interaction. Quantitatively, this can be understood as a consequence of so-called renormalization. Renormalization is a common name for techniques used to remove divergences in calculations, e.g. by redefining measurable quantities such that they effectively absorb the infinities. For example, virtual photons emitted and reabsorbed by an electron renders its mass and energy infinite in calculations, but if the mass is redefined to include the virtual particle corrections and set to the measured mass, the problem is avoided.

The electromagnetic interaction

The electromagnetic force is mediated by the photon (\(\gamma\)) and couples to all particles with electric charge. The theory that describes this interaction is called quantum electrodynamics (QED) and is one of the most accurate theories of physics ever constructed, withstanding experimental tests to a precision of better than 10 parts per billion. As an example,
1.1 Overview

<table>
<thead>
<tr>
<th>Name</th>
<th>Mediator</th>
<th>Relative strength</th>
<th>Flavor conserving</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strong</td>
<td>gluon</td>
<td>(g)</td>
<td>10</td>
</tr>
<tr>
<td>Electromagnetic</td>
<td>photon</td>
<td>(γ)</td>
<td>10^{-2}</td>
</tr>
<tr>
<td>Weak</td>
<td>W, Z</td>
<td>(W^{±}, Z^0)</td>
<td>10^{-13}</td>
</tr>
<tr>
<td>Gravity</td>
<td>graviton</td>
<td>(G)</td>
<td>10^{-42}</td>
</tr>
</tbody>
</table>

Table 1.2: The fundamental interactions of nature. The strong, electromagnetic and weak interactions are described by the SM, but gravity is not. Values taken from [3].

Consider the electron magnetic moment, \( \mu \), given by

\[
\mu = -\frac{g}{2} \frac{\mu_B}{\hbar} S,
\]

where \( \mu_B = e \hbar / 2m \), \( S \) is the spin and \( g \) is the so-called g-factor which deviates from the value 2 owing to vacuum fluctuations. Measurements and theoretical predictions for \( (g - 2)/2 \) are given below, and show that the QED sector of the SM is able to reproduce extremely precise experimental data.

Theory: \((1159652153.5 \pm 28.0) \times 10^{-12} \) [5]

Experiment: \((1159652180.73 \pm 0.28) \times 10^{-12} \) [6]

The strong interaction

The strong force is responsible for holding the quarks together in hadrons, e.g. the nucleons in atomic nuclei, and is described by the theory of quantum chromodynamics (QCD). The quarks in Table 1.1 are said to be of different flavor. The quarks are called color triplets referring to the fact that they carry one of three so-called color charges: red, green or blue. Just as electric charge, the color charge is inverted for antiparticles, thus the antiquarks carry anticolor and are referred to as color antitriplets. The mediator of the strong force, the gluon \( (g) \), is special since it itself carries color charge and is therefore also affected by the strong force. A massless gluon carries one color and one anticolor charge, and belongs to a so-called color octet of gluons.

While the strengths of other forces diminish with increasing distance, the strong interaction is very weak at distances comparable to the size of a hadron. Free quarks have not been observed [7] and it appears that they must be bound with other quarks in color neutral hadrons. This phenomenon, for which there is currently no theoretical justification, is called color confinement. A phenomenological explanation for this phenomenon is that the energy required to separate two quarks increases with distance, and at some point it is energetically favorable to produce a quark-antiquark pair from the vacuum. The process will repeat until the momenta separating the quarks have been transformed into a shower of hadrons, within the context of experiment commonly called a jet. Composite particles formed from quarks are called hadrons and come in two categories: baryons which are formed from three quarks, and mesons which are bound quark-antiquark pairs.
The weak interaction

As described above, both the electromagnetic and strong forces have massless mediators. The weak interaction, however, has several mediator particles with high masses, effectively limiting its range. The $Z^0$ and $W^\pm$ bosons mediate the neutral and charged weak currents, respectively. The weak force couples to all the fundamental fermions of the SM, including the neutrinos. The weak interaction is the only force in the SM that breaks parity and only couples to left-handed particles, i.e., those that have spin and momentum of opposite direction. Another unique feature of the weak interaction is apparent in the beta decay of the neutron,

$$n \rightarrow p + e^- + \bar{\nu}_e.$$  

(1.2)

In this process, one of the $d$-quarks in the neutron decays into an $u$-quark and a $W^-$, which immediately decays to an electron and an electron antineutrino,

$$d \rightarrow u + W^- \rightarrow u + e^- + \bar{\nu}_e,$$

(1.3)

as illustrated in Figure 1.1. The weak force is the only SM interaction that permits changing the flavor of a quark.

![Diagram of neutron decay through the weak interaction](image)

Figure 1.1: The neutron decays through the weak interaction.

The weakness of the weak force effectively increases the lifetime of all particles relying on it for their decay processes, like for example the charged pion ($\pi^+$) and hadrons containing a strange quark (e.g., $K^0_s$).

The electromagnetic and weak interactions have successfully been described as different manifestations of the same fundamental interaction and combined into a common electroweak interaction. This body of fundamental theoretical work is called electroweak unification.

1.2 Problems with the Standard Model

Despite the success in describing and predicting the physical processes observed in experiment, there are strong arguments as to why the SM cannot be the final theory of nature. In
this section a brief overview will be given of a few selected shortcomings of the SM and why it is believed to only be a low-energy approximation of a more fundamental theory.

The SM, by construction, does not attempt to describe the force of gravity. Despite being apparent in our daily lives, gravity is extremely weak on the scale of fundamental particles, compared to the strong and electroweak interactions. For this reason, its direct effects in experimental high-energy physics research will remain negligible in the foreseeable future. Attempts to develop a consistent theory of quantum gravity that can extend the SM have so far been unsuccessful. The effects of quantum gravity will become significant at high enough energies, and this scale is by many regarded as a maximum cut-off energy for when the SM can no longer be valid. A first-order approximation of when this must happen unless new physics is present, is the Planck scale. The Compton wavelength \( \lambda_c = h/m \) is approximately the scale at which quantum effects start to play a significant role in how a particle behaves. A mass confined to a radius smaller than the Schwarzschild radius \( r_s = 2Gm \) will collapse and form a black hole. Setting \( \lambda_c = r_s \) gives an approximate expression for the Planck mass,

\[
m_p = h/2G \approx 1.22 \times 10^{19} \text{GeV},
\]

where \( h \) and \( G \) are the Planck and gravitational constants, respectively.

From cosmological observations of the movements of galaxies it has been inferred that the matter we can see constitutes only \( \sim 17\% \) of the mass in the universe. The rest of the mass is believed to be made up of dark matter [8]. Dark matter has not been detected through electromagnetic or strong interactions, and the presently favored interpretation is that it is composed of so-called weakly interacting massive particles (WIMPs) possessing zero electric charge with a mass around the TeV scale. Until fairly recently, neutrinos were considered excellent DM candidates, much due to their “undisputed virtue of being known to exist” [9]. However, they are not abundant enough to be the dominant component of dark matter [8]. Since the SM does not provide any candidate particles which could explain the dark matter, it is implied that it does not give a complete picture of the particle content of our universe. Dark energy, which makes up 74% of the energy in the universe, and which is thought to be responsible for the continued acceleration of the universe is even less well understood than dark matter [10].

The lack of observation of the Higgs boson can also be regarded as a weakness of the SM. From direct experimental searches for the Higgs boson at LEP, the lower mass limit is 114 GeV [11], and the combined data of the CDF and DØ experiments at the Tevatron have excluded the range \( 158 < m_H < 175 \) GeV, with a 95% confidence level [12]. Recent results from the ATLAS [13] and CMS [14] collaborations at the LHC exclude a SM Higgs boson in the mass ranges 155-210 GeV and 290-400 GeV, and 149-206 GeV and 300-440 GeV, respectively. The SM does not predict the mass of the Higgs boson but, through precision measurements of other parameters, indirect constraints can be determined. The masses of the \( W \) and \( Z \) bosons have been measured with tremendous precision, corresponding to relative errors of 0.03% and 0.002%, respectively\(^1\). Assuming

\(^1\) \( m_W = 80.399 \pm 0.023 \text{ GeV}, m_Z = 91.1876 \pm 0.0021 \text{ GeV} \) [6]
the SM Higgs boson is not accompanied by beyond-SM physics, electroweak precision measurements like these put constraints on the loop corrections caused by the Higgs boson, and thereby also its mass. From a combined fit including the masses of the weak bosons and the top quark, a fit of the unknown parameters in the SM can be made, indirectly excluding \( m_H \gtrsim 200 \) GeV [15, 16, 17]. Respecting the indirect mass limits for this hypothetical Higgs particle then leaves the window \( 114 < m_H \lesssim 150 \) GeV.

From the theoretical side, another indication of the incompleteness of the SM is the so-called fine tuning problem. Following renormalization, the physical Higgs mass squared can be regarded as the quadratic sum of a so-called bare mass and contributions from quantum corrections,

\[
m_H^2 = (m_H^2)_0 + \frac{g^2 \Lambda^2}{16\pi^2},
\]

where \((m_H)_0\) is the bare mass, a fundamental parameter of the theory. Here \( g \) is an electroweak coupling and \( k \) is a constant which can be calculated. The second term corresponds to a one-loop correction involving virtual particles, e.g. the top quark as depicted in Figure 1.2. The quantity \( \Lambda \) corresponds to the scale up to which these processes are calculated. This scale is chosen to be the cut-off scale above which the SM is no longer valid, often chosen to be the Planck scale. Requiring \( m_H \sim 100 \) GeV then means that there has to be an “unnatural” tuning or cancellation between two nominally uncorrelated terms which can have values up to \( 10^{19} \) [6]. This reasoning relies on the Planck scale to be the scale for new physics processes, and that no new physics is lurking around the electroweak scale or in what would be a vast 16 orders of magnitude desert of nothingness. This problem is often referred to as the hierarchy problem since it is a consequence of the disparity between the strengths of the electroweak and gravitational forces. It is considered by many to be one of the primary reasons to look for new physics at the TeV scale. However, it is a purely theoretical problem, and this author, being an experimentalist, does not think he is entitled to an opinion about what values nature has chosen for its constants.

Finally, the neutrinos are massless in the SM, but measurements of neutrino oscillations [18] indicate that the neutrinos have non-zero masses. These could however be incorporated into the SM without introducing any major tensions [6].

---

Figure 1.2: Feynman diagram of the first-order correction to the Higgs mass, featuring a \( t\bar{t} \) loop.
2 Physics beyond the Standard Model

In this chapter, a brief overview of the motivation, features and phenomenology of two examples of Beyond the Standard Model (BSM) theories are presented. This is followed by a potential experimental signature that would allow direct detection of new states in a detector.

2.1 Supersymmetry

2.1.1 Overview

By postulating that all SM particles have partner particles, differing only in spin, theories of supersymmetry (SUSY) attempt to solve several problems of the SM [19, 20, 21]. For every SM fermion, a supersymmetric partner boson is added, and vice versa. Much like the concept of antimatter added partner particles only differing in the sign of their charges, supersymmetry doubles the number of fundamental particles. However, unlike antimatter, the supersymmetric partners have not been observed experimentally. This indicates that if supersymmetry exists, the supersymmetric particles have masses different from their corresponding SM particles, implying supersymmetry is a broken symmetry.

The nomenclature is to add an s to the beginning of the SM fermion names, and -ino to the end of SM boson names. The new particles are denoted by the same symbols as their SM partners, but crowned with a tilde. For example, the SUSY partner of the tau is the stau, denoted $\tilde{\tau}^-$ and the partner of the gluon is the gluino, denoted $\tilde{g}$.

Among the attractive features of SUSY is that it can provide a dark matter candidate. In supersymmetry, a new quantum number called $R$-parity is added,

$$ P_R = (-1)^{2s+3B+L}. \tag{2.1} $$

$R$-parity is a multiplicative quantum number, and all SUSY particles have $P_R = -1$ while SM particles has the value $P_R = 1$. As a consequence, if $R$-parity is fully conserved, a supersymmetric particle must always decay to at least one other supersymmetric particle, and they must always be produced in pairs. This results in the requirement that the lightest supersymmetric particle (LSP) must be absolutely stable, making it a possible candidate for dark matter. Examples of SUSY particles that do not couple to the strong
or electromagnetic interactions and could serve as WIMP dark matter candidates include the neutralino ($\tilde{\chi}^0$) and gravitino ($\tilde{G}$) [8].

There are also several purely theoretical motivations for SUSY. As an example, it enables the approximate unification of the coupling constants of the electromagnetic, weak and strong interactions at high energies. It is also theoretically appealing with SUSY at the TeV scale since it could keep the fine-tuning of the Higgs mass and the hierarchy problem described in Section 1.2 at an “acceptable” level by providing internal loop diagrams that largely cancel the contributions from quantum effects.

2.1.2 Phenomenology

The Minimal Supersymmetric Standard Model (MSSM) is the most general supersymmetric extension of the SM [19]. With $\sim 100$ free parameters the MSSM can accommodate several types of experimental signatures. The phenomenology of models and points in parameter space are determined in part by the mass hierarchies and the resulting LSP and next-to-lightest supersymmetric particle (NLSP). It is a general feature of the models that the production of SUSY particles results in long cascade decays with several promptly decaying intermediate states. Therefore, the typical search channels at hadron colliders involve high-$p_T$ jets and leptons, often with high multiplicities. In the case of $R$-parity conserving SUSY with a dark matter candidate LSP, the signature can also feature so-called missing transverse momentum, commonly referred to as missing transverse energy and denoted by $E_T^{\text{miss}}$. $E_T^{\text{miss}}$ is calculated by combining the projections of the momenta of the reconstructed particles in the plane transverse to the beam line. The failure to measure the momentum of the LSP will cause an imbalance, something that can also happen in SM processes involving neutrino production.

2.2 Theories of Extra Dimensions

There are several theories involving additional spatial dimensions. In Universal Extra Dimensions (UED) scenarios, the fields describing the matter and force carriers of the SM can propagate in these extra dimensions. Analogously to $R$-parity in SUSY, a new discrete conserved Kaluza-Klein ($KK$) quantum number will give rise to a phenomenology yielding new stable states, and thereby potential dark matter candidates [22]. Additional motivations for theories of extra dimensions include explanations as to why gravity is so weak, and a lowered Planck scale [23].

In terms of experimental signatures, UED can look similar to SUSY and feature long decay chains giving final states with $E_T^{\text{miss}}$, high multiplicities of high-$p_T$ jets and leptons [24].
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Most theories of BSM physics have a multitude of free parameters. Depending on what point nature has chosen (if any) in parameter space, the resulting phenomenology can be very different. Both frameworks discussed in the previous section feature regions in parameter space where stable\(^1\) massive particles (SMPs) exist. For example, such particles appear in both \(R\)-parity conserving [25, 26, 27, 28, 29, 30, 31] and violating [32, 33, 34] SUSY.

SMPs often offer striking experimental signatures with very little or no SM background. For this reason, searches for SMPs have always been performed when a new energy regime is opened up for experimental exploration.

This section reviews what mechanisms can cause a particle to be long-lived, and gives a few examples of SMPs predicted in the literature along with a summary of limits from collider experiments. Finally, an overview of their expected interactions and resulting phenomenologies are presented.

2.3.1 Suppressed decays

New unknown particles could be long-lived due to the same mechanisms that render some SM particles to have non-negligible lifetimes [35].

1. A new conserved quantum number, like the example with \(R\)-parity explained in Section 2, would cause the lightest particle carrying it to be long-lived. In the SM, this is the case for the proton which is the lightest hadron carrying baryon number, and the electron which is the particle with the lowest mass carrying electric charge.

2. If the effective coupling through which the decay occurs is suppressed, this can cause a long lifetime. A good SM example of this is the muon which decays through a weak interaction as shown in Figure 2.1.

![Figure 2.1: Decay diagram of a muon, governed by the weak interaction.](image)

---

\(^1\)In this thesis, the word stable is used for particles with decay lengths \(\gtrsim\) the size of a typical collider experiment.
3. If the mass difference between the particle and its combined decay products is small, the lack of available phase space for the decay products results in an extended lifetime. An example of a well-known decay for which this is true is the neutron decaying to an electron, proton and antineutrino.

2.3.2 Types of stable massive particles

Several types of stable massive particles have been envisaged through phenomenological studies. The details of their expected experimental signatures vary [7]. In this section three kinds of SMPs are considered, covering the signatures relevant to the work presented in this thesis.

Charged lepton-like stable massive particles

In for example SUSY, models exist that predict electrically charged lepton-like particles. One example of such a model is Gauge-Mediated Supersymmetry Breaking (GMSB) [20] which can feature one or (possibly several nearly mass-degenerate) meta-stable NLSP sleptons ($\tilde{\ell}$). In this scenario, the slepton would be long-lived due to the small difference between its mass and that of the LSP, the gravitino ($\tilde{G}$).

Hadron-like stable massive particles

A long-lived particle possessing color charge is expected to hadronize to form a color singlet hadron, due to the color confinement mechanism described in Section 1.1.2. A stable massive particle with color charge can therefore give rise to several long-lived hadronic states, which within SUSY are called $R$-hadrons\(^2\). As an example, in scenarios based on Split SUSY [21] the separation of the mass scales of the gauginos and the scalars can result in long-lived gluinos. Figure 2.2 shows the gluino decay diagram which is heavily suppressed due to the internal line corresponding to a $\tilde{q}$ with $m_{\tilde{q}} \gg m_{\tilde{g}}$.

In the fragmentation process of long-lived exotic color triplets and octets, the parton will acquire a light quark system. The electric charge of the resulting hadron will depend on its quark contents. A stable color octet, $C_8$, here exemplified by the gluino ($\tilde{g}$), can form mesonic states with a quark-antiquark pair, $C_8q\bar{q}$ and (anti)baryon states together with three quarks, $(C_8q\bar{q})C_8qq$. Similarly, a color triplet, $C_3$, e.g. a stop quark, $\tilde{t}$, can form mesons ($C_3\tilde{q}$) and baryons ($C_3qq$) [7, 36, 37, 38, 39].

Table 2.1 presents results from the hadronization of a stable $\tilde{g}$ and $\tilde{t}$ as predicted by Monte Carlo simulations using the PYTHIA [40] and HERWIG [41] event generators. Following the hadronization, mesonic states are expected to dominate. Though HERWIG does not support the $\tilde{g}\tilde{g}$ and baryonic states, it should be noted that the fraction of electrically charged gluino-based $R$-hadrons produced by both generators is approximately the same (45%). For production of long-lived squarks the expected fraction of electrically charged

\(^2\)While the term $R$-hadron refers to the $R$-parity in SUSY, the discussions about stable color charged particles and their phenomenology apply to other scenarios as well, e.g. $KK$-excited gluons in UED.
2.3 Stable Massive Particles and their interactions

states following hadronization is predicted by PYTHIA to be slightly higher (60%).

Highly ionizing particles

The observation of a exotic massive long-lived particle possessing a large electric charge \( |q| \gg e \), where \( e \) is the elementary charge, would represent striking evidence for physics beyond the Standard Model. Since the energy loss due to ionization is proportional to \( q^2 \), we here classify them as highly ionizing particles (HIPs). Examples of putative particles with high electric charge which can give rise to HIP signatures include \( Q \)-balls [42], stable micro black-hole remnants [43] and so-called dyons, i.e. particles with magnetic charge [44].

Dyons such as magnetic monopoles have been proposed and would also suffer considerable ionization energy losses. The existence of a magnetic monopole is considered to be appealing from a theoretical standpoint since it could explain electric charge quantization [45, 46].

In contrast to the lepton-like and hadron-like SMPs described above and motivated by e.g. SUSY scenarios, calculations for the production of HIPs are problematic. Their large electromagnetic coupling of prevents a perturbative approach [6], and therefore no reliable calculations exist so far for their production. As a consequence, results of searches for HIPs in which no signal is observed are best presented as cross section limits rather than mass limits.

2.3.3 Existing limits

Table 2.3.3 lists the published collider-based limits for lepton-like and hadron-like SMPs previous to the results presented in this thesis. Searches for \( R \)-hadrons at earlier colliders were typically based on either the possibility of a highly ionizing particle in an inner tracking system (LEP) [47, 48, 49] or a slow-moving muon-like object (Tevatron) [50, 51, 52, 53, 54]. The latter limits rely on an assumption that the \( R \)-hadron is electrically charged when it leaves the calorimeters and enters the muon detectors. However, as will
Table 2.1: Example predictions from PYTHIA and HERWIG of the fractions of different species of $R$-hadrons following the hadronization of a gluino (a) and a stop quark (b). Table taken from [7].

be described below, the hadronic scattering in the dense calorimeter material and the mass hierarchy of the possible states can render the $R$-hadron dominantly electrically neutral in the muon spectrometer. Such an effect would be expected for $R$-hadrons formed from sbottom-like squarks; the situation for gluino-based $R$-hadrons is unclear. The most conservative mass limits for different types of $R$-hadrons are therefore 300-400 GeV for gluinos [39, 55, 56], 92 GeV for sbottoms [7] and 249 GeV for stops [54]. A discovery window at low masses is therefore open at the LHC for low-luminosity searches as seen in recent papers matching the results from the Tevatron [56, 57]. In addition to the limits published before the work presented in this thesis, there are also new limits on long-lived
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Stable massive particles (SMPs) and stop quarks have often been sought in ordinary matter. If strictly stable particles were produced in the early universe they could be bound in the matter around us. Searches for e.g. heavy hadrons have therefore been performed in e.g. meteorites [71], nuclear isotopes [72], and water [73], but without any evidence for signal. These searches are complementary to the searches conducted at collider experiments since they offer a competitive reach in mass, at the price of a very limited sensitivity to SMPs with finite lifetimes.

Finally, observations of an SMP at a collider experiment could possibly have pro-

Table 2.2: A list of experimental mass limits on lepton-like and hadron-like stable massive particles from collider experiments [7], completed with limits from [51, 56, 60].

<table>
<thead>
<tr>
<th>√s (GeV)</th>
<th>Collisions</th>
<th>Experiment</th>
<th>Particle</th>
<th>Mass limit (GeV)</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1960</td>
<td>p̅p</td>
<td>CDF</td>
<td>Squark</td>
<td>m_{τ} &gt; 249</td>
<td>[60]</td>
</tr>
<tr>
<td>1800</td>
<td>p̅p</td>
<td>CDF</td>
<td>4th gen. quark</td>
<td>m_{μ} &gt; 220, m_{μ'} &gt; 190</td>
<td>[50]</td>
</tr>
<tr>
<td>130-209</td>
<td>e^+e^-</td>
<td>OPAL</td>
<td>Heavy leptons</td>
<td>m_{μ} &gt; 102</td>
<td>[61]</td>
</tr>
<tr>
<td>133-208</td>
<td>e^+e^-</td>
<td>L3</td>
<td>Heavy leptons</td>
<td>m_{μ} &gt; 103</td>
<td>[62]</td>
</tr>
<tr>
<td>91.2-209</td>
<td>e^+e^-</td>
<td>ALEPH</td>
<td>Squark</td>
<td>m_{τ} &gt; 95, m_{μ} &gt; 92</td>
<td>[47]</td>
</tr>
<tr>
<td>130-183</td>
<td>e^+e^-</td>
<td>DELPHI</td>
<td>Squark</td>
<td>m_{τ} &gt; 80, m_{μ} &gt; 40</td>
<td>[48]</td>
</tr>
<tr>
<td>130-183</td>
<td>e^+e^-</td>
<td>DELPHI</td>
<td>Free squark</td>
<td>m_{τ} &gt; 84</td>
<td>[48]</td>
</tr>
<tr>
<td>7000</td>
<td>pp</td>
<td>CMS</td>
<td>Squark</td>
<td>m_{τ} &gt; 202</td>
<td>[56]</td>
</tr>
<tr>
<td>91.2</td>
<td>e^+e^-</td>
<td>ALEPH</td>
<td>Gluino</td>
<td>m_{g} &gt; 27</td>
<td>[47]</td>
</tr>
<tr>
<td>91.2</td>
<td>e^+e^-</td>
<td>DELPHI</td>
<td>Gluino</td>
<td>m_{g} &gt; 18</td>
<td>[49]</td>
</tr>
<tr>
<td>7000</td>
<td>pp</td>
<td>CMS</td>
<td>Gluino (μ-like signature)</td>
<td>m_{g} &gt; 311</td>
<td>[56]</td>
</tr>
<tr>
<td>7000</td>
<td>pp</td>
<td>CMS</td>
<td>Gluino (no muon track)</td>
<td>m_{g} &gt; 398</td>
<td>[56]</td>
</tr>
<tr>
<td>189-209</td>
<td>e^+e^-</td>
<td>ALEPH</td>
<td>Slepton</td>
<td>m_{τ} &gt; 97, m_{μ} &gt; 97</td>
<td>[63]</td>
</tr>
<tr>
<td>130-208</td>
<td>e^+e^-</td>
<td>DELPHI</td>
<td>Slepton</td>
<td>m_{τ} &gt; 98, m_{μ} &gt; 98</td>
<td>[64]</td>
</tr>
<tr>
<td>189-209</td>
<td>e^+e^-</td>
<td>OPAL</td>
<td>Slepton</td>
<td>m_{τ} &gt; 98, m_{μ} &gt; 98</td>
<td>[65]</td>
</tr>
<tr>
<td>1960</td>
<td>p̅p</td>
<td>D0</td>
<td>Chargino</td>
<td>m_{χ^±} &gt; 206</td>
<td>[51]</td>
</tr>
<tr>
<td>189-209</td>
<td>e^+e^-</td>
<td>ALEPH</td>
<td>Chargino</td>
<td>m_{χ^±} &gt; 101</td>
<td>[66]</td>
</tr>
<tr>
<td>130-189</td>
<td>e^+e^-</td>
<td>DELPHI</td>
<td>Chargino</td>
<td>m_{χ^±} &gt; 93</td>
<td>[67]</td>
</tr>
<tr>
<td>189</td>
<td>e^+e^-</td>
<td>L3</td>
<td>Chargino</td>
<td>m_{χ^±} &gt; 94</td>
<td>[68]</td>
</tr>
</tbody>
</table>
found implications for cosmology. For example, any SMPs produced at a collider would also have been produced in the early universe and possibly affected the evolution of the universe. Requirements on the relic density sets an upper limit on the mass of an absolutely stable gluino around a few TeV [7, 26], though mechanisms have been proposed to relax such limits [26]. An excessively long-lived but decaying gluino ($\tau_g > 100$ s) is also constrained since it would affect the delicate balance of light elements and compromise Big Bang nucleosynthesis [74]. In conclusion, there are no solid cosmological constraints on SMPs in the regions of $m-\tau$ space accessible at TeV-scale colliders [7].

2.3.4 Interactions with matter

The experimental signatures of SMPs depend on which ways, and to what extent, the SMP interacts with the detector. In the following the expected interactions for the types of SMPs described above are reviewed.

Both the lepton-like and hadron-like SMPs are expected to give rise to penetrating signatures in a detector. In contrast, HIPs are expected to undergo dramatic ionization energy losses when traversing matter which could, depending on the kinematics, result in their stopping inside the detector volume. At modern collider experiments, all classes of SMPs discussed here are expected to be produced with momenta comparable to their mass, resulting in a speed $\beta = v/c$ significantly lower than unity.

It should be noted that also a small fraction of lepton-like and hadron-like SMPs can come to a stop inside the detector, leading to out-of-time decays when there are no collisions in the detector. This signature falls outside the scope of this thesis, but has been covered by other studies [57, 75, 76].

Electromagnetic energy losses

Models of electromagnetic energy loss for charged particles passing through matter are well-established [77, 4] and predict that SMPs possessing a non-zero electric charge $q$ will lose energy through ionization. The magnitude of the energy loss per unit length traversed in a material is determined by the function describing its stopping power, often denoted $-dE/dx$. For a given material, this function depends on the velocity $v$ of the particle, as seen in Figure 2.3. Muons constitute the primary background in searches for penetrating SMPs [78] although, by exploiting the difference in $-dE/dx$ at a given momentum, SMPs can be distinguished from the SM backgrounds.

Like SMPs with moderate electric charge, HIPs with high mass would not lose energy through bremsstrahlung, and unless they are hadron-like they would also not undergo hadronic interactions. Therefore, HIPs are not expected to produce extended showers in the calorimeters but deposit large amounts of energy through ionization in a narrow area along their trajectory. To first order the ionization energy loss of particles with high electric charge is described by the Bethe-Bloch equation and scales with $q^2$. The ionization energy losses suffered by a Dirac monopole are expected be similar to those for a particle with electric charge $q = 137e/2$ [7], i.e. approximately 4700 times higher than for an
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Figure 2.3: Stopping power, often denoted $-dE/dx$, for antimuons traversing Cu as a function of $\beta\gamma = \beta/\sqrt{1 - \beta^2}$, where $\beta = v/c$, and the momentum $p$ [4].

identical particle with charge $e$. Depending on the kinematic range and charge of interest, different SM particles constitute the dominating background, but due to the spectacular characteristics of the expected energy losses, signal and background can be separated quite well.

It is also worth noting that the trajectory of a magnetically charged particle through a magnetic field will be deflected along the field lines rather than orthogonally, as for electrically charged particles.

Hadronic processes

Here a brief summary is given of studies of how exotic hadrons containing one heavy parton are expected to interact with matter. For more details the main references [36, 37, 38, 39] should be consulted.

It can be reliably assumed that the massive parton will not interact and can be considered a spectator in these processes. This is due to the per-parton scattering cross section being proportional to $1/m^2$, effectively rendering it negligible for the heavy parton. The light quarks bound in the hadron can interact with matter, e.g. detector material if produced in a collider experiment. However, due to its high mass, the heavy parton carries
almost all the momentum of the composite particle, limiting the kinetic energy it can lose due to scattering of its lighter constituents with matter. Owing to the limited kinetic energy of the light quark system, the scattering of squark-based $R$-hadrons can be described by techniques used to model low energy hadron-hadron processes [39, 79]. The cross sections for these processes are not likely to differ by orders of magnitude compared to those of proton-proton and pion-proton interactions. Because of these features, a hadronic SMP is not expected to cause high-energy hadronic showers to the same extent as SM hadrons when passing through a typical collider experiment.

This penetrating, muon-like experimental signature can however be complicated by the peculiar nature of some of the hadronic processes. As an example, consider a $\tilde{g}$-based $R$-hadron $\tilde{g}d\bar{d}$ interacting with a proton, as shown in the leftmost diagram of Figure 2.4. The illustrated process features charge exchange via inelastic scattering, causing an electrically neutral $R$-hadron to acquire charge. The middle diagram shows a similar process by which a neutral meson state is transformed into a charged baryon state. As a final example, the illustration on the right in Figure 2.4 shows the formation of a nuclear resonance with double electric charge. However, the production of these resonant states in scattering are expected to be suppressed [37].

![Figure 2.4: Diagrams adopted from [7] showing scattering processes involving $R$-hadrons interacting with neutrons and protons.](image)

Through these processes, spectacular detector signatures with virtually no SM background can arise for hadronic SMPs. Current general-purpose detectors at hadron colliders are composed of three main parts, moving outwards from the collision point: an inner tracking detector, calorimeters, and a muon spectrometer (see Chapter 4). The momenta of charged particles are measured both in the inner tracker and the muon spectrometer, with the dense calorimeters measuring the energy deposited in between. The signature of a particle that undergoes charge exchange when passing through the calorimeters could therefore have a track in only one of the tracking detectors. Through multiple interactions, e.g. of the types illustrated in Figure 2.4, the propagating hadron can have positive charge in the inner tracker and negative charge in the muon spectrometer, resulting in tracks bending in opposite directions.

The processes in which $R$-mesons convert to $R$-baryons are exothermic and would thus be expected to take place while the reverse processes would be kinematically disfavored. The baryon-to-meson processes would suffer a further suppression due to the need for
the $R$-baryon to interact with a meson or antibaryon state in order for it to lose its baryon number [37]. It could therefore be expected that $R$-hadrons containing squarks or gluinos, which would likely be dominantly produced as mesonic states in the hadronization process [7, 80], would leave the calorimeter system as baryonic states. $R$-hadrons formed from antisquarks are not expected to form long-lived antibaryon states but $\bar{q}q$ states. However, if this meson state oscillates into its antiparticle, $\tilde{q}\tilde{q}$, this would then be likely to form a stable $\tilde{q}qq$ baryon state in subsequent hadronic scattering processes. The mass spectra for squark-based $R$-hadrons can be inferred from heavy SM quark (i.e. charm, bottom) mass hierarchies [7, 27, 37] as the mass hierarchies of heavy quark hadrons and heavy squark hadrons have negligible spin-dependence [27]. This implies that the lightest baryonic state to which squark-based $R$-hadrons would eventually convert and decay is $\tilde{q}ud$, the supersymmetric analog to the $\Lambda_c \equiv cud^+$ and $\Lambda_b \equiv bud^0$ states. For a down-type squark such as the sbottom quark, the dominating state after passage through the calorimeters would be electrically neutral, rendering a search based on the muon spectrometer ineffective [39]. For a stable stop quark, a significant fraction is expected to be charged. For the case of a stable gluino it is not possible to directly infer the lightest baryonic state from known particle spectra.

A number of scattering models have been proposed, and in this work the so-called generic [37, 38], regge [39, 79], and intermediate [55] are considered and reviewed below. In common for all of them is that they share a central picture of a non-interacting heavy parton.

#### The generic model

This model is based on few assumptions and allows a wide range of signatures in the detector. It allows all possible 2-to-2 and 2-to-3 processes, with individual processes weighted according to phase space factors. It assumes a cross section which does not depend on energy. It therefore represents an inclusive approach though it is not based on any dynamical theory. It assumes that baryonic $R$-hadron states are degenerate and thus do not all decay down to a lowest-mass state. Among the allowed signatures are sign-flipping of the electric charge and the formation of doubly charged states.

#### The intermediate model

The intermediate model is only applicable to stable gluinos. It employs the exact same scattering model as the generic model. However, it assumes a gluino $R$-hadron mass spectrum which is based on recent bag model calculations [81, 82, 83, 55].

#### The Regge model

The Regge model assumes a cross section derived from low-energy hadron scattering and makes calculates energy losses using the triple Regge formalism [84, 85]. This model was developed for squark-based $R$-hadrons and later extended to include a treatment of gluinos.
Compared to the ionization energy loss which is continuous, the energy lost through hadronic processes is stochastic in nature. Based on asymptotic values of scattering cross section measurements for SM hadrons scattering off nucleons, the per-parton cross section can be approximated to 12 mb [37]. A hadron-like SMP is therefore expected to undergo hadronic scattering \( \mathcal{O}(10) \) times when passing through a modern general-purpose detector, which means the final charge state can to very good approximation be considered decoupled from the initial one. Since the cross section for hadronic interactions is modeled to be proportional to the number of light quarks in the hadron, some conclusions can be drawn regarding the magnitude of the energy depositions for various colored particles. A color octet and triplet will almost immediately form baryon states when interacting with the detector, resulting in hadrons with three and two interacting light constituents, respectively (\( C_8qqq \) and \( C_3qq \)). For the antitriplet, a meson final state, \( \bar{C}_3q \), is more likely due to the lack of antimatter in the detector material, suppressing the formation of an antibaryon state. Even if an antibaryon state would be formed, it would immediately annihilate with the normal matter in the detector. In case of observation, the relative magnitude of the energy depositions of the SMPs in the same event could therefore shed some light on the nature of the stable parton. To further distinguish between these cases the track charge distributions can be studied. In the case of pair production of an exotic long-lived color octet or down-type triplet, both hadrons resulting from the hadronization could have the same charge, something that could not happen for an up-type color triplet unless fractionally charged hadrons or pentaquarks are considered.
Part II

Experimental facilities

“The true method of knowledge is experiment.”

– William Blake, 1757-1827
3 The Large Hadron Collider

3.1 Overview

The Large Hadron Collider (LHC) [86] is a proton-proton collider at the CERN laboratory outside of Geneva, Switzerland. The machine is installed inside a 27 km long underground tunnel and designed to collide protons\(^1\) at the unprecedented center-of-mass energy of 14 TeV at a luminosity of \(10^{34} \text{ cm}^{-2}\text{s}^{-1}\). Figure 3.1 shows an illustration of the area around the French-Swiss border near Lac Léman where the LHC is built, and the locations of the four major experiments that will study the collisions it produces: ALICE [87], ATLAS [88], CMS [89] and LHCb [90]. Using superconducting NbTi cables cooled to approximately 1.9 K by superfluid He, the LHC magnets produce a field of over 8 T in order to bend the trajectory of the particles circulating inside the accelerator. In addition to the 1232 dipole magnets bending the beams into orbit, the LHC has many multipole magnets used to focus the beams close to the collision points, and extensive beam instrumentation for diagnostics and control of the beams.

In September 2008, the LHC successfully circulated its first proton bunches, enabling several of the LHC experiments to study their first beam-related data. Due to a severe technical malfunction the accelerator was taken out of operation after only one week, before collisions were achieved, and intense investigations and consolidation work followed. The first \(pp\) collisions were finally recorded by ATLAS on November 23, 2009, and throughout 2010 the luminosity quickly increased. For the 2010 run relevant to the results in this thesis, the center-of-mass energy was 7 TeV. Figure 3.2 shows the cross sections for various physics processes in proton-(anti)proton collisions as a function of center-of-mass energy. When operating with the nominal design parameters, the inelastic proton-proton cross section of 80 mb at the LHC will result in a total rate of approximately \(10^9\) inelastic proton-proton collisions per second.

ATLAS and CMS are general-purpose detectors designed to survey the new energy regime made accessible for particle physics research by the LHC. LHCb will primarily study \(CP\)-violation through rare decays of hadrons containing \(b\)-quarks. Finally, ALICE is optimized to study heavy-ion collisions in search for new states of matter in extreme energy densities, such as a color-deconfined state which is often referred to as a \textit{quark-gluon plasma} [92]. The four papers attached to this thesis describe work carried out as a member of the ATLAS collaboration, and an overview of the ATLAS detector is therefore

\(^1\)The LHC will also collide Pb\(^{82+}\) ions.
Figure 3.1: The 27 km long Large Hadron Collider and the four major experiments: ALICE, ATLAS, CMS and LHCb.
Figure 3.2: Cross sections for important processes in proton-(anti)proton collisions as a function of center-of-mass energy [91].
3.2 The proton beam

Before reaching the LHC, the particles are accelerated by a chain of accelerators that gradually increase the energy of the particles. Figure 3.3 shows the most important links in the chains for both proton and ion beam production. There are several foreseen filling schemes defined for the LHC, each designed for different modes of operation. For an in-depth description of all the filling schemes, the reader is referred to [93].

The protons start their journey to the LHC in the linear accelerator Linac2. This accelerator yields protons with an energy of 50 MeV which are then injected to the first circular accelerator of the chain, the Proton Synchrotron Booster (PSB). The Proton Synchrotron (PS) will then raise the energy from 1.4 GeV to 25 GeV. From the PS the bunched beam will be injected to the Super Proton Synchrotron (SPS) where the energy of the particles increases by a factor of almost 20 up to 450 GeV which is the injection energy of the LHC. More information about the CERN accelerators and their specifications are available in [94].

Figure 3.3: The beam production chain for the LHC at CERN.

Since the accelerators in the chain sequentially grow bigger in circumference, the storage rings can hold several fills of the previous link. For example, when building up
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the “25 ns Physics Beam” the PS will have 72 bunches per fill. To fill up the SPS, there is an alternating pattern with two, three or four PS fills per SPS fill. The LHC is then filled up by 12 of these variable-length SPS fills. See Figure 3.4 for an illustrative schematic of how the LHC beam can be composed in terms of fills in the accelerators prior in the chain, which effectively defines the bunch pattern.

![Schematic Diagram](image)

Figure 3.4: A schematic drawing of how the “25 ns Physics Beam” of the LHC is composed.

The bunch patterns of the two counter-rotating beams together determine when there will be collisions in the center of the experiments. The radio frequency (RF) cavities of the LHC that capture, accelerate and store the beams operate at approximately 400 MHz. This results in 35640 potential wells in the RF field, so-called RF buckets, where it is energetically favorable for the bunches to be located in the beam. This corresponds to a spacing in time of only 2.5 ns, but only every tenth RF bucket is used, making the resulting bunch spacing 25 ns. The LHC therefore has 3564 possible locations where bunches can sit for each beam, resulting in 3564 bunch crossings. In the “25 ns Physics Beam” described in Figure 3.4, 2808 of these bunch locations are filled per beam. The structure of this beam can be described in terms of PS fills as

$$234 \quad 334 \quad 334 \quad 334$$

or in terms of empty (e) and filled (b) bunch locations

$$\begin{align*}
[2(72b + 8e) + 30e] + [3(72b + 8e) + 30e] + [4(72b + 8e) + 31e] + \\
3\{2[3(72b + 8e) + 30e] + [4(72b + 8e) + 31e]\} + 80e = \\
= 2808b + 756e = 3564
\end{align*}$$
If something goes wrong during the filling of the LHC, bunches may sit in the wrong RF buckets, which could result in collisions occurring in the wrong place in the detectors and cause problems in their data acquisition systems. If the quality of the beam is insufficient, the beam is dumped and the LHC is refilled. The beam dumping is achieved by letting *kicker magnets* bend the beam out of the storage ring. The kicker magnets require at least a 3 μs window to ramp up the magnet currents. Because of this, all filling schemes need to have a long *abort gap* to allow the kicker magnets reach their full field strength. To fill up the LHC again takes about 4 minutes per beam.
4 The ATLAS experiment

As mentioned in the previous chapter, the LHC will provide \( pp \) collisions at unprecedented center-of-mass energy at a high luminosity, and the ATLAS\(^1\) experiment is designed to exploit its full discovery potential. As a general-purpose detector, it comprises several subdetectors, each contributing to identification and measurement of the properties of the particles produced in the high-energy collisions it will be exposed to. In this chapter an overview of the ATLAS detector will be given, with a slightly biased emphasis on the subsystems related to the work presented in the attached papers. For a complete description of the ATLAS detector the reader is referred to [88].

The ATLAS collaboration consists of approximately 3000 physicists, engineers, technicians and students from 174 institutes in 38 countries, which makes it one of the largest scientific collaborations ever formed. The ATLAS experiment is the result of over 20 years of design work, development, implementation, testing, commissioning and operation.

4.1 Overview

Shaped like a cylinder, built concentrically around the LHC beam pipe with a radius of 11 m and length of 44 m, the ATLAS detector weighs approximately 7000 tonnes. Figure 4.1 provides an overview of the experiment and its different subdetectors. The sub-detectors can be grouped into three major systems: the Inner Detector (ID) [95], the calorimeters [96, 97], and the Muon Spectrometer (MS) [98].

In ATLAS, two coordinate systems are used, one cartesian and one polar, with a common origin in the nominal interaction point in the center of the detector. In the cartesian coordinate system the \( x \)-axis points towards the center of the LHC ring, and the \( y \)-axis points upwards, away from the center of the earth. The \( z \)-axis points along the beam axis, in the counter-clockwise direction if seen from above, thus forming a right-handed coordinate system. The polar coordinate shares this \( z \)-axis, the polar angle \( \theta \) is defined as the angle from the beam axis and \( \phi \) is the azimuthal angle, for which \( \phi = 0 \) is defined as the value along the positive \( x \)-axis. At colliders, the pseudorapidity \( \eta = -\ln(\tan(\theta/2)) \) is often preferred instead of the polar angle \( \theta \) since the particle flow is approximately uniform per unit in \( \eta \). When discussing distances in pseudorapidity-azimuthal angle space, \( \Delta R = \sqrt{\Delta \eta^2 + \Delta \phi^2} \) is often used. Finally, when transverse quantities such as \( p_T \), \( E_T \) and

\(^1\)ATLAS is an acronym for A Toroidal LHC ApparatuS.
$E_T^{\text{miss}}$ are discussed, the projections in the $x$-$y$ plane are implicitly alluded to.

4.2 Magnet system

In order to measure the momentum of high-$p_T$ charged particles with sufficient precision, a strong magnetic field is required to bend their trajectory. ATLAS has two magnet systems, the solenoid and the toroid which produce intense magnetic fields in the ID and MS, respectively. The superconducting wires in both magnet systems need to be cooled down to $\sim$4.5 K.

4.2.1 The solenoid

The solenoid produces an axial field of $\sim$2 T that will bend the path of electrically charged particles in the ID volume in the $\phi$-direction. To minimize the material in front of the ATLAS calorimeters, the solenoid field is achieved with a single-layer coil of superconducting NbTi 1.2 mm diameter wire. The solenoid stretches 5.8 m along the $z$-axis and the inner and outer radii are 2.46 m and 2.56 m, respectively.

4.2.2 The toroid

The toroid field is achieved by leading currents through superconducting NbTiCu wire in eight coils in the barrel, symmetrically spaced in $\phi$, and two end-cap structures, produc-
4.3 Inner Detector

At a hadron collider like the LHC, large multiplicities of charged particles are expected in every event. In order to measure the momentum of charged hadrons and leptons and to determine the location of primary and secondary vertices with satisfactory precision, the ATLAS ID is composed of three sub-detectors as shown in Figure 4.2. Combined, these three detectors offer hermetic tracking in the acceptance ($|\eta| < 2.5$) for tracks with $p_T$ down to $\sim$0.5 GeV. The resolution depends on $\eta$ and $p_T$, and ranges from 2% for 1 GeV tracks at $\eta = 0$ to 16% for tracks with $p_T = 100$ GeV at $\eta = 2.4$ [99]. The efficiency for reconstructing muons with $p_T > 5$ GeV is approximately 99%. For hadrons and electrons the efficiency is approximately 94% at $\eta = 0$ for the same $p_T$ range but deteriorates with increasing $\eta$ down to approximately 80% for $\eta > 1.7$ due to the increased amount of material in the ID.

To facilitate a high efficiency while rejecting fake tracks caused by the electronics noise and beam-induced background, good spatial resolution is crucial in a high-occupancy environment. In addition, since all material between the interaction point and the calorimeters degrades the the resolution of the measured energy, inner tracking detectors have to be designed on a tight material budget. This trade-off between the number of space-points per charged particle in the inner tracker and the energy resolution achievable in the calorimeters, combined with requirements on radiation hardness to remain operational after years of exposure to the LHC, controlled the design choices of the ATLAS Inner Detector (ID).

4.3.1 The Pixel detector

With approximately 80 million read-out channels, the closest ones 50.5 mm from the center of the beam pipe, the silicon-based Pixel detector provides the most accurate position measurements in ATLAS. Typically, all tracks in the acceptance of the Pixels get three hits, each with an intrinsic accuracy in $R-\phi \times z$ of $10 \times 115$ $\mu$m in the barrel.

Since this thesis in concerned with the direct detection of particles expected to suffer anomalous energy losses in matter, it is worth noting that an energy deposition corresponding to 8.5 minimum ionizing particles (MIPs) or more can saturate the pixel sensors, resulting in a risk of losing hits. However, the charge released by a track crossing the Pixel detector is rarely contained within just one pixel [100]. This saturation effect is modeled correctly in the simulations of the Pixel detector.
4.3.2 The Semiconductor Tracker

The Semiconductor Tracker (SCT) is also based on silicon technology, but in the form of strips mounted with a 40 mrad stereo angle. A charged particle traversing the SCT will give up to eight hits, combining to form four space-point measurements, each with an intrinsic accuracy of $R \phi \times z$ of $17 \times 580 \mu m$ (barrel). The total number of channels in the SCT is 6.4 million. In the SCT, reconstructed hits are expected whenever a sensor is crossed by a charged particle, regardless the charge, and there is no risk of hits being lost due to saturation.

4.3.3 The Transition Radiation Tracker

The Transition Radiation Tracker (TRT) is composed of gas-filled straw tubes, with a total of 351 000 channels. The TRT straws only provide measurements in the bending plane, each with an intrinsic accuracy of 130 μm, but no measurements can be made along the straw direction ($\hat{z}$ in the barrel, $\hat{R}$ in the endcap). The TRT offers particle identification capabilities through benefiting from the transition radiation mechanism which results in higher-amplitude signals for particles at high $\beta = v/c$, allowing discrimination between electrons and charged hadrons.

In the front-end electronics of the TRT, the measured signals are discriminated against two thresholds, classifying the hits as low-threshold (LT) or high-threshold (HT) hits. There is no upper limit to the amount of ionization in a straw which will lead to a signal [101]. The lack of losses from saturation ensures that even the most ionizing particles will be detected in the TRT.

4.4 Calorimeters

ATLAS is equipped with several calorimeters based on different technologies, all of the non-compensating sampling type. There are five calorimeters in ATLAS: the Liquid Argon (LAr) electromagnetic (EM) barrel, the Tile hadronic barrel, the LAr EM end-cap, the LAr hadronic end-cap, and the LAr Forward calorimeter. Figure 4.3 depicts the entire calorimeter system, and indicates where the various calorimeters are installed. The primary purpose of the calorimeter system is to stop all particles (except muons and neutrinos) emanating from the interaction point and thereby measure their energy and position. While the hadronic calorimeters predominantly measure hadrons, the electromagnetic calorimeters measure electrons and photons and contribute to measuring the energy of hadrons in jets. Since many physics signals searched for at the LHC include $E^\text{miss}_T$, it is important to provide energy measurements over a large region in $\eta$. Combined, the ATLAS calorimeters cover $|\eta| < 4.9$, but with varying granularity in $\eta \times \phi$.

As input to the Level-1 Calorimeter trigger system (See Section 4.6.1), analog sums of the energies in so-called trigger towers of size $\sim 0.1 \times 0.1$ in $\eta \times \phi$, are formed. This is done since the Level-1 trigger operates at a very high rate, and therefore cannot handle full-granularity calorimeter data.
Figure 4.2: A cross-sectional illustration of the sub-detectors that constitute the Inner Detector, with radial distances from the center of the beam pipe to the various module layers.

Figure 4.3: A cross-section illustration of the ATLAS calorimeter systems.
4.4.1 The LAr calorimeters

The LAr calorimeters use liquid argon as the active material, together with various metal absorbers. Charged particles that pass through the active material ionize the argon atoms, releasing ionization electrons which are collected as a current by applying an electric field of 10 kV/cm on average [102, 103]. The visible energy is scaled by the sampling fraction to obtain the true deposited energy in both the active material and the absorber.

The LAr-based electromagnetic barrel (EMB) calorimeter covers $|\eta| < 1.475$. The inner and outer radii are 1.4 and 2 m, respectively, and the LAr barrel calorimeter covers 6.4 m along the $z$-axis. As illustrated in Figure 4.4, the barrel offers a fine segmentation in all sampling layers, especially in the second layer where it corresponds to $0.025 \times 0.0245$ in $\eta \times \phi$. The high granularity allows detailed measurements of the shapes of the electromagnetic showers from e.g. photons and electrons.

The electromagnetic end-cap (EMEC) calorimeter comprises two wheel-like structures, covering $1.375 < \eta < 2.5$ and $2.5 < \eta < 3.2$. The LAr forward calorimeter (FCAL) consists of three cylindrical structures placed in sequence along the beam pipe and covers $3.1 < \eta < 4.9$. The first cylinder is used for measurements of electromagnetic energy losses while the two remaining layers are used for hadronic calorimetry.

The hadronic end-cap (HEC) calorimeter, much like the EMEC, consists of two concentric wheels per side, with a total coverage in pseudorapidity of $1.5 < \eta < 3.2$.

The energy resolution $\sigma_E$ for the EMB depends on the measured energy and is described by two terms,

$$\frac{\sigma_E}{E} = \frac{a}{\sqrt{E}} + b,$$  \hspace{1cm} (4.1)

where the constants have been determined to $a = 10.1 \pm 0.1\%\text{GeV}^{1/2}$ and $b = 0.17 \pm 0.04\%$ [104].

4.4.2 The Tile calorimeter

The Tile calorimeter is a sampling calorimeter which uses iron as passive material and plastic scintillators as active layers. It is divided into four partitions, two of which constitute the mechanically distinct long barrel, and two extended barrel partitions. Each partition consists of 64 modules divided in equal azimuthal angle ($\phi$) intervals. Figure 4.5 shows how a long barrel module and an extended barrel module are divided into cells in a plane parallel to the beam axis. The sampling layers are denoted $A$, $BC$ and $D$, and have a granularity in $\eta \times \phi$ of $0.1 \times 0.1$ in the two innermost layers, and $0.2 \times 0.1$ in the outermost. Figure 4.6 illustrates how the alternating layers of scintillating plastic and iron are configured, and shows the wavelength-shifting fibers used to guide the light to the photomultiplier tubes (PMTs) near the digitizer electronics. Two linear PMT outputs are digitized for each channel, differing in gain by a factor of 64.
Figure 4.4: An illustration showing the cell segmentation of the LAr electromagnetic barrel calorimeter [88].
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Figure 4.5: An illustration showing how the Tile calorimeter is partitioned and how the cells are arranged [88].

Figure 4.6: A schematic drawing of a module in the Tile calorimeter [88].

4.5 Muon Spectrometer

The outermost of the ATLAS sub-detectors is the Muon Spectrometer (MS). The requirement to accurately measure the curvature of high-$p_T$ tracks dictates the size of the MS and thereby also the dimensions of ATLAS. The ATLAS muon spectrometer is composed of several types of muon detectors, which together cover $|\eta| < 2.7$. The ATLAS muon system is designed to determine the momentum accurately for muons with $3 < p_T < 1000$ GeV [99]. The sub-detectors of the MS are immersed in the magnetic field.
field from the toroid magnet discussed in Section 4.2. The muon system is equipped with fast Resistive Plate Chambers (RPC) ($|\eta| < 1.05$) and Thin Gap Chambers (TGC) ($1.05 < |\eta| < 2.4$) for use in the Level-1 trigger system. For precision measurements, the Monitored Drift Tubes (MDT) ($|\eta| < 2.7$) and Cathode Strip Chambers (CSC) ($2.0 < |\eta| < 2.7$, only in the innermost station) have been installed.

Figure 4.7: A cross-section illustration of the sub-detectors of the Muon Spectrometer.

4.6 Trigger and data acquisition systems

4.6.1 Trigger system

At nominal LHC running, bunches of protons will collide inside ATLAS every 25 ns. Neither the data acquisition system nor the resources for doing offline analysis are capable of handling such amounts of data. Therefore, a trigger system is required to select only the most interesting events to be written to disk and analyzed further offline. Luckily, the measurements of the dominant processes occurring in the collisions are not limited by statistics and therefore the majority of them can be discarded.

In general, the rare processes of primary interest to ATLAS are characterized by large momentum transfer in the hard process, resulting in jets and/or leptons with large transverse momentum ($p_T$), and/or missing transverse energy ($E_T^{\text{miss}}$). The ATLAS trigger system is implemented in three layers, sequentially refining the selection of the events to be recorded for offline analysis. For a schematic overview of the trigger system, see Figure 4.8.
First level trigger

Implemented in fast custom electronics boards, the Level-1 trigger has to decide quickly if the event is interesting for further analysis. Because of the size of the pipeline memories that store the data, this decision has to be taken in a very short time. Including the time it takes for the signals to travel through the cables from the detectors in the ATLAS cavern to the counting room, the Level-1 trigger system has to make a decision in 2 µs. In order to do this, it uses a subset of the data from the calorimeters and muon detectors. By quickly examining a reduced-granularity representation of each event, searching it for high-$p_T$ muons, electrons/photons, jets and $\tau$-lepton candidates and determining an approximate eventwise jet-energy sum and $E_T^{\text{miss}}$, the decision is taken to keep it for further scrutiny in the high-level trigger, or reject it. A schematic illustration of the parts that make up the Level-1 trigger is available in Figure 4.9.

The electronics modules that implement the logic of the Level-1 calorimeter trigger (L1Calo) run a set of algorithms on so-called trigger towers, analog sums of the calorimeter signals in $\Delta\eta \times \Delta\phi = 0.1 \times 0.1$ regions, to look for high-$p_T$ object candidates. The Level-1 muon trigger (L1Muon) implements similar logics and estimates the $p_T$ of muon candidates by approximating the curvature of the trajectory of the muon between the stations in the muon spectrometer. Both L1Calo and L1Muon report the multiplicities of identified candidates over various threshold values to the Central Trigger Processor (CTP), which takes the Level-1 trigger decision. Upon a Level-1 Accept (L1A), the locations of so-called Regions of Interest (RoI) are reported to the RoI builder.

Due to limitations in the detector read-out systems, the Level-1 trigger system has to reduce the event rate to a maximum of 75 kHz, effectively making the Level-1 rejection factor $\sim 500$.

The High-Level Trigger

The high-level trigger (HLT) is implemented entirely in software, and runs on off-the-shelf computers and networking technology. In contrast to the Level-1 trigger which has to process the events sequentially, the HLT operates asynchronously and processes many events in parallel.

The Level-2 Trigger refines the event selection further by studying the full-resolution data, but to save bandwidth between the detector read-out electronics and the computing farm running the HLT algorithms, it only retrieves the data in the areas defined by the RoIs provided by Level-1. In addition to the muon spectrometer and calorimeter information available at Level-1, information recorded by the inner tracking detector is also used. Level-2 makes a decision in about 10 ms and rejects about 95% of the events accepted by Level-1, yielding an input event rate of about 3.5 kHz to the third level in the trigger system where the final decision is taken.

The third level of the trigger system is called the Event Filter (EF). At this stage, the complete data from all sub-detectors are gathered and the events are reconstructed using algorithms similar to those run in the offline reconstruction. The final selection based on
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Figure 4.8: An overview of the trigger system for ATLAS [105].

![Diagram of ATLAS trigger system]

Figure 4.9: Schematic of the Level-1 Trigger.
these carefully reconstructed physics objects accepts on average one of ten events.

In total, the Level-2 trigger uses approximately 500 computing nodes, the EF uses 1800 nodes, and an additional 100 nodes are used for event building. The total rejection factor is $10^7$ for the trigger system, resulting in a nominal output rate of 100 events per second to be stored for offline analysis.

4.6.2 Data Acquisition system

While the Level-1 trigger forms its decision whether or not to keep an event, the sub-detector data are stored in on-detector pipeline memories. Upon a L1A, the data are read out by the sub-detector-specific read-out drivers (RODs) which formats the digitized signals before sending it to the read-out buffers (ROBs) of the read-out system (ROS) of the Data Acquisition (DAQ) system. The Level-2 trigger then retrieves the detector data in the ROBs pointed out by the Level-1 trigger, and takes a decision based on them. If the event is accepted, the read-out system holding the full data sends them on to the event building (EB) system before further filtering in the EF. Depending on what triggers the events pass, they get sorted into different trigger streams. There are three major trigger streams for physics analysis in ATLAS, Egamma, JetTauEtmiss and Muons. There are also additional streams for e.g. partially reconstructed calibration events and a debug stream for events that were forcefully accepted due to time-out problems in the HLT.

4.6.3 Timing at ATLAS

If a L1A is issued by the Level-1 CTP, the read-out is done from the on-detector memory buffers using only the time as a reference. As a consequence of the high bunch crossing frequency of the LHC and the sheer physical dimensions of ATLAS, particles produced in up to three consecutive collisions can co-exist in the ATLAS detector volume at any given time. In order to ensure that the data read out from the various subsystems are associated with the correct bunch crossings, careful calibration of the timing is essential. Upon a L1A signal, the Level-1 trigger system tags the recorded data with identifiers so that they can be read out asynchronously by the HLT [106]. The reference for all timing in ATLAS are the beam-synchronous timing signals received from the LHC machine. The sub-detector electronics therefore rely on a stable phase relationship between the clock signal and the time of the collisions. Unexpected changes to this phase could cause degraded reconstruction of detector signals, sub-optimal resolution or system instabilities. The beam monitoring system based on electrostatic beam pick-up detectors described in Papers III and IV was designed to monitor this phase relationship. A more complete description of the design of this system and its purpose is available in [1].

---

2) For parts of the 2010-2011 data taking, the trigger was configured to accept events at up to 400 Hz.
4.6.4 Clock signal distribution chain

Transmission of LHC timing signals to ATLAS

Clock signals derived from the accelerating RF cavities of the LHC are transmitted to the experiments to keep them synchronized with the accelerator. The signals are distributed to the experiments from the RF transmitters at SR4 through optical fibers as illustrated in Figure 4.10. Temperature fluctuations affect properties of the fiber which result in a phase change for the carried signals. This phase change can give seasonal drifts of a few nanoseconds, and diurnal drifts of up to 200 ps [107]. In addition, other unforeseen problems could arise in the clock distribution chain causing similar phase shifts that would cause problems even in a perfectly timed-in ATLAS experiment. Since ATLAS relies on a stable phase relationship between the clock signal that drives the data acquisition electronics and the collisions taking place in the center of the detector, this phase must be monitored to guarantee the quality and integrity of the data recorded by the sub-detectors.

![Diagram of clock signal distribution](image)

Figure 4.10: The timing signals are transmitted to the experiments through fibers.
Part III

Details for Paper I:

Search for stable hadronising squarks and gluinos with the ATLAS experiment at the LHC

“...be a little slow, be a little late.”

– Avon Barksdale
About Part III

Exotic stable massive particles could provide the first signal of new physics. Since SMPs offer spectacular experimental signatures with virtually no physics backgrounds, searches for them are important ingredients of the early physics programs at colliders. The following chapters contain additional studies related to the search presented in Paper I. While the presentation of this material does not rely on the reader previously having read the paper itself, perusing the concise presentation found there could be useful before diving into the details given here.

In this work, the first limits from the ATLAS experiment on the production of hadronic SMPs are presented. Although the search is sensitive to a number of different models of new physics, the results are presented in the context of SUSY models predicting the existence of $R$-hadrons [81].

Much preparatory work has been performed in assessing the potential of ATLAS of observing and quantifying the properties of SMPs [2, 78, 108, 109, 110, 111, 112], and the techniques used to obtain the results in Paper I rely on and extend this body of work.

Chapter 5 reviews the expected detector response in ATLAS for $R$-hadrons, with special emphasis on two dedicated discriminators used to separate the sought signal particles from SM background processes. The simulated physics processes used in the search are then described. The event and candidate preselection is presented in Chapter 6, along with studies of efficiency for selecting signal processes. The method used to extract an estimate of the expected background is described in Chapter 7 and studies of the effects of systematic uncertainties are presented in Chapter 8. In Chapter 9 the final selections are defined and the final event yields and background estimates are determined. After investigating the effects of various systematic uncertainties, the chapter is concluded by summarizing the results.
5 Expected detector response for $R$-hadrons in ATLAS

Understanding the detector signatures expected for signal and background processes is crucial to designing an efficient search analysis. This chapter details the expected response of $R$-hadrons in ATLAS. After a brief overview, the two main observables used to discriminate signal from background are carefully described. The chapter is concluded with an account of how the sought physics processes and their backgrounds are simulated.

5.1 Overview

As shown in Table 2.1, roughly half of the produced $R$-hadrons are expected to be charged following hadronization. Since the hadronic interactions which can affect the charge predominantly happen in the denser parts of the detector, i.e. the calorimeters, normal tracking efficiencies are expected in the ID for the initially charged states. The Pixel detector offers detailed measurements of the deposited energy per unit length in the silicon, $dE/dx$, and is taken advantage of to separate the slow-moving signal particles from the relativistic background particles. This technique and its performance is covered in great detail in Section 5.2. In the SCT, hit efficiency and tracking performance similar to that for muons is expected. Also from the detector response from the straws in the TRT variables related to the ionization energy loss can be extracted. These techniques, though very promising during the development phase of the analysis, were not used for the final results of Paper I and will not be covered in this thesis.

In the ATLAS calorimeters, the hadronic interactions described in Section 2.3.4 are expected in addition to the ionization energy loss for electrically charged states. When traversing the ATLAS sub-detectors, $\phi(10)$ potentially charge-altering hadronic interactions are expected, and the absolute majority of these would occur in the dense calorimeters. Since the $R$-hadrons are not expected to shower, typical energy losses are roughly compatible with those expected from MIPs. In the Tile calorimeter (see Section 4.4.2), the timing resolution of MIP-like energy depositions is approximately 1 ns, making it possible to measure the time-of-flight for particles that traverse it. Details pertaining to these methods are described in Section 5.3. As discussed in Section 2.3, many species of $R$-hadrons are expected to become (and then remain) baryons after only a few hadronic interactions. This will most likely happen in the dense calorimeters.
In the Muon Spectrometer (MS), a charged R-hadron is expected to be reconstructed with good efficiency as long as it is not too slow. Since the MS is the outermost part of ATLAS, slow particles would leave particularly late signals there compared to those from particles with $\beta = 1$. Both the RPC and MDT detectors offer good timing performance and dedicated reconstruction algorithms have been developed to benefit from this and identify slow particles [112]. However, if the baryon state with the lowest mass is electrically neutral, which is likely for stable $\bar{b}$ and certainly possible for stable $\bar{g}$ scenarios, signatures with tracks in the MS could be severely suppressed due to the scattering effects described in Section 2.3. Due to this uncertainty regarding the fraction $R$-hadrons possessing electric charge in the MS, the efficiency of a search relying on a signal there could be severely compromised. To avoid this, the search presented here is MS-agnostic – it does not require any signals there and is in fact indifferent to whether or not the MS even exists. Choosing an approach that only requires signals in the ID and calorimeters also extends the sensitivity of the search to SMPs with shorter lifetimes, i.e. that decay while traversing ATLAS.

5.2 Energy loss in the Pixel detector

The specific ionization energy loss, $dE/dx$, measured by the Pixel detector [100] plays an important role in the search presented in Paper I. In this section a technical description of the measurement is given and the performance for separating SM particles of different masses at low momentum is demonstrated. Finally the potential for identifying slow-moving signal particles is illustrated and a method for calculating the particle mass based on the $dE/dx$ and a track momentum measurement is derived.

5.2.1 Charge collection pixel sensors

For every triggered event, the read-out electronics of the Pixel detector [113] provide an array of hits in the detector. This data contains the physical coordinates and the Time-over-Threshold (ToT) value associated with each hit. The ToT value is calculated by subtracting the time of the trailing edge (TE) from the time of the leading edge (LE). The threshold is defined by a voltage discriminator.

The ToT is calibrated such that a MIP traversing a Pixel detector module perpendicular to its surface has a value of 30 bunch crossings, i.e. $30 \times 25 = 750$ ns. A signal exceeding 255 bunch crossings, i.e. equivalent to 8.5 MIPs or more, is set to overflow. This limitation does not affect this work since the explored kinematic region results in an expected charge corresponding to a ToT below this value. Studies with controlled charge injection into the Pixel detector have shown a good linear relationship between charge deposition and Time-over-Threshold (ToT) response.

The energy deposited by a particle crossing the Pixel detector is rarely confined to a single pixel sensor. Neighboring sensors are therefore clustered together. The charge of a cluster is calculated by summing the pixel charges after calibration corrections. A
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set of quality requirements applied to the clusters help ensure a sensible estimate of the deposited energy. Approximately 91% of the clusters pass these requirements and are considered good. The energy deposited in the silicon depends on the length of the track in the sensor. By factoring out the traversed distance in the detector, a path-length compensated measurement of the specific energy loss is calculated, in the following referred to as Pixel $dE/dx$.

5.2.2 Extraction of $dE/dx$

The Pixel $dE/dx$ measurement is performed in several steps. One cluster per traversed layer in the Pixel detector is expected for a given track, typically resulting in 2-6 clusters. Since the energy deposited in each follows the asymmetric Landau distribution [114], a truncated mean is calculated to avoid bias due to fluctuations in the deposited energy per cluster. In the event a track has five or more good clusters, the two with the highest energy are discarded, in other cases only the most energetic cluster is ignored in the calculation. The Pixel $dE/dx$ value achieved through this procedure is then calibrated such that a MIP deposits 1.24 MeVg$^{-1}$cm$^2$, as measured in dedicated studies [6].

The calibration has been validated using low-$p$ tracks in data recorded with a minimum-bias trigger. Figure 5.1 illustrates the measured Pixel $dE/dx$ as a function of the momentum $p$ multiplied by the charge $q$ for 1D tracks with three good clusters in the range $|p| < 2.5$ GeV. Several bands are visible and since the ionization energy loss to first order only depends on the speed of the particle, the bands can be identified as coming from particles with different masses, i.e. from the inside moving out: $\pi^\pm$, $K^\pm$ and $p/\bar{p}$. The faint band only visible for positively charged tracks corresponds to deuterons. Fits to the most probable values are shown for $\pi^\pm$ (black), $K^\pm$ (gray) and $p/\bar{p}$ (blue) are superimposed.

Figure 5.2 shows the expected specific energy loss as a function of momentum for tracks in simulated events with $R$-hadrons containing gluinos of mass 100, 200 and 500 GeV. Since the resolution of the reconstructed momentum degrades with momentum, the bands grow thicker with mass. The small band at lower momenta around the MIP value (Pixel $dE/dx \approx 1.2$ MeVg$^{-1}$cm$^2$) corresponds to SM particles also produced in the simulated events.

The distributions of measured Pixel $dE/dx$ in data are shown in Figure 5.3. The spectra are centered around the MIP value. Overlaid are the predictions of simulations of background processes and the predicted spectra for $R$-hadrons of masses 100, 300 and 500 GeV (Section 5.4 contains details about the simulated samples). Throughout this part, whenever several background processes are shown in a plot they are stacked as in Figure 5.3. The figure shows fair agreement between the observed spectrum and the prediction for background processes, and a good separation between the signal and background/data distributions. The spectra for the high-mass signal scenarios extend into the high Pixel $dE/dx$ region. The spectra were produced for candidate tracks fulfilling the preselection criteria listed in Section 6.2.
Figure 5.1: Measured Pixel $dE/dx$ versus signed momentum for tracks with three good clusters.

Figure 5.2: Predicted values of $dE/dx$ versus reconstructed momentum for tracks in simulated events with gluino $R$-hadrons with mass 100 GeV (blue), 200 GeV (red) and 500 GeV (green).
Figure 5.3: Distributions of Pixel $dE/dx$ from data and simulations of background and signal processes.
5.2.3 Mass estimation using the $dE/dx$ method

Since the $dE/dx$ to a good approximation only depends on the speed of the particle, the measurement of the first provide information about the latter. As seen in Figure 5.1, the relation between $p = m\beta \gamma$ and Pixel $dE/dx$ is invertible for values of $dE/dx$ significantly larger than the expected value for a MIP. By using SM particles with low masses, the relationship between $dE/dx$ and $\beta \gamma$ can be determined quantitatively. Once this relationship is established, a $dE/dx$ measurement for a given track can together with the measured momentum give an estimate for the mass $m$ of the particle,

$$m = \frac{p}{\beta \gamma}. \quad (5.1)$$

Mathematically, the full Bethe-Bloch equation is not analytically invertible, which leaves the options of either using a simplified and invertible expression, or employing more computationally intense numerical inversion. For the purposes of particle identification discussed here, the region of interest is $0.2 \lesssim \beta \gamma \lesssim 1.5$. The lower bound is due to pixel sensor charge saturation and the upper bound is due to lack of separation between signal and background. The most probable $dE/dx$ value, denoted $\mathcal{M}_{dE/dx}$, can in this region be described by a simplified 5-parameter Bethe-Bloch equation:

$$\mathcal{M}_{dE/dx}(\beta) = \frac{p_1}{\beta p_3} \ln(1 + (p_2 \beta \gamma)^{p_5}) - p_4. \quad (5.2)$$

The agreement between this expression and the most probable energy loss for simulated pion, kaon and proton tracks is shown in Figure 5.4.

Due to the discrete nature of the truncation employed in the $dE/dx$ calculation in Section 5.2.2, tracks with two, three and four or more good clusters will give slightly different distributions of Pixel $dE/dx$. By determining values for the parameters $p_i$ for these three groups of tracks separately, the lost precision due to smearing is minimized. Since the response is known to be slightly different for positively and negatively charged particles, each of the three groups are subdivided into two, giving a total of six sets of parameter values are extracted from low-$p_T$ hadron tracks.

Applying the extracted parameters for the $dE/dx-\beta \gamma$ relationship in equation (5.2) to an independent sample of low-$p_T$ tracks, equation (5.1) can be used to calculate the masses of the SM hadrons in a closure test. The results are shown for kaons and protons in Table 5.1 and indicates that the method can estimate the masses with a resolution of approximately 10-15%. This is an important result since it implies that the method is applicable also to heavier particles at higher $p_T$, i.e. the sought signal.

The low-mass SM particles allows monitoring of the calibration and the stability of the pixel mass measurement over time. Results showing the stability of the measured proton mass is available in Appendix B.

There is one minor complication when extrapolating to the high-mass signal region for the search. In the ATLAS tracking algorithms, all charged particle tracks are reconstructed
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<table>
<thead>
<tr>
<th>$n_{GC}$</th>
<th>$q$</th>
<th>$m_K$ [GeV]</th>
<th>$\Delta m_K$ [GeV]</th>
<th>$\sigma_K^{m &amp;}$ [GeV]</th>
<th>$m_p$ [GeV]</th>
<th>$\Delta m_p$ [GeV]</th>
<th>$\sigma_p^{m &amp;}$ [GeV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>+</td>
<td>0.499</td>
<td>0.005</td>
<td>0.098</td>
<td>0.938</td>
<td>-0.000</td>
<td>0.125</td>
</tr>
<tr>
<td>3</td>
<td>+</td>
<td>0.492</td>
<td>-0.002</td>
<td>0.078</td>
<td>0.939</td>
<td>0.001</td>
<td>0.109</td>
</tr>
<tr>
<td>≥4</td>
<td>+</td>
<td>0.490</td>
<td>-0.004</td>
<td>0.065</td>
<td>0.934</td>
<td>-0.004</td>
<td>0.101</td>
</tr>
<tr>
<td>2</td>
<td>−</td>
<td>0.503</td>
<td>0.010</td>
<td>0.099</td>
<td>0.943</td>
<td>0.005</td>
<td>0.147</td>
</tr>
<tr>
<td>3</td>
<td>−</td>
<td>0.500</td>
<td>0.007</td>
<td>0.071</td>
<td>0.943</td>
<td>0.005</td>
<td>0.107</td>
</tr>
<tr>
<td>≥4</td>
<td>−</td>
<td>0.504</td>
<td>0.010</td>
<td>0.076</td>
<td>0.939</td>
<td>0.001</td>
<td>0.100</td>
</tr>
</tbody>
</table>

Table 5.1: Fitted peak and width values for the $K$ and proton mass peaks as obtained from approximately $12 \times 10^6$ data events. The errors on the fitted peak values range from 1 to 3 MeV.

assuming that their energy loss in the detector material is that of a pion. The measured momentum is therefore underestimated by a few percent for tracks for kaons and protons with momenta below 1 GeV. The parameters of equation (5.2) are therefore derived using a somewhat distorted $p$ distribution, leading an overestimation of the $R$-hadron masses by a few percent [100]. However, since the relative width of the measurement is not affected, it has negligible consequences on the results of this analysis, as will be explained in Chapter 9.

Figure 5.4: Distribution of the most probable value of the $dE/dx$ distribution for pions, kaons and protons fitted with the simplified Bethe-Bloch function in equation (5.2). The unit on the y-axis is MeVg$^{-1}$cm$^2$.
5.3 Time of flight in the Tile calorimeter

The hadronic Tile calorimeter described in Section 4.4.2 offers sufficiently good timing measurements of energy depositions to enable Time-of-Flight (ToF) measurements for particles that traverse it. Since no slow-moving high-\(p_T\) particles with a penetrating detector signature exists in the SM, a ToF measurement is a powerful discriminant in a search for a signal with this signature. This section provides technical details of the Tile ToF technique and explains how estimates of the speed of a particle, \(\beta_{\text{Tile}}\), and its mass, \(m_{\text{Tile}}\), can be calculated. The performance of these observables is then demonstrated in experimental data and simulated physics processes.

5.3.1 Detector signal processing and reconstruction

For each Tile calorimeter channel, the energy and time is reconstructed by analyzing seven digital sample points \(S_i\), spaced by 25 ns. The expected amplitude values for the sample points can be calculated by the function

\[
S_i = A g(t_i - t_0) + P, \tag{5.3}
\]

where \(A\) is the amplitude, \(g(t)\) is the normalized pulse shape function shown in Figure 5.5, \(P\) is the pedestal value and \(t_0\) the time of the peak of the signal relative to a reference time defined by the time of the trigger. For optimal performance, a fit method can be used to extract the amplitude, time and pedestal values from the digital samples. Due to tight time constraints during online operation, the optimal filtering method used in the Tile

![Figure 5.5: A schematic illustration of the sampled signal from a Tile calorimeter channel and the fitted pulse shape function.](image-url)
calorimeter [115] has been implemented in the read-out driver electronics. This method computes values of \( A, t \) and \( P \) online, using linear combinations of the digital samples using the coefficients \( a_i, b_i, c_i \) in equations (5.4)-(5.7).

\[
A = \sum_{i=1}^{7} a_i S_i
\]  

(5.4)

\[
At = \sum_{i=1}^{7} b_i S_i
\]  

(5.5)

\[
t = \frac{At}{A} = \frac{\sum_{i=1}^{7} b_i S_i}{\sum_{i=1}^{7} a_i S_i}
\]  

(5.6)

\[
P = \sum_{i=1}^{7} c_i S_i
\]  

(5.7)

The constants have been optimized to minimize the effects of noise, stemming from both read-out electronics and pile-up (see Section 5.4.1), on the resolution.

ATLAS employs the convention for timing measurements that signals left by a particle produced in the triggered collision and traveling at the speed of light \( (\beta = 1) \) is assigned \( t_0 = 0 \). The reconstruction method described above is designed to yield the best possible energy resolution around \( t_0 = 0 \), at the price of a slightly degraded resolution for out-of-time energy depositions.

To properly deal with large values of \( t_0 \), which would be expected for a delayed particle, an iterative version is available. In the iterative version, the obtained value of \( t_0 \) is used to select another set of coefficients optimized for signals that are shifted in time which are applied to the sample points. This is repeated until convergence is achieved, i.e. when the fit is good enough. Studies performed with real cosmic data events show that optimal filtering with iterations is able to reconstruct the time within 0.1 ns of the value one would obtain by performing a full fit to the sample points, even for very large time values (tens of ns) [116].

During high-luminosity running, the high event rate and limited computing resources requires running the optimal filtering algorithm online without iterations. Despite this the signal reconstruction still performs well and the measured time for signals that arrive approximately 10 ns late are expected to be accurate to approximately 5\%, i.e. sufficiently accurate for the range of delays relevant to this search. For the full 2010 dataset used in the analyses in this thesis, it was possible to operate Tile with the iterative signal reconstruction algorithm. In the MC, however, the non-iterative version of the signal reconstruction algorithm was used to compute the energies and times for energy deposits in Tile. This should lead to conservative timing performance in the MC.

5.3.2 Tile timing performance

The Tile timing performance has been studied with the internal laser calibration system [117], test beam data [110] and cosmic rays [118] before LHC collisions. During
early LHC running timing calibrations and timing resolution measurements were performed during various types of single-beam running. Since the effect of noise on the detector signal reconstruction is larger for low-amplitude signals, the timing resolution depends on the energy scale of the deposit [110]. A cell time resolution of approximately 1 ns has been measured for cell energies greater than \( \sim 1 \) GeV. For details regarding corrections and calibrations of the cell times, as well as smearing applied to the simulated signal (and background) samples in the analysis, the reader is referred to Appendix 5.3.3.

It is now straightforward to qualitatively demonstrate the usefulness of Tile in searches for SMPs. A particle traversing Tile typically crosses cells in three layers. The radial position of the centers of the innermost and outermost cells in the long (extended) barrel varies roughly between 2.5-3.7 m (2.5-3.5 m). The difference in time of flight between a relativistic particle and a SMP (\( \Delta T_{ToF} \)) depends on the speed (\( \beta \)) and \( \eta \) of the particles, as shown in Table 5.2.

<table>
<thead>
<tr>
<th>( \eta )</th>
<th>( \beta )</th>
<th>( \Delta T_{ToF} ) (ns) (inner)</th>
<th>( \Delta T_{ToF} ) (ns) (outer)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.95</td>
<td>0.42</td>
<td>0.65</td>
</tr>
<tr>
<td>0.8</td>
<td>2.04</td>
<td>3.11</td>
<td></td>
</tr>
<tr>
<td>0.6</td>
<td>5.44</td>
<td>8.29</td>
<td></td>
</tr>
<tr>
<td>1.3</td>
<td>0.95</td>
<td>0.85</td>
<td>1.20</td>
</tr>
<tr>
<td>0.8</td>
<td>4.02</td>
<td>5.72</td>
<td></td>
</tr>
<tr>
<td>0.6</td>
<td>10.7</td>
<td>15.2</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.2: Values of \( \Delta T_{ToF} \) at the innermost and outermost cells for SMPs produced with various values of \( \eta \) and \( \beta \).

For SMPs and relativistic particles produced with \( \eta = 0 \), the difference in time-of-flight varies between approximately 0.4 and 5.4 ns, depending on cell position and the speed of the particle. SMPs could be identified using measurements of cell timing if their energy depositions are large enough to correspond to a cell timing resolution of less than \( \Delta T_{ToF} \). The distributions of total Tile calorimeter cell energy for SMP candidates in data passing the preselection described in Section 6.2 is shown in Figure 5.6. Also shown are background predictions, stacked in the same way as in Figure 5.3. The agreement between simulations and experimental data is more than sufficient for the search done here. Predictions for signal scenarios with \( R \)-hadrons of mass 100, 300 and 500 GeV are also shown; the distribution extends to larger values of cell energy than seen in data and predicted by background simulations. In conclusion, energies of \( O(1 \) GeV) per cell are expected for hadron-like SMPs, the corresponding to a timing resolution of approximately 1 ns. Thus, from the values of \( \Delta T_{ToF} \) in Table 5.2, it is possible to discriminate between slow-moving SMPs produced over a range in \( \eta \) and \( \beta \) and SM backgrounds using Tile timing measurements.
5.3.3 Calibration and smearing of the Tile timing measurements

Since the drifts in the LHC clock signal described in Section 4.6.4 affect the Tile ToF measurements directly, high-precision timing measurements from the BPTX system [119] were used to correct for these. In addition, the Tile cell time spectra in data and MC were aligned by studying \( Z \to \mu\mu \) events and adjusting the cell times such that the cell time spectra for the cells crossed by the muons are centered at \( t = 0 \). For the data, a shift of 600 ps was added to all Tile cell times, and for the MC 160 ps was subtracted to align the muon energy deposits at \( t = 0 \) ns. Partly owing to perfect timing alignment, the intrinsic cell time resolution for MIP-like energies is better in the MC compared to what is observed in the data. To improve the description of the background MC, a smearing was applied to the simulated values by adding random times \( \sim N(0, 1.42) \) ns. By correcting and smearing the cell times in the MC signal samples in same way, a more realistic timing performance is achieved. Figure 5.7 shows the corrected spectra of reconstructed times in the Tile cells crossed by the candidates surviving the preselection described in Section 6.2, for experimental data as well as background and a few selected signal Monte Carlo samples.

5.3.4 Determination of \( \beta_{\text{Tile}} \)

By combining the distance \( d_{\text{cell}} \) from the IP to the cell providing the energy deposition and its measured time, it is possible to calculate an estimate of the speed of a particle. Equation (5.8) provides an expression for the reconstructed speed from a cell (\( \beta_{\text{cell}} \)) as a function of reconstructed cell time (\( t_{\text{reco}} \)).

\[
\beta_{\text{cell}} = \frac{v}{c} = \frac{d_{\text{cell}}}{t_{\text{true}}c} = \frac{d_{\text{cell}}}{(t_{\text{reco}} + \frac{d_{\text{cell}}}{c})c} = \frac{1}{t_{\text{reco}} + \frac{d_{\text{cell}}}{c}}
\]

(5.8)

Since the \( \Delta t_{\text{ToF}} \) measurements in different cells are independent, corresponding \( \beta_{\text{cell}} \) values can be combined to form a measurement with higher precision for a given track. To benefit from the improved cell time resolution for larger energy depositions, the combined speed measurement \( \beta_{\text{Tile}} \) is calculated as a weighted average as given in equation (5.9).

\[
\beta_{\text{Tile}} = \frac{\sum_{i=0}^{n} w_i \beta_i}{\sum_{i=0}^{n} w_i}
\]

(5.9)

In this equation \( n \) is the number of cells and the weight for the speed measurement of cell \( i \) is a function of its measured energy, \( w_i \equiv w(E_i) = E_i \). Several other weighting functions were investigated but found to not significantly improve the resolution [2]. To calculate \( \beta_{\text{Tile}} \), a minimum cell energy is required such that energy depositions with poor timing resolution do not contaminate the measurement. In this work, a cell energy threshold of 500 MeV was chosen, making sure cells measuring low-energy depositions due to noise are severely suppressed in the timing measurements.

The distributions of measured \( \beta_{\text{Tile}} \) in data are shown in Figure 5.8. The spectra for data and background processes are centered around \( \beta \sim 1 \). Following the corrections and
Figure 5.6: Distributions of the total Tile energy associated with selected candidates in data and simulations of background and signal processes.

Figure 5.7: Times measured by Tile cells crossed by the extrapolated tracks of candidates. An energy deposition of 500 MeV was required from the cells.
smearing of the cell time spectra, the simulated backgrounds provide a fair description of the bulk of the data but do not reproduce the tails sufficiently. Also shown are the predicted $\beta_{\text{Tile}}$ spectra for gluino $R$-hadrons of masses 100, 300 and 500 GeV. As expected, these distributions dominantly occupy the low $\beta$ region ($\beta < 0.8$). The distributions shown in Figure 5.8 were produced for candidates fulfilling the preselection criteria listed in Section 6.2. The large number of entries for the background MC in the bin close to $\beta = 1.6$ is caused by one single QCD event with a weight of approximately 53. The tails at high and low $\beta_{\text{Tile}}$ for the background MC are entirely due to resolution effects since no slow particles exist in these processes.

5.3.5 Mass estimation using $\beta_{\text{Tile}}$

For candidates with $\beta_{\text{Tile}} < 1$, the candidate mass can be evaluated using the momentum and speed of the particle according to $m = p/\beta \gamma$, as described in Section 5.2.3. When calculating a mass in this way, the candidates with superluminal measured $\beta_{\text{Tile}}$ yield a complex mass. Since this is a search for slow-moving particles, these candidates are discarded when imposing requirements on the reconstructed mass in the analysis. The predicted reconstructed mass spectra for $R$-hadrons of various masses and heavy partons are given in Figure 5.9.
Figure 5.8: Distributions of $\beta$ from data and simulations of background processes and signal.

Figure 5.9: Reconstructed masses using the momentum measurement of the inner detector and $\beta_{\text{Tile}}$. In order to reconstruct a mass based on the Tile measurements, a $\beta$ of less than 1 is required.
5.4 Simulation of signal and background processes

To reliably estimate how well SMs can be found with ATLAS, it is important to understand in great detail what the sought processes and their expected backgrounds look like in the detector. For these purposes, simulations are paramount. This section first describes the way simulated Monte Carlo (MC) samples are produced in ATLAS generally. Specific details are then given for the signal and relevant SM processes used to produce the results in Paper I. As argued earlier in this text, several plausible scenarios are available for the signal processes and their resulting detector signatures. Special attention is paid to factors affecting the performance of the discriminators used in the search, the Pixel $dE/dx$ and $\beta_{\text{Tile}}$ measurements.

5.4.1 Monte Carlo sample production

In ATLAS, the production of fully simulated Monte Carlo (MC) samples is divided into four distinct steps. Figure 5.10 depicts the steps and the data formats exchanged between the components.

In the event generation the hard physics process is generated using MC generators and calculations are performed resulting in the kinematics of the final state particles. This first step does not in any way depend on a detector, but only on the description of the colliding particles, such as the center of mass energy, type of particle and their parton distribution functions (PDFs). Examples of program packages that perform event generation are PYTHIA [40], HERWIG [41] and MC@NLO [120].

The detector simulation takes the final state particles calculated by the event generator and propagates them through the detector material. By stepwise calculating the interactions between the particles and the matter they traverse, a record of hits, i.e. energy depositions in the detector, is built up. This step relies heavily on the modeling of the detector geometry, operating conditions such as high-voltage levels, temperatures, calibration and alignment. In ATLAS, the full detector simulation is almost exclusively done using GEANT4 [121]. Technically, particles are assigned physics processes which describe their interactions with matter, and it is these that determine the calculated interactions as their passage through matter is simulated.

In the digitization step, the hits calculated by the detector simulation step are converted to detector read-out signals. This step also depends on detector conditions, threshold settings, etc. The parts of the trigger system which are implemented in hardware are emulated here. In this step, pile-up effects are taken into account. Pile-up is a common name for instrumental effects due to interference in the detector signals between additional proton-proton collisions. At the nominal LHC luminosity, approximately 25 $pp$ collisions are expected per bunch crossing. The effects from these additional collisions are called in-time pile-up and include e.g. contributions to the overall detector activity and increased charged track multiplicities. Since the detector signals are longer than the distance between consecutively filled bunch crossings in time, they are affected by earlier collisions as well, and these effects are called out-of-time pile-up. Collectively the
two types of pile-up affects several physics observables and must therefore be described correctly by the simulated physics processes. Technically this is done e.g. by taking hits from simulated low-energy pp collisions and adding these to the hits from the main physics signal, and the sum is used as input to the digitization. The output is returned in a format called *digits* which is similar to the data read out from the actual detector.

Finally, the *reconstruction* step processes the simulated detector signals and calculates e.g. measured hits and drift circles in tracking detectors and energy depositions in calorimeter cells. These low-level objects are then used as input to higher-level reconstruction algorithms that reconstruct e.g. track segments and calorimeter clusters. Ultimately, calibrated physics objects such as jets, electrons, muons, taus, $E_T^{miss}$ and vertices are constructed. The same reconstruction algorithms runs on simulated detector signals as on the real ones read out from the detector. The output of the reconstruction is saved in two formats: the complete Event Summary Data (ESD) and the more light-weight Analysis Object Data (AOD).
Monte Carlo simulations were used primarily to determine the resolution and efficiency of reconstructing the $R$-hadron signal together with associated systematic uncertainties on the quantities used in the event selection and limit calculations. As described in Chapter 7, the predicted backgrounds were estimated using data. However, samples of background processes were used to optimize $R$-hadron selections and to demonstrate the robustness of the data-driven background approach. In addition to the Monte Carlo simulations, next-to-leading order perturbative QCD calculations were also used to predict the cross sections of $R$-hadron production.

### 5.4.2 Background processes

Following the description of the interactions for $R$-hadrons in matter, it can be concluded that a penetrating signature can be expected, with high-$p_T$ tracks and associated MIP-like energy depositions in the calorimeter. Due to the uncertainties related to the $R$-hadron signals in the MS, the search described in this part does not rely on any signal in this part of ATLAS. In the SM, the dominating source of this type of signature are high-$p_T$ muons, e.g. from the decay of weak bosons. To understand the processes which contribute to the candidates measured in data, simulated samples of an assortment of SM processes that could give rise to this signature was used. Table 5.3 lists SM physics processes giving rise to high-$p_T$ muons. The number of events, cross section and resulting integrated luminosity is listed for each process. The cross sections for the QCD and electroweak processes were calculated at leading order, but the ones for processes involving top quark(s) are based on next-to-leading order calculations.

In the following, the processes are (unless explicitly stated otherwise) scaled to the luminosity of the data by their cross sections and grouped into $QCD$, $EW$ and $Top$, according to the grouping in the table.

### 5.4.3 $R$-hadron signal processes

The *Pythia* package [40] was used to generate direct pair production of gluinos, stops and sbottoms. The string hadronisation model [122], incorporating customized hadronisation routines [7] for $R$-hadrons, was used to produce final states containing $R$-hadrons. The simulation of $R$-hadron interactions in matter was handled by special *Geant4* routines based on different scattering models [38, 39, 55].

**Electromagnetic interactions in matter**

As mentioned in 2.3, phenomenological models of electromagnetic energy loss in matter for particles possessing moderate amounts of electric charge are well established, and have been implemented in *Geant4* [121].
<table>
<thead>
<tr>
<th>Sample</th>
<th>No. events</th>
<th>$\sigma$ (nb)</th>
<th>$\mathcal{L}$ (pb$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>QCD: PYTHIA jet production</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$8 &lt; p_T &lt; 17$ GeV</td>
<td>1400000</td>
<td>9860000</td>
<td>0.000142</td>
</tr>
<tr>
<td>$17 &lt; p_T &lt; 35$ GeV</td>
<td>1400000</td>
<td>678000</td>
<td>0.00206</td>
</tr>
<tr>
<td>$35 &lt; p_T &lt; 70$ GeV</td>
<td>1400000</td>
<td>41000</td>
<td>0.0342</td>
</tr>
<tr>
<td>$70 &lt; p_T &lt; 140$ GeV</td>
<td>1400000</td>
<td>2200</td>
<td>0.638</td>
</tr>
<tr>
<td>$140 &lt; p_T &lt; 280$ GeV</td>
<td>1400000</td>
<td>87.8</td>
<td>15.9</td>
</tr>
<tr>
<td>$280 &lt; p_T &lt; 560$ GeV</td>
<td>100000</td>
<td>2.33</td>
<td>42.9</td>
</tr>
<tr>
<td>$560 &lt; p_T &lt; 1120$ GeV</td>
<td>100000</td>
<td>0.0336</td>
<td>297</td>
</tr>
<tr>
<td>EW: PYTHIA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$W \rightarrow \mu \nu$</td>
<td>100000</td>
<td>8.94</td>
<td>11.2</td>
</tr>
<tr>
<td>$W \rightarrow \tau \nu$</td>
<td>100000</td>
<td>8.94</td>
<td>11.2</td>
</tr>
<tr>
<td>$Z \rightarrow \mu \mu$</td>
<td>50000</td>
<td>0.856</td>
<td>58.4</td>
</tr>
<tr>
<td>$Z \rightarrow \mu \mu$</td>
<td>50000</td>
<td>0.854</td>
<td>58.5</td>
</tr>
<tr>
<td>Top: MC@NLO</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t\bar{t} \rightarrow \ell + X$</td>
<td>10000</td>
<td>0.144</td>
<td>69.4</td>
</tr>
<tr>
<td>$Wt$</td>
<td>1999</td>
<td>0.0146</td>
<td>137</td>
</tr>
<tr>
<td>$t \rightarrow \mu v + X$ (s-channel)</td>
<td>2000</td>
<td>0.000468</td>
<td>4270</td>
</tr>
<tr>
<td>$t \rightarrow \tau v + X$ (s-channel)</td>
<td>1998</td>
<td>0.000470</td>
<td>4250</td>
</tr>
<tr>
<td>$t \rightarrow \mu v + X$ (t-channel)</td>
<td>2000</td>
<td>0.00718</td>
<td>279</td>
</tr>
<tr>
<td>$t \rightarrow \tau v + X$ (t-channel)</td>
<td>1998</td>
<td>0.00713</td>
<td>280</td>
</tr>
</tbody>
</table>

Table 5.3: MC samples for background processes used in the $R$-hadron search.
Models of nuclear interactions in \( R \)-hadron scattering

The three scattering models described in Section 2.3.4 are available in GEANT4. Since the treatment of gluino-based \( R \)-hadrons suffers from large uncertainties, the generic model, which relies on a minimal set of underlying assumptions, was used to provide efficiencies and resolutions of gluino-based \( R \)-hadrons. Unless explicitly stated otherwise, all gluino results are based on the generic scattering model but results are also calculated for the intermediate and Regge models described in Section 2.3.4. These low-energy techniques and calculations of \( R \)-hadron masses can be more reliably applied to the treatment of squark-based \( R \)-hadrons. Therefore, the default choice of model for these particles is the Regge approach.

Signal MC samples

Samples corresponding to the mass range for gluinos (squarks) to which this search is sensitive, i.e. 100-700 GeV (100-500 GeV) in steps of 100 GeV, were used.

For the gluino samples, a version using the generic scattering model was prepared for each of the mass points, and in addition versions using the intermediate and Regge models were prepared for the 100, 300, 500 and 700 GeV mass points. The hadronisation of gluino R-hadrons contains one parameter which is not fixed from first principles. The parameter represents the probability that a gluino will hadronize to a \( \tilde{g}g \) “gluinoball” state, here denoted \( p_{\tilde{g}g} \). This probability is by convention set to 10\% in PYTHIA [7]. As this probability has a direct impact on the yield of any selection requiring an ID track, it is straightforward to interpret the results for other values of \( p_{\tilde{g}g} \).

Signal scenarios featuring stable stop and sbottom squarks were prepared using the Regge-based scattering model, as prescribed above.

5.4.4 Next-to-leading order calculations of \( \tilde{q} \) and \( \tilde{g} \) production rates

The PROSPINO [123] program calculates, using perturbative QCD, the cross section for the pair production of heavy exotic colored particles to next-to-leading order accuracy. The cross sections, as functions of mass, are shown for pair production of gluinos and squarks in Figure 5.11. The renormalization scale was chosen to the be the gluino mass. The effects of varying up and down the renormalization scale by a factor of two are also shown. The calculations were made with the CTEQ6.6 [124] parton distribution function (PDF) set. All masses other than that of the sparticle which is being produced were set to a high value (10 TeV) to remain conservative [35, 55]. Given the aforementioned mass assumptions, the calculated gluino and squark cross sections are appropriate for Split SUSY [21, 30, 125, 80] and \( R \)-parity violating supersymmetry [32, 33, 34], hypotheses, respectively.
Figure 5.11: Predicted cross section for \( pp \rightarrow \tilde{g} \tilde{g} + X \) and \( pp \rightarrow \tilde{q} \tilde{\bar{q}} + X \) as calculated by the Prospino NLO program using CTEQ6.6 PDF set. The band corresponds to the effects of varying up and down the renormalization scale by a factor of two.
6 Event and candidate selection

6.1 Trigger

6.1.1 Choice of trigger

Triggering on the $R$-hadrons themselves can be difficult due to several reasons. As discussed in Section 4.6.1, ATLAS has a trigger system implemented in three levels, and only calorimeter and muon spectrometer information is available at the first level. Due to their limited energy depositions in the calorimeter, the $R$-hadrons themselves will not give rise to signatures that pass the jet, $e/\gamma$ or $\tau$ signatures with high efficiencies. In addition to the uncertainties related to the fraction of charged $R$-hadrons in the MS, first-level triggers based on this subsystem are currently sensitive to the delays expected for SMPs, though dedicated high-level triggers exist [112]. For the higher-mass scenarios a significant fraction of the $R$-hadrons are expected to be produced with $\beta \lesssim 0.5$. An event which gives rise to a trigger with a delay of approximately $0.5BC = 12.5$ ns or more runs the risk of triggering the following event, which means that sub-detectors with short read-out windows risk missing the data associated with the signal event. The first-level trigger has a dead time of several BCs between two consecutive triggers which further complicates triggering on late objects. Catching a signal event with a trigger in the following bunch crossing therefore also relies on a lack of in-time activity in the signal event.

As argued in Chapter 5, the scope of this analysis is to perform a muon spectrometer agnostic $R$-hadron search. This excludes the use of muon triggers. Instead the strong nature of the gluino and squark production mechanisms and their associated QCD radiation is exploited. The bulk of the production cross section comes from $gg$ fusion, where the initial state radiation\(^1\) frequently gives rise to energetic jets as illustrated in Figure 6.1. The modest energy depositions of the heavy objects themselves combined with the additional jet naturally give rise to missing transverse energy which can be triggered on already in the first-level trigger system.

The unprescaled jet signature triggers had a high energy threshold during the 2010 data taking, reaching the plateau of the efficiency curve at approximately 150 GeV. Since we would like to be sensitive to energies lower than this value, it is preferable to trigger on the QCD radiation jets indirectly with a $E_T^{\text{miss}}$ trigger which has a lower threshold. In

\(^1\)Final state radiation off the heavy colored particle is also expected, but to a much lesser extent than the dominating ISR radiation.
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this search the so-called xe40_noMu trigger signature is used to collect the data sample. It starts with the Level-1 trigger L1_XE25, which calculates a crude estimate of $E_T^{\text{miss}}$ using analog sums of the energies in the cells in so-called trigger towers of size $\Delta\eta \times \Delta\phi = 0.1 \times 0.1$. If this estimated $E_T^{\text{miss}} > 25$ GeV the event passes. The signature then requires that the EF_xe40_noMu trigger is passed. At the EF level the trigger system can access individual cells and build clusters around those with high measured energy. By looping over all topological clusters without applying any calibration or correction [126], an estimate of the $E_T^{\text{miss}}$ at the electromagnetic scale is calculated. The noMu suffix indicates that no corrections to the $E_T^{\text{miss}}$ based on reconstructed muons are applied. Events for which this higher-resolution estimate exceeds 40 GeV pass the trigger signature. Both the Level-1 and EF requirements rely only on calorimeter energy deposits to calculate the $E_T^{\text{miss}}$, and are thus entirely muon spectrometer agnostic. It gives a trigger efficiency which is approximately twice the one achieved with a jet trigger, and ranges from approximately 15\% for a 100 GeV gluino scenario to 40\% for a 600 GeV scenario.

6.1.2 $E_T^{\text{miss}}$ and jet $E_T$ spectra and trigger turn-on curves for signal

The offline $E_T^{\text{miss}}$ based only on calorimeter clusters at the EM scale\(^2\), the so-called MET_Topo variable, and the $E_T$ spectra of calibrated anti-$k_t$ jets [127] for a selected set of R-hadron scenarios are shown in Figure 6.2, extracted before any cuts were made. The smaller number of entries in the first bin is due to summation effects in (a) and a jet reconstruction energy threshold of 7 GeV in (b). Both spectra fall exponentially with energy which means that it is large gains are to be expected from having a lower threshold in the trigger.

Figure 6.3 shows the turn-on curves for L1_XE25 and EF_xe40_noMu with respect to the offline $E_T^{\text{miss}}$ variable called MET_Topo, based on calorimetry only. The turn-on curves can be approximated well by a single error function. Slightly flatter turn-ons are

\(^2\)The EM scale corresponds to the energy scale before any hadronic calibrations are applied to compensate for invisible energy in hadronic showers.
Figure 6.2: The $E_T^{\text{miss}}$ based on topological calorimeter clusters at EM scale (a) and the $E_T$ spectra for anti-$k_t$ jets based on topological calorimeter clusters (b) for the 100, 300 and 500 GeV gluino samples.

observed for higher masses, due to degradation of the $E_T^{\text{miss}}$ resolution with increasing $\Sigma E_T$.

Figure 6.3: Turn-on curves for L1_XE25 (a) and EF_xe40_noMu (b) as a function of offline $E_T^{\text{miss}}$ based only on topological calorimeter clusters at EM scale.

The spectra and behavior visualized in Figures 6.2a and 6.3 all have systematic uncertainties associated with them, and these are estimated in the following two sub-sections.

6.1.3 Determination of MET_Top scale uncertainty

An uncertainty on the trigger efficiency arises from the lack of knowledge of how well the MET_Top variable is modeled by the Monte Carlo. In the event topologies studied here the value of MET_Top is dominated by contributions from one or possibly two relatively high-$p_T$ jets, but has an additional softer component from the underlying event and
the electromagnetic and hadronic depositions of the $R$-hadrons. From tracker-aided $E/p$ studies [128] there exists an energy-dependent approximation of the scale uncertainty for individual clusters. The uncertainty ranges from approximately 20% for $p_T = 500$ MeV, 10% around $p_T = 1$ GeV and flattens out at around 5% for $p_T$. These results were used to evaluate the uncertainty of the scale of the relevant $E_{\text{miss}}^T$ quantity for the signal processes considered in this search. To first verify that the $E_{\text{miss}}^T$ due to summed clusters, denoted MET_cluster is similar to the MET_Topo, Figure 6.4 was prepared. The distributions are fairly symmetric and centered close to zero, and the conclusion is drawn that there is little difference.

To get an estimate of the total MET_Topo scale uncertainty, each cluster was scaled according to its uncertainty, and all scaled clusters were summed to construct a scaled-shifted MET_cluster. The relative scale shifts expected for MET_Topo from varying the energies of the individual clusters by their scale uncertainties are shown in Figure 6.5. The effect on the trigger efficiency was then calculated by multiplying this scaled MET_Topo spectrum with the turn-on-curve, bin by bin. Table 6.1 shows the uncertainties in MET_Topo deduced from scaling the individual clusters, as well as its relative effect on the trigger efficiency for a few signal samples. The uncertainty on the trigger efficiency ranges from $-12.6\% / +13.4\%$ to $-7.1\% / +7.1\%$ for the 100 GeV and 700 GeV $R$-hadron samples, respectively.

<table>
<thead>
<tr>
<th>Sample</th>
<th>MET_Topo scaled up</th>
<th>Relative effect on trigger eff.</th>
<th>MET_Topo scaled down</th>
<th>Relative effect on trigger eff.</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 GeV $\tilde{g}$</td>
<td>+9.6%</td>
<td>+13.4%</td>
<td>-9.7%</td>
<td>-12.6%</td>
</tr>
<tr>
<td>200 GeV $\tilde{g}$</td>
<td>+9.2%</td>
<td>+9.9%</td>
<td>-9.4%</td>
<td>-10.8%</td>
</tr>
<tr>
<td>300 GeV $\tilde{g}$</td>
<td>+8.8%</td>
<td>+8.1%</td>
<td>-8.9%</td>
<td>-8.6%</td>
</tr>
<tr>
<td>400 GeV $\tilde{g}$</td>
<td>+8.7%</td>
<td>+7.6%</td>
<td>-8.8%</td>
<td>-8.1%</td>
</tr>
<tr>
<td>500 GeV $\tilde{g}$</td>
<td>+8.7%</td>
<td>+7.2%</td>
<td>-8.8%</td>
<td>-7.5%</td>
</tr>
<tr>
<td>600 GeV $\tilde{g}$</td>
<td>+8.7%</td>
<td>+7.0%</td>
<td>-8.8%</td>
<td>-7.1%</td>
</tr>
<tr>
<td>700 GeV $\tilde{g}$</td>
<td>+8.8%</td>
<td>+7.1%</td>
<td>-8.8%</td>
<td>-7.1%</td>
</tr>
<tr>
<td>300 GeV $\tilde{t}$</td>
<td>+9.0%</td>
<td>+7.8%</td>
<td>-9.1%</td>
<td>-8.4%</td>
</tr>
<tr>
<td>300 GeV $\tilde{b}$</td>
<td>+9.0%</td>
<td>+7.9%</td>
<td>-9.0%</td>
<td>-8.4%</td>
</tr>
</tbody>
</table>

Table 6.1: Effect on overall MET_Topo scale by varying the scale of the individual clusters as described in text. Also shown is the resulting change in trigger efficiency.

Since most of the QCD radiation in these processes comes from the initial state, there is no reason to believe that the effects would depend on what particle is produced. To test this statement the 300 GeV mass point was evaluated for gluinos, stops and sbottoms and no significant discrepancies were observed.

The more primitive approach of just assuming a uniform 10\% scale uncertainty to all signal samples was tested as well, and the resulting relative impact on the trigger efficiency can be seen in Table 6.2. The two techniques give very similar results.
6.1 Trigger

![Figure 6.4](image)

Figure 6.4: The relative difference between MET_Top and manually recomputed $E_T^{\text{miss}}$ based on topological clusters at the EM scale.

![Figure 6.5](image)

Figure 6.5: The resulting relative scale shift of MET_Top from varying the scale of the individual cluster energies (a) up and (b) down.
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<table>
<thead>
<tr>
<th>$m$ (GeV)</th>
<th>100</th>
<th>200</th>
<th>300</th>
<th>400</th>
<th>500</th>
<th>600</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gluino</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scale +10%</td>
<td>+13.7%</td>
<td>+11.0%</td>
<td>+9.4%</td>
<td>+9.0%</td>
<td>+8.8%</td>
<td>+8.5%</td>
</tr>
<tr>
<td>Scale -10%</td>
<td>-13.6%</td>
<td>-11.7%</td>
<td>-9.9%</td>
<td>-9.6%</td>
<td>-9.2%</td>
<td>-8.9%</td>
</tr>
<tr>
<td><strong>Stop</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scale +10%</td>
<td>+12.5%</td>
<td>+9.2%</td>
<td>+8.6%</td>
<td>+8.1%</td>
<td>+7.5%</td>
<td>-</td>
</tr>
<tr>
<td>Scale -10%</td>
<td>-12.7%</td>
<td>-9.8%</td>
<td>-9.2%</td>
<td>-8.8%</td>
<td>-8.2%</td>
<td>-</td>
</tr>
<tr>
<td><strong>Sbottom</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scale +10%</td>
<td>+12.1%</td>
<td>+9.2%</td>
<td>+8.7%</td>
<td>+8.0%</td>
<td>+7.5%</td>
<td>-</td>
</tr>
<tr>
<td>Scale -10%</td>
<td>-12.5%</td>
<td>-9.9%</td>
<td>-9.3%</td>
<td>-8.6%</td>
<td>-8.1%</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 6.2: Change in trigger efficiency for gluino, stop and sbottom $R$-hadrons induced by variation in MET_Topo scale by 10%.

#### 6.1.4 Trigger turn-on curve uncertainties

One way of estimating how uncertainties in the shape of the turn-on curve affect the total trigger efficiency is to vary the parameters of the fitted turn-on function within their uncertainties. By doing this and multiplying the resulting turn-on curve bin by bin with the expected $E_T^{\text{miss}}$ spectra for signal, the effect of these uncertainties on the trigger efficiency can be quantified. The relevant fit parameters are the effective threshold $B$ (the $E_T^{\text{miss}}$ value at 50% efficiency) and the resolution $C$ (standard deviation of the gaussian function that models the slope) in equation (6.1),

$$\varepsilon(E_T^{\text{miss}}) = \frac{A}{2} \left( 1 + \text{erf}(\frac{E_T^{\text{miss}} - B}{\sqrt{2C}}) \right),$$

where $A$ is the plateau value. This exercise was performed systematically for combinations of 1σ variations of the fit parameters. Table 6.3 shows the trigger efficiencies obtained for the 100 GeV and 500 GeV gluino signals. The same procedure was applied to the other $R$-hadron samples, with very similar results. The approximated systematic uncertainty due to the uncertainty in the fit parameters is therefore concluded to be ±2% in the trigger efficiency.

To compare the performance of the $E_T^{\text{miss}}$ trigger [129] in data and MC, turn-on curves for inclusive $W \rightarrow e\nu$ and $W \rightarrow \mu\nu$ samples were extracted for the xe40_noMu chain are shown in Figure 6.6. The turn-on curve for the $W \rightarrow e\nu$ process is sharper than the turn-on for $W \rightarrow \mu\nu$ and for $R$-hadrons, due to the superior energy resolution of the high-energy electron which is the dominant contribution to the measured energy imbalance. By contrast, the $W \rightarrow \mu\nu$ events firing this trigger are expected to do so due to additional jets since the $p_T$ of muons is not taken into account in xe40_noMu. The energy resolution of jets is lower than for electrons, explaining the difference in the turn-on curves. The latter process therefore features an event topology very similar to the one expected for $R$-hadron signal scenarios, as can be seen in Figure 6.6.
Efficiency (relative change) & $B - 1\sigma$ & $B$ & $B + 1\sigma$
\hline
$R$-hadron, $m_R = 100$ GeV & 0.15559 (+1.2%) & 0.15331 (-0.3%) & 0.15109 (-1.8%) \\
$C - 1\sigma$ & 0.15611 (+1.5%) & 0.15382 & 0.15157 (-1.5%) \\
$C$ & 0.15666 (+1.9%) & 0.15435 (+0.4%) & 0.15209 (-1.1%) \\
$C + 1\sigma$ & 0.3910 (+0.7%) & 0.3877 (-0.1%) & 0.3844 (-1.0%) \\
$R$-hadron, $m_R = 500$ GeV & 0.3915 (+0.9%) & 0.3882 & 0.3849 (-0.8%) \\
$C - 1\sigma$ & 0.3920 (+1.0%) & 0.3887 (+0.1%) & 0.3854 (-0.7%) \\

Table 6.3: Efficiencies (and relative change with respect to the central values of the fit parameters) obtained by multiplying the fitted turn-on curve (for L1+EF) bin by bin with the MET spectrum, for the 100 GeV (top) and 500 GeV (top) gluino signal MC samples. Independent $1\sigma$ variations of the effective threshold ($B$) and the resolution ($C$) are shown.

Figure 6.6: Turn-on curves for selected $W$ decays to electrons and muons in data and MC, as well as for a 300 GeV gluino sample.
By analyzing the binwise difference between the turn-on curves measured and predicted for the $W \rightarrow \mu \nu$ and $W \rightarrow e\nu$ processes, an estimate of the difference between turn-on performance in data and MC was extracted. In the turn-on region the difference was typically 4%. Adjusting the turn-on by this uncertainty and folding it with the signal MET_Topo spectrum (Figure 6.2) results in relative efficiency differences ranging from $\pm 3.0\%$ for $m_\tilde{g} = 500 \text{ GeV}$ to $\pm 5.2\%$ for $m_\tilde{g} = 100 \text{ GeV}$. This difference is a maximum difference between the trigger performance in data and MC, and not a standard deviation. It is therefore not added in quadrature with the other errors.

### 6.2 Data selection

The experimental data used in this search were collected from July to October 2009 and correspond to an integrated luminosity of 34 pb$^{-1}$. Data from the JetTauEtmiss and debug$^3$ trigger streams were used and selections were applied to discard data with poor quality due to detector problems. The initial event selection required the events to have passed one of several triggers considered in the analysis, including the final choice, the xe40_noMu trigger signature described in the previous section. It also demanded the presence of a reconstructed track with $p_T > 10 \text{ GeV}$ and associated MIP-like calorimeter deposits, or a reconstructed muon. In the yield tables below, these requirements are referred to as *skimming*.

#### 6.2.1 Signal candidate preselection

The SMP signature considered in this search features an ID track with associated calorimeter energy losses approximately compatible with those expected for a muon. A number of criteria were applied to select $R$-hadron candidates. Candidates are defined as offline muons reconstructed by the CaloTag, CaloLikelihood and/or CaloMuonId algorithms [78]. These algorithms are designed to tag actual muons using only ID tracks and calorimeter energy measurements and do not rely on any signals in the muon spectrometer. For the processing of the 2010 data used in this analysis, these algorithms were run with commissioning settings, accepting most extrapolated tracks with associated energy deposits falling in a rather large window around those expected for muons. This implies a high efficiency for selecting electrically charged $R$-hadrons. The efficiency of reconstructing $R$-hadrons in this way is shown in Figure 6.7 as a function of the particle speed, $\beta$, momentum, $p$, pseudorapidity, $\eta$, and azimuthal angle, $\phi$. The efficiency shown here is defined with respect to the true simulated $R$-hadrons which possess non-zero electrical charge following the hadronization. Around half of $R$-hadrons are produced as electrically neutral objects and this represents an irreducible, though well understood source of loss.

---

$^3$The debug stream contains events which the trigger system had trouble processing online. Since the considered signal could potentially cause trouble in the reconstruction, it was decided to examine these events as well.
Following this preselection, tighter subsystem-specific selections were imposed to ensure well-measured track kinematics, Pixel $dE/dx$ and $\beta_{\text{Tile}}$ for each candidate.

![Graphs showing efficiency for reconstructing $R$-hadrons of different types and masses with a calorimeter+ID based muon algorithm, as a function of the particle speed $\beta$ (a), momentum $p$ (b), pseudorapidity $\eta$ (c) and azimuthal angle $\phi$ (d), given that the candidate possesses a non-zero electric charge after hadronisation.]

Figure 6.7: Predicted efficiency for reconstructing $R$-hadrons of different types and masses with a calorimeter+ID based muon algorithm, as a function of the particle speed $\beta$ (a), momentum $p$ (b), pseudorapidity $\eta$ (c) and azimuthal angle $\phi$ (d), given that the candidate possesses a non-zero electric charge after hadronisation.

A preselection of events containing $R$-hadron candidates was made according to the criteria listed below. The requirements can be grouped in two categories. Criteria i-iii reduce the risk of contaminating the data sample with events caused by non-collision backgrounds or poorly reconstructed objects stemming from instrumental effects. After this clean-up, criteria iv-vi were imposed in order to suppress backgrounds from physics processes involving real high-$p_T$ muons. The requirements are summarized in order below.

i) **Trigger** The event must have passed the xe40_noMu trigger signature, i.e. passed L1_XE25 and EF_xe40_noMu.

ii) **Vertex cleaning** The event must have at least one reconstructed vertex with at least three associated tracks. This selection has an insignificant effect on the event yield.
iii) **Track quality** Requirements regarding the quality of the reconstructed track were then applied to the candidates, according to the recommendations prescribed by the muon reconstruction community in ATLAS. The requirements include at least two Pixel hits\(^4\), six SCT hits and six TRT, with the additional criterion that less than 90% of the TRT hits are outliers. Figure 6.8 shows the observed distributions of the number of pixel hits, SCT hits and TRT hits, compared with predictions for simulated background processes and a select set of R-hadron samples. The distributions shown in Figure 6.8 were made using all candidate tracks in events passing the trigger. In general, the data are described well by the simulated backgrounds, though the statistical uncertainties are large for the total background this early stage of the selection. The predicted hit multiplicities for R-hadrons broadly follow those observed in data, as expected from the discussion in Section 5.1.

iv) **Tile calorimeter acceptance** Only candidates satisfying \( |\eta| < 1.7 \) were considered since this search is geometrically limited by the acceptance of the Tile calorimeter.

v) **Distance to jet.** Strong processes leading to jet production are potentially a large source of background. In this case, the candidates will be found within a jet. A fundamental property of massive R-hadrons produced at LHC energies is that they would not fall within a reconstructed high-\( E_T \) jet. Although the gluino pair-production processes superficially resembles a gluon-gluon production mechanism, owing to the mass of the gluinos, the R-hadron possesses \( > 99\% \) of the energy of any jet which would be formed. It would thus appear isolated. To reduce backgrounds from strong processes, e.g. dijet production, a cut was imposed on the angular distance between a candidate and any anti-\( k_t \) jet [127] in the event with \( E_T > 40 \) GeV at the EM scale. The quantity \( \Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2} \) was considered, where \( \Delta \eta \) and \( \Delta \phi \) are the differences in azimuthal angle and pseudorapidity between the candidate and a jet. Distributions of \( \Delta R \) as seen in data and predicted by background and signal simulations after preselection are shown in Figure 6.9. An approximate agreement between data and the background predictions is observed, consistent within the errors due to limited statistics for the low-\( p_T \) QCD samples. As expected, there is a peak at \( \Delta R \sim 0 \) corresponding to background candidates within jets. The R-hadron spectra dominantly correspond to \( \Delta R > 0 \) and consequently a distance-to-jet selection \( \Delta R > 0.5 \) was imposed.

vi) **Transverse momentum.** In Figure 6.10 the transverse momentum distribution is shown for data and compared with predictions from a number of background sources, after preselection and the \( \Delta R \) cut described above. As can be seen, the simulated backgrounds reproduce the data very well both in shape and yield. Also shown are the predicted R-hadron spectra which are typically much harder than that of candidates

\(^4\)The recommended ID track selection only requires one Pixel hit, however two are needed later on in the analysis to ensure a well-measured Pixel \( dE/dx \)
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![Graphs showing distributions of the number of pixel, SCT, and TRT hits for candidates in data and from simulated background (left) and a selected set of $R$-hadron signal scenarios.](image)

Figure 6.8: Distributions of the number of Pixel, SCT and TRT hits for candidates in data and from simulated background (left) and a selected set of $R$-hadron signal scenarios.
arising from background processes. Using $S/\sqrt{B}$ as the figure of merit, the cut was optimized to $p_T > 50$ GeV.

The mass spectra from Pixel and Tile for candidates passing the preselection are shown in Figure 6.11. Tails extending up to several hundred GeV are seen for the individual measurements, which are predicted well by the background MC processes.

Given the redundancy inherent to using two subsystems which each provide a speed-sensitive measurement, the tails due to instrumental effects can be strongly suppressed by requiring that both subsystems observe a slow object. Figure 6.12 shows the two-dimensional distributions of $\beta_{\text{Tile}}$ and Pixel $dE/dx$, for both data and signal. The power of using two mass estimates is illustrated by the lack of correlation in Figure 6.13 (a) in which the candidate masses evaluated using both Pixel $dE/dx$ and $\beta_{\text{Tile}}$ is shown for data. Figure 6.13 (b) shows the same distribution for a 500 GeV gluino signal, where the two mass estimates give similar results. The diagonal shape of the two-dimensional mass distribution comes from the fact that they both use the same momentum measurement.

6.2.2 Event yield

In Table 6.4 the observed and expected event yields are summarized. The MC-based background predictions reproduce the observed data to with an accuracy of $\sim 20\%$. It should again be emphasized that the background simulations are used purely to aid the optimization of $R$-hadron selections and to reveal the composition of the observed backgrounds, but not for the final results. For example, the simulated background samples can shed some light on what type of particles pass the candidate selections, and this is shown in Appendix A. For the evaluation of the cross section and mass limits in Section 9.1, a purely data-driven background approach is used and this is described further in Chapter 7. To illustrate the power of imposing mass cuts on two subsystems, mass requirements are in the final line of the table. The “Mass preselection” line includes the requirement that the events passing has at least one candidate with mass estimates from both the Pixel detector and the Tile calorimeter. There is a significant drop in the background when imposing the mass requirement. This is due to the requirements of extracting valid mass estimates from both sub-systems. The Tile measurement requires a $\beta$ value below one (see Section 5.3.5), which in turns imposes cuts on the Tile cell energies. Also, the Pixel $dE/dx$ is only defined for tracks with two or more good clusters. To cut down background, the $m_{\text{Pixel}} > 0$ GeV cut here also requires that Pixel $dE/dx > 1.8$ MeVg$^{-1}$cm$^2$. 
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Figure 6.9: Distributions of $\Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2}$ after trigger, vertex and track cleaning and $|\eta| < 1.7$ has been required. Data and predicted spectra from a number of possible background sources are shown.

Figure 6.10: Distributions of transverse momentum after the $\Delta R_{SMP,jet} > 0.5$ requirement has been imposed. Data and predicted spectra from a number of possible background sources are shown, along with predictions for a few signal scenarios.
Figure 6.11: The distributions of reconstructed mass from Pixel (a) and Tile (b) for data and MC simulations of backgrounds and signal.
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![Plot](image)

Figure 6.12: The two-dimensional distribution of $\beta_{\text{Tile}}$ and Pixel $dE/dx$ for (a) data and (b) a 500 GeV gluino $R$-hadron signal scenario.
Figure 6.13: The 2D distribution for the candidate mass as determined with Pixel $dE/dx$ versus the mass estimated with $\beta_{\text{tile}}$ for (a) data and (b) a 500 GeV gluino R-hadron signal scenario. For these plots, a relaxed Pixel $dE/dx$ requirement of 1.2 MeVg$^{-1}$cm$^2$ is used, to allow the 2D distribution to be visualized. With the nominal requirement of Pixel $dE/dx > 1.8$ MeVg$^{-1}$cm$^2$, only 36 events survive in the experimental data.
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Table 6.4: Observed and expected event yields at different steps of the data selection procedure. The individual rows of the table correspond to the stages in the cut flow as defined in the text. The row denoted Mass preselection indicates the number of events having at least one candidate with a mass estimate from both subsystems. In addition to data, predictions from simulated SM background and signal processes are shown. Predicted yields are scaled to the integrated luminosity of the data sample using the cross section of each process.

<table>
<thead>
<tr>
<th>Cut level</th>
<th>Data</th>
<th>Background</th>
<th>300 GeV $g$</th>
<th>500 GeV $g$</th>
<th>600 GeV $g$</th>
<th>200 GeV $t$</th>
<th>200 GeV $b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>No cuts</td>
<td>-</td>
<td>-</td>
<td>2.13 x 10^5</td>
<td>80.4</td>
<td>21.8</td>
<td>405</td>
<td>405</td>
</tr>
<tr>
<td>Trigger</td>
<td>-</td>
<td>-</td>
<td>616</td>
<td>25.6</td>
<td>6.96</td>
<td>109</td>
<td>108</td>
</tr>
<tr>
<td>Candidate</td>
<td>75466</td>
<td>68.0 x 10^3</td>
<td>416</td>
<td>17.6</td>
<td>4.80</td>
<td>87.4</td>
<td>67.9</td>
</tr>
<tr>
<td>Vertex</td>
<td>75461</td>
<td>68.0 x 10^3</td>
<td>416</td>
<td>17.6</td>
<td>4.80</td>
<td>87.4</td>
<td>67.9</td>
</tr>
<tr>
<td>$</td>
<td>\eta</td>
<td>&lt; 1.7$</td>
<td>64618</td>
<td>60.5 x 10^3</td>
<td>364</td>
<td>15.7</td>
<td>4.32</td>
</tr>
<tr>
<td>Track quality</td>
<td>59872</td>
<td>58.1 x 10^3</td>
<td>355</td>
<td>15.3</td>
<td>4.20</td>
<td>73.3</td>
<td>54.9</td>
</tr>
<tr>
<td>$\Delta R &gt; 0.5$</td>
<td>49205</td>
<td>49.4 x 10^3</td>
<td>349</td>
<td>15.1</td>
<td>4.13</td>
<td>73.7</td>
<td>54.5</td>
</tr>
<tr>
<td>$p_T &gt; 50$ GeV</td>
<td>5116</td>
<td>6.56 x 10^3</td>
<td>330</td>
<td>14.5</td>
<td>3.95</td>
<td>68.9</td>
<td>50.0</td>
</tr>
<tr>
<td>Mass preselection</td>
<td>36</td>
<td>56.0</td>
<td>184</td>
<td>9.70</td>
<td>2.75</td>
<td>32.6</td>
<td>18.9</td>
</tr>
</tbody>
</table>

6.3.1 Efficiency of the $m_{\text{Tile}}$ measurement

Due to the criteria outlined above, the efficiency for reconstructing a value of $\beta_{\text{Tile}}$ as a function of $\beta$, $p$, $\eta$ and $\phi$ are shown in Figure 6.14. In order to provide a mass measurement, the measured $\beta_{\text{Tile}}$ has to fulfill $0 < \beta_{\text{Tile}} < 1$. The resulting mass reconstruction efficiency is shown in Figure 6.15. The efficiency is highest for the $\beta$-interval used by this analysis, $0.4 \lesssim \beta \lesssim 0.8$. This is the region in which both Tile and the Pixel detector provide a speed measurement. The slightly lower efficiency at $\beta$ close to unity is due to the difference in expected ionization energy loss. The efficiency is approximately flat over $\eta$ and $\phi$ and rises as a function of momentum. The efficiency is severely degraded for $|\eta| \approx 1.6$, even though the track selection allows pseudo-rapidities up to 1.7. In Tile, high momentum tracks with $|\eta| > 1.6$ pass through at most one cell (see Figure 4.5),
which lowers the probability of having a crossed cell measuring an energy over threshold. The efficiency is higher for gluino $R$-hadrons than for squark $R$-hadrons due to the greater predicted energy loss from hadronic interactions for the gluino $R$-hadrons. The lower efficiency for $R$-hadrons formed from sbottoms compared to those containing stops is due to the fact that the sbottoms to a larger extent will be electrically neutral when reaching the Tile calorimeter, as discussed in Section 2.3.4.

Figure 6.14: Predicted efficiency for Tile to provide a $\beta$ measurement for various types of $R$-hadrons as a function of the particle speed (a), momentum (b), pseudorapidity (c) and azimuthal angle (d), given that the $R$-hadron was reconstructed as a candidate.
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Figure 6.15: Predicted efficiency for Tile to provide a mass measurement for various types of $R$-hadrons as a function of the particle speed (a), momentum (b), pseudorapidity (c) and azimuthal angle (d), given that the $R$-hadron was reconstructed as a candidate.

6.3.2 Efficiency of the $m_{\text{Pixel}}$ measurement

The efficiencies for the Pixel detector to reconstruct a value of $dE/dx$ and a mass as a function of $\beta$, $p$, $\eta$ and $\phi$ are shown in Figures 6.16 and 6.17, respectively. Following the various kinematic selections and the Pixel $dE/dx$ requirements, the search is restricted to the region $0.3 \lesssim \beta \lesssim 0.8$. As for Tile, the efficiency is highest for the $\beta$-interval exploited by this analysis. Again, the fall at higher values of $\beta$ is due to kinematic effects: $R$-hadrons with higher values of $\beta$ have more MIP-like energy losses in the silicon, making it impossible to translate their measured $dE/dx$ to a $\beta \gamma$. The efficiency is approximately flat over $\eta$ and $\phi$ and rises as a function of momentum.
Figure 6.16: Predicted efficiency for the Pixel detector to provide a $dE/dx$ measurement for various types of $R$-hadrons as a function of the particle speed (a), momentum (b), pseudorapidity (c) and azimuthal angle (d), given that the gluino was reconstructed as a candidate.

6.3.3 Cut efficiencies for selected samples

Table 6.5 shows the selection efficiencies for each of the requirements imposed on the data events, both relative to the preceding requirement and cumulative, i.e. relative to all events passing the skimming criteria. Table 6.6 shows the same for the three classes of background processes, QCD, electroweak and top. Table 6.7 shows the equivalent results for the 100, 300 and 500 GeV gluino $R$-hadron samples. It is seen that the cumulative selection efficiencies for data and background are small at the later stages of the cut flow, while $R$-hadron efficiencies are generally around 10%. The low efficiency for the 100 GeV $R$-hadron sample is more than adequately compensated by the large cross section for this scenario.
Figure 6.17: Predicted efficiency for the Pixel detector to provide a mass measurement for various types of $R$-hadrons as a function of the particle speed (a), momentum (b), pseudorapidity (c) and azimuthal angle (d), given that the gluino was reconstructed as a candidate.
<table>
<thead>
<tr>
<th>Cut level</th>
<th># events</th>
<th>Relative eff. (%)</th>
<th>Cumulative eff. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Skimming</td>
<td>381647.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>Trigger</td>
<td>172358.00</td>
<td>45.16</td>
<td>45.16</td>
</tr>
<tr>
<td>Vertex cleaning</td>
<td>170187.00</td>
<td>98.74</td>
<td>44.59</td>
</tr>
<tr>
<td>Track cleaning</td>
<td>69644.00</td>
<td>40.92</td>
<td>18.25</td>
</tr>
<tr>
<td>$</td>
<td>\eta</td>
<td>&lt;1.7$</td>
<td>59872.00</td>
</tr>
<tr>
<td>$\Delta R &gt; 0.5$</td>
<td>49205.00</td>
<td>82.18</td>
<td>12.89</td>
</tr>
<tr>
<td>$p_T &gt; 50$ GeV</td>
<td>5116.00</td>
<td>33.97</td>
<td>1.34</td>
</tr>
<tr>
<td>Mass preselection</td>
<td>36.00</td>
<td>0.70</td>
<td>0.01</td>
</tr>
<tr>
<td>$m &gt; 50$ GeV</td>
<td>9.00</td>
<td>25.00</td>
<td>0.00</td>
</tr>
<tr>
<td>$m &gt; 100$ GeV</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Table 6.5: Selection efficiencies for each of the requirements imposed on the data events, both relative to the preceding requirement and cumulative, i.e. relative to all events passing the skimming criteria.
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Efficiency table for QCD

<table>
<thead>
<tr>
<th>Cut level</th>
<th># events</th>
<th>Relative eff. (%)</th>
<th>Cumulative eff. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Skimming</td>
<td>384361.59</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>Trigger</td>
<td>133499.19</td>
<td>34.73</td>
<td>34.73</td>
</tr>
<tr>
<td>Vertex cleaning</td>
<td>133498.39</td>
<td>100.00</td>
<td>34.73</td>
</tr>
<tr>
<td>Track cleaning</td>
<td>53135.55</td>
<td>39.80</td>
<td>13.82</td>
</tr>
<tr>
<td>$</td>
<td>\eta</td>
<td>&lt;1.7$</td>
<td>48481.06</td>
</tr>
<tr>
<td>$\Delta R&gt;0.5$</td>
<td>40003.18</td>
<td>82.51</td>
<td>10.41</td>
</tr>
<tr>
<td>$p_T&gt;50$ GeV</td>
<td>2284.49</td>
<td>14.72</td>
<td>0.59</td>
</tr>
<tr>
<td>Mass preselection</td>
<td>4.31</td>
<td>0.19</td>
<td>0.00</td>
</tr>
<tr>
<td>$m&gt;50$ GeV</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>$m&gt;100$ GeV</td>
<td>0.00</td>
<td>-</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Efficiency table for EW

<table>
<thead>
<tr>
<th>Cut level</th>
<th># events</th>
<th>Relative eff. (%)</th>
<th>Cumulative eff. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Skimming</td>
<td>9196.60</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>Trigger</td>
<td>9168.06</td>
<td>99.69</td>
<td>99.69</td>
</tr>
<tr>
<td>Vertex cleaning</td>
<td>9168.06</td>
<td>100.00</td>
<td>99.69</td>
</tr>
<tr>
<td>Track cleaning</td>
<td>8430.52</td>
<td>91.96</td>
<td>91.67</td>
</tr>
<tr>
<td>$</td>
<td>\eta</td>
<td>&lt;1.7$</td>
<td>6320.67</td>
</tr>
<tr>
<td>$\Delta R&gt;0.5$</td>
<td>6270.63</td>
<td>99.21</td>
<td>68.18</td>
</tr>
<tr>
<td>$p_T&gt;50$ GeV</td>
<td>2948.04</td>
<td>64.58</td>
<td>32.06</td>
</tr>
<tr>
<td>Mass preselection</td>
<td>33.07</td>
<td>1.12</td>
<td>0.36</td>
</tr>
<tr>
<td>$m&gt;50$ GeV</td>
<td>15.95</td>
<td>48.22</td>
<td>0.17</td>
</tr>
<tr>
<td>$m&gt;100$ GeV</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Efficiency table for Top

<table>
<thead>
<tr>
<th>Cut level</th>
<th># events</th>
<th>Relative eff. (%)</th>
<th>Cumulative eff. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Skimming</td>
<td>4823.52</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>Trigger</td>
<td>4530.06</td>
<td>93.92</td>
<td>93.92</td>
</tr>
<tr>
<td>Vertex cleaning</td>
<td>4527.89</td>
<td>99.95</td>
<td>93.87</td>
</tr>
<tr>
<td>Track cleaning</td>
<td>3694.10</td>
<td>81.59</td>
<td>76.59</td>
</tr>
<tr>
<td>$</td>
<td>\eta</td>
<td>&lt;1.7$</td>
<td>3294.79</td>
</tr>
<tr>
<td>$\Delta R&gt;0.5$</td>
<td>3169.58</td>
<td>96.20</td>
<td>65.71</td>
</tr>
<tr>
<td>$p_T&gt;50$ GeV</td>
<td>1331.22</td>
<td>59.78</td>
<td>27.60</td>
</tr>
<tr>
<td>Mass preselection</td>
<td>18.60</td>
<td>1.40</td>
<td>0.39</td>
</tr>
<tr>
<td>$m&gt;50$ GeV</td>
<td>10.22</td>
<td>54.96</td>
<td>0.21</td>
</tr>
<tr>
<td>$m&gt;100$ GeV</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Table 6.6: Selection efficiencies for each of the requirements imposed on the background simulations, both relative to the preceding requirement and cumulative, i.e. relative to all events passing the skimming criteria.
Efficiency table for 300 GeV $\bar{g}$

<table>
<thead>
<tr>
<th>Cut level</th>
<th># events</th>
<th>Relative eff. (%)</th>
<th>Cumulative eff. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No cut</td>
<td>2133.60</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>Trigger</td>
<td>615.89</td>
<td>28.87</td>
<td>28.87</td>
</tr>
<tr>
<td>Vertex cleaning</td>
<td>615.89</td>
<td>100.00</td>
<td>28.87</td>
</tr>
<tr>
<td>Track cleaning</td>
<td>405.99</td>
<td>65.92</td>
<td>19.03</td>
</tr>
<tr>
<td>$</td>
<td>\eta</td>
<td>&lt; 1.7$</td>
<td>354.50</td>
</tr>
<tr>
<td>$\Delta R &gt; 0.5$</td>
<td>348.98</td>
<td>98.44</td>
<td>16.36</td>
</tr>
<tr>
<td>$p_T &gt; 50$ GeV</td>
<td>329.59</td>
<td>99.46</td>
<td>15.45</td>
</tr>
<tr>
<td>Mass preselection</td>
<td>184.12</td>
<td>55.86</td>
<td>8.63</td>
</tr>
<tr>
<td>$m &gt; 50$ GeV</td>
<td>184.12</td>
<td>100.00</td>
<td>8.63</td>
</tr>
<tr>
<td>$m &gt; 100$ GeV</td>
<td>183.93</td>
<td>99.90</td>
<td>8.62</td>
</tr>
</tbody>
</table>

Efficiency table for 500 GeV $\bar{g}$

<table>
<thead>
<tr>
<th>Cut level</th>
<th># events</th>
<th>Relative eff. (%)</th>
<th>Cumulative eff. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No cut</td>
<td>80.40</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>Trigger</td>
<td>25.55</td>
<td>31.78</td>
<td>31.78</td>
</tr>
<tr>
<td>Vertex cleaning</td>
<td>25.55</td>
<td>99.98</td>
<td>31.78</td>
</tr>
<tr>
<td>Track cleaning</td>
<td>17.09</td>
<td>66.91</td>
<td>21.26</td>
</tr>
<tr>
<td>$</td>
<td>\eta</td>
<td>&lt; 1.7$</td>
<td>15.30</td>
</tr>
<tr>
<td>$\Delta R &gt; 0.5$</td>
<td>15.09</td>
<td>98.66</td>
<td>18.78</td>
</tr>
<tr>
<td>$p_T &gt; 50$ GeV</td>
<td>14.53</td>
<td>99.52</td>
<td>18.07</td>
</tr>
<tr>
<td>Mass preselection</td>
<td>9.65</td>
<td>66.44</td>
<td>12.01</td>
</tr>
<tr>
<td>$m &gt; 50$ GeV</td>
<td>9.64</td>
<td>99.88</td>
<td>11.99</td>
</tr>
<tr>
<td>$m &gt; 100$ GeV</td>
<td>9.64</td>
<td>100.00</td>
<td>11.99</td>
</tr>
</tbody>
</table>

Efficiency table for 600 GeV $\bar{g}$

<table>
<thead>
<tr>
<th>Cut level</th>
<th># events</th>
<th>Relative eff. (%)</th>
<th>Cumulative eff. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No cut</td>
<td>21.78</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>Trigger</td>
<td>6.96</td>
<td>31.96</td>
<td>31.96</td>
</tr>
<tr>
<td>Vertex cleaning</td>
<td>6.96</td>
<td>99.98</td>
<td>31.96</td>
</tr>
<tr>
<td>Track cleaning</td>
<td>4.67</td>
<td>67.11</td>
<td>21.44</td>
</tr>
<tr>
<td>$</td>
<td>\eta</td>
<td>&lt; 1.7$</td>
<td>4.20</td>
</tr>
<tr>
<td>$\Delta R &gt; 0.5$</td>
<td>4.13</td>
<td>98.37</td>
<td>18.98</td>
</tr>
<tr>
<td>$p_T &gt; 50$ GeV</td>
<td>3.95</td>
<td>99.57</td>
<td>18.12</td>
</tr>
<tr>
<td>Mass preselection</td>
<td>2.75</td>
<td>69.81</td>
<td>12.65</td>
</tr>
<tr>
<td>$m &gt; 50$ GeV</td>
<td>2.75</td>
<td>99.90</td>
<td>12.63</td>
</tr>
<tr>
<td>$m &gt; 100$ GeV</td>
<td>2.75</td>
<td>100.00</td>
<td>12.63</td>
</tr>
</tbody>
</table>

Table 6.7: Selection efficiencies for each of the requirements imposed on the events in selected signal samples, both relative to the preceding requirement and cumulative, i.e. relative to all events passing the skimming criteria.
7 Background estimation

7.1 Sources of background

The Standard Model (SM) does not predict any physics processes featuring penetrating particles with masses of \( \mathcal{O}(100 \text{ GeV}) \). However, instrumental effects can make a low-mass SM particle look like a heavy long-lived object. Due to resolution effects, it is possible that the \( \beta_{\text{Tile}} \) and Pixel \( dE/dx \) measurements can fluctuate to values similar to what is expected for a slow heavy particle. In the same way, the momentum can be mismeasured. A high Pixel \( dE/dx \) value combined with an overestimated momentum will conspire to look like a slow-moving charged particle. However, since the Pixel \( dE/dx \) and \( \beta_{\text{Tile}} \) measurements are independent, the background due to rare instrumental fluctuations in each observable can be reduced by requiring both subsystems to agree. For the signal, the quantities are expected to be correlated, and therefore such a cut does not reduce the signal efficiency to the same extent. Fluctuations in \( p \) are greatly suppressed by the stringent ID hit requirements described in Section 6.2.1. Measures were also taken to limit the variations in the Pixel \( dE/dx \) and \( \beta_{\text{Tile}} \) with the cluster-cleaning procedure and cell-energy thresholds described in Sections 5.2 and 5.3, respectively.

While the simulation gives a good overall description of the background, it fails to perfectly account for the details of the Pixel \( dE/dx \) and \( \beta_{\text{Tile}} \) distributions (see Figures 5.3 and 5.8). In addition, the simulation cannot precisely predict the amount of background at high masses due to lack of statistics in the tails of the distributions. To circumvent these shortcomings, and to automatically include several instrumental effects, an approach based only on experimental data was used to estimate the background.

Figure 7.1 illustrates how different regions in \( p-\beta \) space can give rise to large masses. Each curve corresponds to a specific reconstructed mass and indicates what combinations of \( p \) and \( \beta \) will give rise to the given mass. As an example, a particle with true momentum \( p_{\text{true}} = 100 \text{ GeV} \) and speed \( \beta_{\text{true}} \approx 1 \) can appear to have a mass of approximately 200 GeV if the reconstructed momentum and \( \beta \) are mismeasured as \( p_{\text{rec}} = 260 \text{ GeV} \) and \( \beta_{\text{rec}} = 0.8 \). The background estimation method must therefore take into account mismeasurements of both momentum and speed.
7.2 Description of the method

The method used to estimate the expected background combines random momenta with random Pixel $dE/dx$ and $\beta_{\text{Tile}}$ measurements to produce mass spectra, relying only on experimental data. However, it assumes that there is no correlation between these measured quantities. Using a large sample of candidates with $p_T > 10$ GeV from the experimental data, the linear correlations between the reconstructed momentum and measurements of Pixel $dE/dx$ and $\beta_{\text{Tile}}$ illustrated in Figure 7.2, were determined. They are found to be

$$\rho_{p,dE/dx} = 0.006 \pm 0.017$$

and

$$\rho_{p,\beta} = -0.012 \pm 0.017,$$

i.e. statistically consistent with zero.

The lack of correlations allows us to combine a randomly selected momentum value with randomly selected $dE/dx$ and $\beta_{\text{Tile}}$ values in order to generate random masses. By repeating this several times for each candidate passing the preselection criteria, a smooth background estimate is constructed. The $dE/dx$ distribution used to draw random numbers from is taken from candidates in a control region ($10$ GeV < $p_T$ < $20$ GeV), which is expected to have very low signal contamination. The relativistic rise in $dE/dx$ with momentum is reduced due to the density effect [100] and is not expected to influence the background estimate significantly at higher masses. The $\beta_{\text{Tile}}$ distribution used is taken from the candidates passing the preselection. This is motivated by the observation that while the mean of the distribution does not depend on $\beta$, the width is affected slightly, as larger energy deposits gives better resolution in $\beta$ (see Section 5.3.4). When using a $\beta_{\text{Tile}}$ spectrum extracted from low-$p_T$ candidates, this affects the shape of the background estimate. For this reason, the candidates passing the preselection were used instead. Though some signal could contaminate this sample, the de-correlating effect of combining ran-

Figure 7.1: Diagram illustrating the different regions in reconstructed $p-\beta$ space which can combine to produce a mass greater than 100, 200 and 400 GeV.
7.3 Estimation of uncertainty

Random momenta with random $\beta_{\text{Tile}}$ values will deteriorate any mass peak, only resulting in a slightly distorted mass distribution. Figure 7.3 shows the momentum distribution for candidates passing the preselection described in Section 6.2. The drop in the lowest bin is caused by a combination of the binning and the kinematic requirements applied to the sample.

7.3 Estimation of uncertainty

To estimate the systematic uncertainties of the background estimates, different kinematic selections were used to extract the distributions of Pixel $dE/dx$ and $\beta_{\text{Tile}}$. In addition, alternative normalization schemes were tried, as well as manually introduced correlations between momentum and $dE/dx$ and/or $\beta_{\text{Tile}}$. Varying the kinematic region used to extract the reference distributions of $dE/dx$ and $\beta_{\text{Tile}}$ had the largest impact with differences of around 25%. Also, different methods of normalization and comparisons to data in the same regions show differences up to 15%. The effect of introducing a linear correlation of 5% amounted to about 5% change in background. Overall, this amounts to a systematic uncertainty on the background estimates of 30%. This number was cross-checked by comparing the number of background events predicted at low mass and comparing with the number observed in data, and the agreement was found to be within 30%. Though this relative uncertainty is large, the expected amount of background is generally very low and the final result is not particularly sensitive to the relative uncertainty of the background estimate.

7.4 Performance

After the preselection, 5208 candidates remain in 5116 events, which are subject to analysis of their ionization response in the Pixel detector and timing measurements from the Tile calorimeter.

First the estimate from the Pixel detector is considered by itself. The mass spectrum produced by the background estimation method described above can be seen in Figure 7.4, where it is compared to data. Good agreement between the background prediction and data is observed. The background estimates are 50.2, 11.5, 3.05 events above the 100, 200, 300 GeV mass thresholds, respectively. The corresponding numbers of events observed in the experimental data are 49 (13, 1).

The corresponding Tile calorimeter mass spectra is shown in Figure 7.5. The estimated number of background events above the 100, 200, 300 GeV mass thresholds are 142, 17.3, 4.41 which agrees within the estimated uncertainty with the 123, 12, 2 events observed in data.

When requiring both the Tile and the Pixel subsystems to give a mass above 100 and 200 GeV, the predicted background counts are 2.3 and 0.24 events, respectively, and no events are observed in the data.
Figure 7.2: Pixel $dE/dx$ (left) and $\beta_{\text{file}}$ (right) vs. with reconstructed momentum. Linear fits to the averages of the $p$-binned distributions are shown as an indication of the correlations.

Figure 7.3: Distribution of momentum of selected candidates.
Figure 7.4: Mass spectrum as measured by the Pixel detector compared to the background prediction and expected signal for two $R$-hadron mass hypotheses.

Figure 7.5: Mass spectrum as measured by the Tile calorimeter compared to the background prediction and expected signal for two $R$-hadron mass hypotheses.
8 Effects of systematic uncertainties

In order to extract a limit on the production cross sections and masses for long-lived gluinos and squarks, it is necessary to consider sources of systematic uncertainties. The estimate of the expected background is based on data alone and by design therefore includes several experimental uncertainties. Because of this, many sources of uncertainty only affect the predicted signal yield. A list of systematic uncertainties together with descriptions of the methods used to estimate their magnitudes are given below.

8.1 Experimental uncertainties

Most of the uncertainties investigated are of experimental nature, and these are summarized in this section, divided into those affecting the expected signal yield and those related to the background estimates.

8.1.1 Uncertainties affecting the expected signal yield

Trigger efficiency uncertainty

The uncertainty in the shape of the turn-on curve for the trigger, i.e. the determination of its efficiency as a function of $\MET_{\text{Topo}}$, results in an uncertainty of a few percent in the trigger efficiency (see Section 6.1.4). The uncertainty of the efficiency of the $E_T^\text{miss}$-based trigger is dominated by the uncertainty of the scale of $\MET_{\text{Topo}}$. This contribution varies with mass and ranges from $-12.6\%$/$+13.4\%$ to $-7.1\%$/$+7.1\%$ for the 100 GeV and 700 GeV $R$-hadron samples, respectively.

Simulation of dead regions

The simulation gives an imperfect description of the dead modules, cells and sensors in the SMP-sensitive subsystems used in this search. Assessing the maximum impact of this inaccuracy gives an uncertainty of 1-2% on the predicted signal efficiency and this is included as a systematic uncertainty. This is described in greater detail in Appendix B together with studies of how the number of selected events per nanobarn varied over time at several stages of the selection.
Effects of systematic uncertainties

Tile Energy scale

$R$-hadrons typically leave several GeV of energy as they propagate through the detector. A conservative estimate of the energy scale uncertainty for low-energy hadrons (down to approximately 2 GeV) is 5% [130]. To test the sensitivity of the search to this scale uncertainty, the energies were scaled by $\pm 10\%$. This affects the number of $R$-hadrons passing the selection by less than 1%.

Simulation of Tile timing

As described in Section 5.3, the simulated cell times are smeared with random numbers from a gaussian distribution of width 1.42 ns in order to approximately reproduce the timing resolution observed in data. Smearing with random numbers from a gaussian with a width of 2 ns instead, the signal efficiency changed by less than 1%. Introducing a shift of all cell times in a representative signal MC sample with 2 ns results in less than 1% difference in the signal efficiency. To put the magnitude of this shift into context, the cell times are aligned using $Z \rightarrow \mu^+\mu^-$ to a precision of $\sim 100$ ps.

Simulation of Pixel $dE/dx$

In Section 5.2 it is shown that the simulation reproduces the Pixel $dE/dx$ spectra reasonably well. However, there are some small discrepancies. To investigate the influence of an imperfect simulation, each value of Pixel $dE/dx$ was smeared according to a gaussian distribution with a width of 5% of that value. This is sufficient to ensure that the width of the bulk of the Pixel $dE/dx$ distribution is covered, and affects the signal efficiencies by less than 1%. The sensitivity to the scale uncertainty of the Pixel $dE/dx$ measurement was also investigated. A shift in the Pixel $dE/dx$ scale of 3% was applied which gave a difference of less than 1% on the signal yield.

ID momentum mismeasurement

The description of the $R$-hadron transverse momentum resolution in the simulation is imperfect. A smearing function defined by the ATLAS muon reconstruction community was therefore applied in the analysis to correctly reproduce the transverse momentum resolution observed in data. To test the sensitivity to this smearing, the magnitude of the prescribed smearing was doubled. This resulted in an difference of less than 1% on the number of signal events passing the selections.

Pile-up

The signal samples used for the main results were prepared without any simulated pile-up (see Section 5.4.1). To estimate the effect of pile-up on the signal efficiency, signal samples with on average approximately two in-time pile-up events overlaid on each signal event were studied for a selected set of signal samples. The efficiency was evaluated for
8.1 Experimental uncertainties

A few stages in the cut-flow table and the relative difference in the number of selected events and candidates are summarized in Table 8.1. The effect is that the signal efficiency increases by $\sim 1\%$, which in this context is negligible.

<table>
<thead>
<tr>
<th>Cut level</th>
<th>No pile-up</th>
<th>With pile-up</th>
<th>Relative difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>500 GeV $\bar{g}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$E_F &gt; 40_{\text{noMu}}$ (events)</td>
<td>3822</td>
<td>3862</td>
<td>+1.0%</td>
</tr>
<tr>
<td>$p_T &gt; 50$ GeV (candidates)</td>
<td>2629</td>
<td>2664</td>
<td>+1.3%</td>
</tr>
<tr>
<td>$m &gt; 100$ GeV (candidates)</td>
<td>1692</td>
<td>1708</td>
<td>+0.9%</td>
</tr>
<tr>
<td>600 GeV $\bar{g}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$E_F &gt; 40_{\text{noMu}}$ (events)</td>
<td>4150</td>
<td>4173</td>
<td>+0.55%</td>
</tr>
<tr>
<td>$p_T &gt; 50$ GeV (candidates)</td>
<td>2892</td>
<td>2910</td>
<td>+0.6%</td>
</tr>
<tr>
<td>$m &gt; 100$ GeV (candidates)</td>
<td>1871</td>
<td>1895</td>
<td>+1.3%</td>
</tr>
<tr>
<td>300 GeV $\bar{t}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$E_F &gt; 40_{\text{noMu}}$ (events)</td>
<td>2970</td>
<td>3011</td>
<td>+1.4%</td>
</tr>
<tr>
<td>$p_T &gt; 50$ GeV (candidates)</td>
<td>2405</td>
<td>2426</td>
<td>+0.9%</td>
</tr>
<tr>
<td>$m &gt; 100$ GeV (candidates)</td>
<td>1459</td>
<td>1473</td>
<td>+1.0%</td>
</tr>
</tbody>
</table>

Table 8.1: Acceptance for three representative signal samples with and without pile-up simulation. In these pile-up simulations, an average of two pile-up events were overlaid with the signal process in the digitization step, followed by reconstruction.

Integrated luminosity

Since the signal yields are scaled to the integrated luminosity of the data according to the cross sections of each considered scenario, they depend linearly on the uncertainty of the measured integrated luminosity. This uncertainty was estimated to be 11% [131].

8.1.2 Uncertainty of background estimates

As described in Section 7.3, the largest uncertainties come from the choice of kinematic region used for extracting $dE/dx$ and $\beta_{\text{Tile}}$ reference distributions, and from the choice of normalization scheme. The total estimated relative uncertainty on the background estimate is 30%.
8.2 Theoretical uncertainties affecting the expected signal yield

Limited accuracy of QCD calculations used to model the $R$-hadron production

Uncertainties arise due to the treatment of higher orders in perturbative QCD models and the assumed parton densities.

- In the sought signal processes, higher-order QCD radiation leads to jets and missing transverse energy which allows triggering on them. These effects are modeled by the parton shower algorithm in PYTHIA, which is based on a perturbative QCD leading logarithm expansion. Radiation from the heavy squark/gluino is suppressed by phase space effects and initial state radiation (ISR) is therefore dominantly responsible [132]. Following consultation with the PYTHIA author, a prescription for estimating the effects of uncertainties associated with the ISR prediction was designed. Variations of ISR parameters, $\text{parp}(67)$ and $\text{parp}(64)$ were studied. The sets $\text{parp}(67)=6.0$, $\text{parp}(64)=0.25$ and $\text{parp}(67)=0.5$, $\text{parp}(64)=4.0$ were used [40]. These settings control renormalization-style scales associated with the parton shower algorithm and modify the phase space in which emissions can occur. These variations affect the amount of $R$-hadron events passing the selection by up to 8.7%. It was verified that these variations also affected predictions of measurements of inclusive multijet production [133]. In this case, the predicted ratios of jet multiplicities change by around 20% (approximately the size of the experimental uncertainty) for the various ISR settings, while still providing a reasonable description of the measured data.

- The PROSPINO [123] next-to-leading order program is used to estimate the cross section for the pair production of gluinos and squarks. The renormalization scale was by default set to the mass of the produced sparticle, but varying this parameter up and down by a factor two leads to shifts in the cross section by approximately ±15%. This can be seen in Figure 5.11.

- Variations due to the assumed PDFs were also studied. The difference in obtained cross section when using CTEQ6.6 [124] and MSTW 2008 [134] is less than 5%.

For the QCD errors, each source was added in quadrature, though the uncertainties on final state predictions from PYTHIA and the total cross section from PROSPINO can potentially be correlated. The total uncertainty from these two sources is $\sim 17\%$ which arises from individual contributions of $\sim 15\%$ and $\sim 9\%$.

Uncertainties due to choice of $R$-hadron scattering model

As described in Section 5.4.3, a set of simulations based on different scattering models is available. Since the models are assumptions of the search, variations in predicted signal yield are not treated as a systematic uncertainty. Rather, as shown in Section 9.1, separate results are presented for different models.
9 Results

9.1 Final selection, yields and limits

For each $R$-hadron mass hypothesis, the position and the width of the expected mass peak were determined and the results are listed in Table 9.1. The signal region is defined as events containing candidates having masses above the peak position minus twice the width of this distribution. This means the size of the signal regions for the signal scenarios vary with the mass resolution. The table summarizes the number of expected gluino signal candidates passing the relevant mass requirement for the Pixel detector separately, the Tile calorimeter separately, and both detectors in combination. In addition, the corresponding background estimates from the data-driven method are shown, and finally the number of events in data, again requiring both the Pixel and Tile mass estimates to pass the mass requirement.

Corresponding tables for gluinos using Regge and intermediate models (see Section 5.4.3) are shown in tables 9.2 and 9.3. In order to enable comparison between gluino models, the signal regions have been chosen to be the same and thus the background estimates are identical as can be seen from comparing these tables. The corresponding results for sbottoms and stops are shown in Tables 9.4 and 9.5 respectively. For all considered signal hypotheses, the observed number of events in the data matches those expected from the background estimate. Since no significant excess is seen, cross section limits are extracted for each case.

<table>
<thead>
<tr>
<th>Nominal mass (GeV)</th>
<th>$m_{\text{Pixel}}$ (GeV)</th>
<th>$\sigma_{\text{Pixel}}$ (GeV)</th>
<th>$m_{\text{Tile}}$ (GeV)</th>
<th>$\sigma_{\text{Tile}}$ (GeV)</th>
<th>Number of signal cand. Pixel</th>
<th>Number of signal cand. Tile</th>
<th>Number of signal cand. Comb.</th>
<th>Number of background cand. Pixel</th>
<th>Number of background cand. Tile</th>
<th>Number of background cand. Comb.</th>
<th>$N_{\text{ حتى}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>107</td>
<td>10</td>
<td>109</td>
<td>19</td>
<td>15898</td>
<td>49300</td>
<td>13912</td>
<td>61</td>
<td>330</td>
<td>5.4</td>
<td>5</td>
</tr>
<tr>
<td>200</td>
<td>214</td>
<td>24</td>
<td>211</td>
<td>36</td>
<td>1417</td>
<td>2471</td>
<td>1235</td>
<td>19</td>
<td>61</td>
<td>0.87</td>
<td>0</td>
</tr>
<tr>
<td>300</td>
<td>324</td>
<td>40</td>
<td>315</td>
<td>56</td>
<td>202</td>
<td>304</td>
<td>173</td>
<td>6.5</td>
<td>17</td>
<td>0.22</td>
<td>0</td>
</tr>
<tr>
<td>400</td>
<td>425</td>
<td>67</td>
<td>415</td>
<td>75</td>
<td>43</td>
<td>57</td>
<td>37</td>
<td>3.4</td>
<td>7.2</td>
<td>0.082</td>
<td>0</td>
</tr>
<tr>
<td>500</td>
<td>533</td>
<td>94</td>
<td>513</td>
<td>106</td>
<td>11</td>
<td>13</td>
<td>9.2</td>
<td>1.82</td>
<td>4.4</td>
<td>0.044</td>
<td>0</td>
</tr>
<tr>
<td>600</td>
<td>641</td>
<td>125</td>
<td>624</td>
<td>145</td>
<td>3.1</td>
<td>3.5</td>
<td>2.6</td>
<td>1.08</td>
<td>3.2</td>
<td>0.028</td>
<td>0</td>
</tr>
<tr>
<td>700</td>
<td>727</td>
<td>149</td>
<td>714</td>
<td>168</td>
<td>0.99</td>
<td>1.07</td>
<td>0.84</td>
<td>0.74</td>
<td>2.10</td>
<td>0.018</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 9.1: Expected number of signal and background events for Pixel and Tile separately and combined. The mass peaks from Figures 7.4 and 7.5 are fitted with a gaussian, and the expected number of events are evaluated in a region from $2\sigma_{m}$ below the fitted central value and up. A few selected high-mass data events are visualized in event display images in Appendix C.
Table 9.2: Expected number of signal and background events for Pixel and Tile separately and combined for gluinos using the Regge model (see Chapter 5.4.3).

<table>
<thead>
<tr>
<th>Nominal mass (GeV)</th>
<th>$m_{\text{Pixel}}$ (GeV)</th>
<th>$\sigma_{\text{Pixel}}$ (GeV)</th>
<th>$m_{\text{Tile}}$ (GeV)</th>
<th>$\sigma_{\text{Tile}}$ (GeV)</th>
<th>Number of signal cand.</th>
<th>Number of background cand.</th>
<th>$N_{\text{Data}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>107</td>
<td>10</td>
<td>109</td>
<td>19</td>
<td>19985</td>
<td>37401</td>
<td>13536</td>
</tr>
<tr>
<td>300</td>
<td>324</td>
<td>40</td>
<td>315</td>
<td>56</td>
<td>218</td>
<td>216</td>
<td>127</td>
</tr>
<tr>
<td>500</td>
<td>533</td>
<td>94</td>
<td>513</td>
<td>106</td>
<td>12</td>
<td>9.3</td>
<td>6.8</td>
</tr>
<tr>
<td>700</td>
<td>727</td>
<td>149</td>
<td>714</td>
<td>168</td>
<td>0.99</td>
<td>0.75</td>
<td>0.59</td>
</tr>
</tbody>
</table>

Table 9.3: Expected number of signal and background events for Pixel and Tile separately and combined for gluinos using the intermediate model (see Section 5.4.3).

<table>
<thead>
<tr>
<th>Nominal mass (GeV)</th>
<th>$m_{\text{Pixel}}$ (GeV)</th>
<th>$\sigma_{\text{Pixel}}$ (GeV)</th>
<th>$m_{\text{Tile}}$ (GeV)</th>
<th>$\sigma_{\text{Tile}}$ (GeV)</th>
<th>Number of signal cand.</th>
<th>Number of background cand.</th>
<th>$N_{\text{Data}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>110</td>
<td>12</td>
<td>101</td>
<td>21</td>
<td>347</td>
<td>634</td>
<td>196</td>
</tr>
<tr>
<td>200</td>
<td>219</td>
<td>28</td>
<td>205</td>
<td>36</td>
<td>31</td>
<td>35</td>
<td>19</td>
</tr>
<tr>
<td>300</td>
<td>324</td>
<td>45</td>
<td>302</td>
<td>55</td>
<td>4.4</td>
<td>4.3</td>
<td>2.8</td>
</tr>
<tr>
<td>400</td>
<td>436</td>
<td>72</td>
<td>409</td>
<td>84</td>
<td>0.89</td>
<td>0.78</td>
<td>0.54</td>
</tr>
<tr>
<td>500</td>
<td>545</td>
<td>102</td>
<td>508</td>
<td>105</td>
<td>0.22</td>
<td>0.19</td>
<td>0.14</td>
</tr>
</tbody>
</table>

Table 9.4: Expected number of signal and background events for Pixel and Tile separately and combined for sbottoms.

<table>
<thead>
<tr>
<th>Nominal mass (GeV)</th>
<th>$m_{\text{Pixel}}$ (GeV)</th>
<th>$\sigma_{\text{Pixel}}$ (GeV)</th>
<th>$m_{\text{Tile}}$ (GeV)</th>
<th>$\sigma_{\text{Tile}}$ (GeV)</th>
<th>Number of signal cand.</th>
<th>Number of background cand.</th>
<th>$N_{\text{Data}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>108</td>
<td>11</td>
<td>102</td>
<td>18</td>
<td>358</td>
<td>1190</td>
<td>413</td>
</tr>
<tr>
<td>200</td>
<td>218</td>
<td>25</td>
<td>202</td>
<td>35</td>
<td>46</td>
<td>60</td>
<td>34</td>
</tr>
<tr>
<td>300</td>
<td>328</td>
<td>45</td>
<td>306</td>
<td>57</td>
<td>5.8</td>
<td>7.0</td>
<td>4.3</td>
</tr>
<tr>
<td>400</td>
<td>435</td>
<td>70</td>
<td>408</td>
<td>81</td>
<td>1.15</td>
<td>1.28</td>
<td>0.85</td>
</tr>
<tr>
<td>500</td>
<td>535</td>
<td>92</td>
<td>513</td>
<td>109</td>
<td>0.30</td>
<td>0.32</td>
<td>0.22</td>
</tr>
</tbody>
</table>

Table 9.5: Expected number of signal and background events for Pixel and Tile separately and combined for stops.
In order to calculate the limits, systematic uncertainties and statistical fluctuations in the expected background must be taken into account. To handle the possibility of fluctuations in the number of background events, the fact that it is expected to be distributed according to a poissonian can be used. If we expect $n_b$ background events, the probability $p$ of observing $n_0$ or more due to poisson fluctuations is given by

$$p = \sum_{i=n_0}^{\infty} \frac{n_b^i e^{-n_b}}{i!}.$$  \hfill (9.1)

If $p \rightarrow 0$ it implies a significant deviation from the background expectation.

The cross section $\sigma$ for a process is given can be calculated through

$$\sigma = \frac{N}{\varepsilon \mathcal{L}},$$  \hfill (9.2)

where $N$ is the number of observed events, $\varepsilon = N/N_{\text{produced}}$ is the efficiency for observing them and $\mathcal{L}$ is the integrated luminosity of the data in which the $N$ events were observed.

The limit is calculated by inverting equation (9.1) to determine how many signal events could be contained within the combined expectations for signal ($s$) and background ($b$), given the observation of $N$ events and a significance less than some value. In practice, this calls for the maximization of $s$ in equation (9.3) with a fixed value of $\alpha$,

$$CL_{s+b} = 1 - \alpha = \sum_{i=0}^{n} e^{-(s+b)} \frac{(s+b)^i}{i!}.$$  \hfill (9.3)

The largest possible value of $s$ is then calculated under the constraint that the probability $p$ of it being due to fluctuations in $s+b$ is less than $\alpha$ [4]. The confidence level $CL$ is traditionally set to 95%, i.e. $\alpha = 5\%$.

Relying on equation (9.3) can lead to unintuitively strong limits in case of downward fluctuations. Instead the method used seek to neutralize the problem of background fluctuations by introducing a ratio of the $p$-values of the signal plus background hypothesis and a background-only hypothesis. This is called the $CL_s$ method [135] and is summarized by equation (9.4).

$$CL_s \equiv \frac{CL_{s+b}}{CL_b} = 1 - \alpha = \frac{\sum_{i=0}^{n} \frac{(s+b)^i}{i!} e^{-(s+b)}}{\sum_{i=0}^{n} \frac{b^i}{i!} e^{-b}}.$$  \hfill (9.4)

As a cross-check, the limits were also computed using an implementation of the Feldman-Cousins method [136] which gave consistent results.

Effects due to systematic uncertainties are included by adding by adding random numbers to $b$ and $s$ from gaussian distributions with widths defined by the uncertainties. The nominal signal is then maximized with specific numbers, smeared as just described. This
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is repeated a large number of times for different sampled values from the smearing distributions. The final upper limit is then taken as the mean of the result from each cycle. Combining equation (9.1) with this smearing method the final expression is formed,

$$\text{CL}_s \equiv 1 - \alpha = \frac{\sum^n_{i=0} \frac{\left( \mathcal{L} \sigma \text{smeared} + b \text{smeared} \right)^i}{i!} e^{-\left( \mathcal{L} \sigma \text{smeared} + b \text{smeared} \right)}}{\sum^n_{i=0} \frac{b' \text{smeared}}{i!} e^{-b \text{smeared}}}$$

which is maximized for $\sigma$ with the requirement that $\alpha = 0.05$. The final result is plotted along with the predicted production cross sections for gluinos and squarks, calculated with PROSPINO in Figure 9.1.

The resulting limit on the gluino mass is approximately 586 GeV at 95% C.L. as can be inferred from Figure 9.1. Correspondingly the stop and sbottom limits at 95% C.L. are 309 GeV and 294 GeV, respectively. These limits include the discussed systematic uncertainties on the expected signal yields ($\sim 20\%$ depending on mass point as described in Chapter 8) as well as on the data-driven background estimate uncertainty (30%), as described above. Limits were also calculated for the intermediate and the regge models defined in Section 5.4.3. The resulting limits are shown in Figure 9.2. The limits on gluino $R$-hadrons are found to be 566 GeV for the Regge case and 562 GeV for the Intermediate case. The mass limits for the alternative scattering models are lower since the gluino $R$-hadrons quickly become neutral particles in ATLAS which degrades the selection efficiency.

9.2 Summary and conclusions

Experimental $pp$ collision data corresponding to an integrated luminosity of 34 pb$^{-1}$ were recorded with the ATLAS detector during 2010. A search for gluino and squark $R$-hadrons based on energy loss and time-of-flight information from the Pixel detector and Tile calorimeter, respectively, was performed in events triggered by a $E_T^{\text{miss}}$ signature. The final yields are in agreement with those predicted by the data-driven background estimation method, and no excess was observed. Upper limits were therefore calculated for the production cross sections of $R$-hadrons of various types and masses. Since the cross section for gluino and squark production can be calculated as a function of mass, direct pair-production of long-lived gluinos, stops and sbottoms could be excluded in specific mass regions. Hadronizing gluinos up to a mass of between 562 GeV and 586 GeV (depending on hadronic scattering model) were excluded at 95% C.L. Stable sbottom and stop squarks were excluded at 95% up to a mass of 294 GeV and 309 GeV, respectively. All of these mass limits are the world's most stringent collider limits published to date for long-lived supersymmetric particles with color charge.

A search based on the same dataset and a muon-like signature was published by ATLAS after the work presented in this thesis [58]. No signal was observed and the resulting limits are close to those presented here. Finally, results from a search published by the CMS collaboration using a smaller dataset are also consistent with this work [56].
Figure 9.1: Cross section limits as a function of mass for $R$-hadrons. The intersections between the cross section limits and the corresponding theoretical prediction excludes $m_{\tilde{g}} < 586$ GeV, $m_{\tilde{t}} < 309$ GeV and $m_{\tilde{b}} < 294$ GeV.

Figure 9.2: Cross section limits as a function of mass for gluino $R$-hadrons for the three different models of hadronic scattering considered. The intersections show that masses below 586 GeV (generic), 566 GeV (Regge) and 562 GeV (intermediate) are excluded.
Part IV

Details for Paper II:

Search for massive long-lived highly ionising particles with the ATLAS detector at the LHC

“Här kan vi inte stanna,
släng era kartor
vi följer ån.
Dit vattnet rinner, dit går jag
och har jag någon med mig
heter det vi.”

– Daniel Boyacioglu
About Part IV

As outlined in Section 2.3, motivations exist for searching for highly ionizing particles (HIPs) at the LHC. Furthermore, putative HIPs would be produced at unknown rates, and therefore it may be possible to discover them with relatively modest amounts of integrated luminosity when reaching a new energy regime. This part of the thesis contains details pertaining to the early search for HIPs reported in Paper II. In the same manner as for Part III, it should be remarked that the presentation here does not presuppose that the reader has digested the journal article itself, however doing so could provide a useful overview for the details documented in the following chapters.

Searches for HIPs have been made in cosmic rays [137] and at colliders [7]. They have been a natural part of the early data exploitation program at colliders and were performed at LEP [138, 139, 140] and the Tevatron [141, 142, 143, 144]. As a consequence of the unavailability of full-fledged theoretical calculations for the production process of HIPs, empty-handed searches usually quote their results as cross section limits for a range in charge and mass for well-defined kinematic models rather than ruling out the existence of a specific particle within a certain mass range.

This part is organized similarly to Part III. Chapter 10 outlines the signature expected from a HIP produced in the ATLAS detector, followed by a definition of the scope of the search. This is followed by a discussion of electron-ion recombination and its consequences on the measured energy loss. This chapter also includes information regarding the simulated physics processes used to produce the results. The selection criteria applied to the data sample are described in Chapter 11 along with definitions of the acceptance and studies of the efficiencies for identifying HIPs of various electric charge and mass. The method used to estimate the background is described in Chapter 12. The final event yields are presented in Chapter 13 which also summarizes the results in the form of limits on the production cross section of HIPs possessing electric charges $6e \leq |q| \leq 17e$ and masses up to 1 TeV.
10 Expected detector response for highly ionizing particles

As was argued in the introduction of the corresponding chapter in Part III, it is of the utmost importance to understand the expected response of new physics in the detector when constructing a search, in particular when looking for particles which unusual signatures are expected. The expected response to HIPs in ATLAS is in this chapter first reviewed in an overview section. The scope of the search is then defined before details pertaining electron-ion recombination effects are discussed. This is followed by a section treating aspects specific to producing simulated HIP samples, and details regarding the samples used for this analysis.

10.1 Overview

Following the description of the expected interactions of HIPs passing through matter in Section 2.3.4, an overview of their possible detector signatures is presented here.

The ATLAS detector is well-suited to detect HIPs although the expected signature depends greatly on the charge of the HIP and its kinematics. In general, the magnitude of the electric (and/or magnetic) charge of the HIP determines its penetration depth in the detector. HIPs with very high charge are more likely to come to a stop early in the detector, e.g. already in the inner tracking volume, owing to catastrophic ionization energy loss. As discussed in relation to hadron-like and muon-like SMPs, particles with moderate charge are expected to penetrate further into the detector and could yield a muon-like signature, albeit with enhanced signals due to increased ionization.

This search was designed for HIPs leaving an electron-like signature in the detector. This includes a track measured in the ID tracking system followed by significant energy losses in the electromagnetic calorimeter, but no signal in the hadronic layers or the MS. At energies typical for LHC production processes this signature is typical of HIPs with $6e < |q| < 17e$ since their energy losses bring them to a stop in the EM calorimeter. The signature thus resembles that of an electron losing anomalously large amounts of energy through ionization. The presence of a HIP can in ATLAS be inferred from measurements of the fraction of hits along an associated track exceeding the high threshold in the TRT. In addition to this, the shape of the clustered energy depositions in the EM calorimeter serves as a discriminator for separating HIPs and particles from background processes [145].
10.2 Scope of the search

As stated above, the sought electron-like signature limits the sensitivity in electric charge to \(6e \lesssim |q| \lesssim 17e\). Despite the precautions taken to limit the sensitivity to the bending effects expected for tracks from magnetically charged particles, these scenarios need to be studied with dedicated simulations to assess the efficiency for magnetic monopole scenarios. Also, for particles with \(|q| > 17e\) or equivalent (Dirac monopoles are equivalent to \(q = 68.5e\) in terms of ionization), \(\delta\)-electrons contaminate the trackers with hits significantly. Long range delta electrons can produce track segments which intersect the main track and potentially be reconstructed as independent tracks. If the cluster is matched to the wrong track, it can cause a selected signal candidate to fail the TRT related set of cuts. For these reasons a more detailed study is needed to assess and minimize the impact of this effect on the efficiency for HIPs with \(|q| > 17e\). Furthermore, to correctly predict the response to high-\(q\) HIPs, the implementation of Birks’ law [146] in the ATLAS simulation framework needs to be modified, as described in the following section. Low-luminosity data enable searches for low charges thanks to low EM trigger energy thresholds. Particles with \(|q| < 6e\) would, however, be difficult to trigger on with a trigger based on clusters in the EM calorimeter due to their reduced energy deposition. For targeting the lower end of the charge spectrum, a muon signature would be more appropriate since low-charge HIPs are likely to punch through the calorimeters and be reconstructed as muon objects. That signature falls outside the scope of the studies presented in this thesis. As a consequence of the arguments presented above, the interpretation of the results in this search is limited to scenarios with HIPs possessing electric charges in the range \(6e < |q| < 17e\).

10.3 Birks’ law in LAr

Electron-ion recombination reduces the recorded energy in a LAr detector. The ratio of visible to true energy \(E/E_0\) increases with the applied electric field, and decreases with increasing \(dE/dx\). The latter can intuitively be motivated by combinatorics. The more concentrated the energy deposition is, the higher the density of ionized atoms and free electrons will be, leading to a larger fraction of electrons that will recombine before being captured by the electric field. This effect is thus especially important for highly charged particles.

Simulation of recombination effects in ATLAS is implemented using the so-called Birks’ law [146], which provides a phenomenological parametrization of \(E/E_0\) as a function of the applied electric field \(E_D\), the density \(\rho\), the energy loss \(dE/dx\), a normalization parameter \(A\) and Birks’ parameter \(k\), as described by equation (10.1).

\[
\frac{E}{E_0} = \frac{A}{1 + \frac{dE}{dx} \frac{k}{E_D \rho}}
\]  

(10.1)

Cosmic-ray muon and proton data from the ICARUS experiment for electric fields between 0.2 and 0.5 kV/cm yields \(k = 0.0486 \text{ kV/cm-g/(cm}^2\text{MeV)}\) [147]. This value of
Birks’ parameter was chosen for the ATLAS implementation of Birks’ correction under the naive assumption that it can be extrapolated to an electric field $E_D = 10 $ kV/cm. This implementation improves the MC description of test-beam data for minimum ionizing particles, when the normalization parameter $A$ is chosen so that the response to electrons is not changed, i.e. $A = 1.008$ [102].

The main concern when applying Birks’ correction with these default parameter values in the simulation of highly charged particles is that the parameter $k$ depends on the scale of $dE/dx$, meaning a single Birks parametrization is not expected to give a good fit to the data in a large range in $dE/dx$.

Another important consideration when applying Birks’ correction is the treatment of $\delta$-electrons\(^1\). The $\delta$-electrons are expected to reduce the quenching effect by transporting some of the energy deposition away from the particle trajectory.

Energy deposition measurements for relativistic heavy ions [147, 148, 149, 150] punching through a layer of a LAr detector can be used to test the validity of Birks’ parametrization for describing the charge output in LAr for highly charged particles. For this purpose, a standalone GEANT4 [121] simulation of a LAr detector was used to model the heavy ion results of Refs. [148, 149, 150]. Highly charged particles were used in the simulation, neglecting the effect of hadronic interactions. The electric field was varied and the fraction of visible energy $E/E_0$ was obtained from the simulated $dE/dx$ and Birks’ parametrization with default ATLAS parameter values. The simulation was performed both with and without simulating the production of $\delta$-electrons. The simulated results are compared to the data in Figure 10.1. These results show that the current implementation of the ATLAS simulation slightly underestimates the quenching effects due to electron-ion recombination for ions up to Ne ($q = 10e$), while the reverse is true for the heavier ions. Figure 10.2 shows that the relative difference in the $E/E_0$ ratio for data and simulation (for electric fields between 7–10 kV/cm) is within ±15% for all studied elements up to Fe ($q = 26e$). This corresponds to a region where $E/E_0$ is between 0.20 and 0.60 for $E_D = 10 $ kV/cm (see Figure 10.1). Thus, a systematic uncertainty of ±15% in the fraction of visible energy in the ATLAS LAr due to the modeling of recombination effects is assumed in this regime of $dE/dx$. As particles with $6e < |q| < 17e$ stopping in the LAr calorimeters in ATLAS are in the same regime of $dE/dx$, this uncertainty is used for estimating the systematic uncertainty for their energy loss.

\(^1\)A highly ionizing particle passing through matter can kick off energetic electrons from deep atomic layers, which can then travel macroscopic distances into the detector. These are called $\delta$-electrons, or $\delta$-rays.
Figure 10.1: Fraction of visible energy to total energy for relativistic heavy ions as a function of the applied electric field in a LAr detector, as measured by experiments (top left [148], middle left [149] and bottom left [150], where the rising curves are from measurements of released electric charge and the decreasing ones show scintillation light measurements), and on the right the corresponding results from standalone GEANT4 simulations including the application of Birks’ parametrization with default ATLAS values. The simulation was made including δ-electrons, as in the samples used in this search.
Figure 10.2: Ratio of the visible energy fraction from the simulation $R_{MC}$ to the one from experimental heavy ion data $R_{exp}$ (where $R = E/E_0$), for an electric field of 7 kV/cm. Error bars come from the experimental uncertainties quoted in the publications. For elements in the range Ne-Fe, corresponding to the $dE/dx$ regime relevant to this search, the relative difference between $R_{MC}$ and $R_{exp}$ is $\pm 15\%$.

10.4 Monte Carlo

General MC sample production details in ATLAS were reviewed in Section 5.4.1, and only details specific to the simulated samples used in Paper II are described here.

10.4.1 Signal processes

Though perhaps slightly confusing, the HIPs produced here are called “$Q$-balls”. The name is appropriate in the sense that they are simple balls of electric charge but, though they share similar expected detector signatures, they have little to do with the theory-inspired $Q$-balls described in e.g. Ref. [42]. Information related to the event generation and detector simulation steps is given below while technical details related to the digitization and reconstruction are omitted.

Event generation

As discussed in Section 2.3.2, no reliable models exist for the production of highly charged particles. Therefore the choice of kinematics for simulated samples is arbitrary. Though the underlying process could differ significantly, a Drell-Yan process is used. This process provides well-defined kinematics for a typical 2-to-2 process, which can be used as benchmark and facilitate comparison between different experiments.
The event generation was performed using the PYTHIA MC generator [40]. Technically the program was configured to generate muons with the desired $Q$-ball mass using the $q\bar{q} \rightarrow \gamma' \rightarrow f \bar{f}$ process, applying the requirement $m_{\gamma'} > 2m_{Q_{\text{ball}}}$ to produce pairs of massive particles. The event record of the final state was then manipulated to replace the particle codes of the two muons to those of $Q$-balls according to the PDG standard [6].

Masses of 200, 500 and 1000 GeV and charges of 6e, 10e, 17e were considered and samples were produced for all mass-charge combinations. As illustrated in the top left distributions in Figure 10.3, the Drell-Yan process yields particles more central in pseudorapidity with increasing mass. The top right distributions show the initial kinetic energy spectra in the $\eta$ range relevant to this search ($|\eta| < 1.35$ as motivated in Section 11.1). The bottom left and bottom right distributions show the initial speed $\beta$ before and after applying the selection criteria described in Section 11.2, for $|\eta| < 1.35$.

![Figure 10.3: MC truth quantities for the Drell-Yan process with three different masses. Top left: $\eta$; top right: kinetic energy for $|\eta| < 1.35$; bottom left: $\beta$ for $|\eta| < 1.35$; bottom right: $\beta$ for selected events (with charge 10e; selection cuts are defined in Section 11.2). The histograms are normalized to the same number of entries.](image)

**GEANT4 simulation**

A special extension to the GEANT4 simulation framework was implemented to extend the support to particles with high electric charge. This extension relies on the standard
10.4 Monte Carlo

GEANT4 ionization routines and includes e.g. behavior described by the Bethe-Bloch formula for the energy deposition and emissions of $\delta$-electrons.

10.4.2 Background processes

A data-driven method is used in this work to estimate the yields from SM background processes following the final selections described in Section 11.2. However, before putting any trust in the simulated signal samples, it must be demonstrated that the distributions of the relevant observables are well described by the MC. A sample of simulated background events is used for this purpose. This sample, labeled JF17 in the figures, consists of a mix of two-to-two SM processes, weighted by their cross sections. The generated events were filtered, requiring the transverse momentum $p_T > 15$ GeV for the produced particles in the rest frame of the hard scatter. In addition, a true transverse energy larger than 17 GeV summed over the final state particles in a $\Delta \eta \times \Delta \phi \approx 0.12 \times 0.12$ window was required. The dominant process in this sample is QCD jet production. However, the sample also contains contributions from heavy quark and single prompt photon production. This sample contains $4 \times 10^7$ events and corresponds roughly to an integrated luminosity of 0.8 pb$^{-1}$. In the following figures in this part of the thesis, the JF17 sample is always normalized to the data.
11 Event and candidate selection

11.1 Trigger

This search relies on an electron-like signature, and consequently uses the lowest-threshold unprescaled electromagnetic trigger signature for the data taking period under consideration, \texttt{e10\_medium}. This trigger looks for electrons with \( p_T > 10 \text{ GeV} \) that pass the “medium” electron identification criteria described below. As described in Section 4.6.1, so-called trigger towers with dimension \( \Delta \eta \times \Delta \phi = 0.1 \times 0.1 \) are used in the first-level calorimeter trigger. In each trigger tower the cells of the electromagnetic and hadronic calorimeters are summed. The identification of potential \( e/\gamma \) candidates is done by looking for local maxima with a sliding window algorithm using \( 4 \times 4 \) trigger towers. The most energetic of the four \( 1 \times 2 \) or \( 2 \times 1 \) combinations of the \( 2 \times 2 \) core has to pass the electromagnetic cluster threshold of 5 GeV. If an event gives rise to this signature, it passes the \texttt{L1\_EM5} trigger. In the Level-2 trigger it is possible to do more careful reconstruction of the energy depositions from the individual calorimeter cells. Tracks are reconstructed through fast tracking algorithms in the regions of interest pointed out by Level-1, and matched to the EM clusters. At the Event Filter (EF), algorithms similar to those run to reconstruct electrons in the offline software are used. The \texttt{L2\_e10\_medium} and \texttt{EF\_e10\_medium} triggers include requirements on the shower shape and a veto on hadronic leakage in order to reject jets [151]. The performance of this \texttt{em10\_medium} signature is well understood in 7 TeV collision data [152], and the efficiency has been estimated to be approximately 94\% for electrons with offline reconstructed \( E_T > 15 \text{ GeV} \). Since a HIP stopping in the EMB would exhibit the characteristics of an excellent trigger object with high ID hit efficiency and an extremely narrow energetic EM cluster, there are no reasons to expect significant trigger efficiency losses not accounted for by the Monte Carlo (MC) simulation. Possible effects due to the increased time-of-flight of very massive particles have been investigated and are included in the summary of effects of systematic uncertainties in Section 13.2.

11.2 Data selection

Data from the trigger stream containing events that passed \( e/\gamma \) trigger signatures as well as the debug stream were analyzed. The data was recorded between June and August, 2010, and correspond to an integrated luminosity of approximately 3.1 pb\(^{-1}\) after apply-
ing filtering requirements based on data quality.

11.2.1 Signal candidate definition

In ATLAS, electron reconstruction [153] is seeded by clusters with transverse energy \( E_T > 2.5 \text{ GeV} \) in the second layer of the electromagnetic calorimeter. Tracks reconstructed in the ID with \( p_T > 0.5 \text{ GeV} \) in an angular vicinity of the clusters are extrapolated to the second EM calorimeter layer. If close enough, the track with the best match to the barycenter of the cluster is kept as that belonging to the electron candidate. The standard offline electron identification is based on a set of cuts optimized in bins of \( \eta \) and \( E_T \). Three sets of cuts are defined: loose, medium and tight. The medium definition which is imposed in this search implies requirements on the hadronic leakage, the shower shape variables involving the first and second layers of the EM calorimeter, and on tracking variables. An example of a shower shape variable based on the second layer in the EMB is the lateral shower width. Variables based on the first layer include the total shower width and the energy outside the shower core. The detector signature expected from HIPs fulfill these requirements as they produce clusters which are much narrower than EM showers. With respect to the track quality, at least one hit is required in the Pixel detector and at least seven hits in total in the silicon detectors (Pixel and SCT detectors). The transverse impact parameter is required to be less than 5 mm and the cluster-to-track matching must fulfill \( \Delta \eta < 0.01, \Delta \phi < 0.02 \).

Reconstructed electrons that in addition to the standard ATLAS “medium” requirements also has an offline cluster \( E_T > 15 \text{ GeV} \) and \( \eta > 1.35 \) are referred to as candidates in the following. The minimum \( E_T \) is required to guarantee that the candidates are in the plateau region of the trigger turn-on curve (see Section 11.1). The pseudorapidity requirement \( |\eta| < 1.35 \) is applied to avoid the transition region between the electromagnetic barrel and endcap. In addition, staying away from this region ensures the robustness of the cluster shape variables.

Distributions of electron \( E_T \), \( p_T \), \( \eta \) and \( \phi \) are shown in Figure 11.1 for candidates passing the selections described above. The shaded distribution corresponds to the simulated background processes, normalized to the data, and the dotted line illustrates the expected spectrum for \( Q \)-balls with \( q = 10e \) and \( m = 500 \text{ GeV} \) pair-produced through a Drell-Yan process. As for all following figures in this part of the thesis, the distributions representing simulated background and signal processes are normalized to the data.

11.2.2 Preselection

The preselection criteria are applied to ensure that the quality of the track and cluster associated with the electron object is good enough to enable a reliable computation of the final selection variables, and to provide a data sample with which to estimate the background to the search. Since one of the final selection variables is based on the response in the TRT, a preselection requirement is imposed on the number of TRT hits \( N_{\text{TRT}} \) on the
Figure 11.1: Cluster $E_T$ (top left), track $p_T$ (top right), $\eta$ (bottom left) and $\phi$ (bottom right) associated with all candidates, i.e. medium electron objects with $E_T > 15$ GeV and $|\eta| < 1.35$.

track associated with the candidate, shown for experimental data and simulations in Figure 11.2. The other selection variables are related to the width of the associated cluster. Therefore, requirements are imposed on the energies in the three leading cluster cells in EM layer 1, denoted $E_{3,1}$, and EM layer 2, denoted $E_{3,2}$. Figure 11.3 shows the observed distributions for these variables, as well as the corresponding ones expected from signal and background simulations. In addition to the criteria described above, the preselection requires $N_{\text{TRT}} > 10$, $E_{3,1} > 2$ GeV and $E_{3,2} > 4$ GeV.

Table 11.1 shows the event yields observed in experimental data and the simulated background and signal processes, at two stages of the selection. The “Filtering” column corresponds to events passing the trigger and having at least one reconstructed candidate. The preselection is defined in the above.

11.2.3 Final selection

The final selection criteria are applied to reject SM processes in order to enhance the signal-to-background ratio. The first criterion concerns the fraction of TRT high-threshold hits $f_{\text{HT}}$ shown in Figure 11.4. An impressive separation between signal and background is seen, and a decent agreement between the simulated background and the experimental data. The remaining two variables used in the final selection reflect the width of the EM calorimeter cluster, and are denoted $w_1$ and $w_2$. They are defined as the fractions of the...
Figure 11.2: Number of TRT hits on tracks associated with candidates.

Figure 11.3: Energy in the three most energetic cells in EM layer 1 (left) and EM layer 2 (right) for the cluster associated with all candidates.
### 11.2 Data selection

<table>
<thead>
<tr>
<th>Sample</th>
<th>Filtering</th>
<th>Preselection</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data</td>
<td>205496</td>
<td>137117</td>
</tr>
<tr>
<td>JF17</td>
<td>52518</td>
<td>38442</td>
</tr>
<tr>
<td>Signal: q / m</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6e / 200 GeV</td>
<td>2283</td>
<td>2182</td>
</tr>
<tr>
<td>6e / 500 GeV</td>
<td>3250</td>
<td>3167</td>
</tr>
<tr>
<td>6e / 1000 GeV</td>
<td>3900</td>
<td>3797</td>
</tr>
<tr>
<td>10e / 200 GeV</td>
<td>3776</td>
<td>3667</td>
</tr>
<tr>
<td>10e / 500 GeV</td>
<td>5094</td>
<td>4952</td>
</tr>
<tr>
<td>10e / 1000 GeV</td>
<td>6408</td>
<td>6230</td>
</tr>
<tr>
<td>17e / 200 GeV</td>
<td>3202</td>
<td>2480</td>
</tr>
<tr>
<td>17e / 500 GeV</td>
<td>4846</td>
<td>4064</td>
</tr>
<tr>
<td>17e / 1000 GeV</td>
<td>5663</td>
<td>4951</td>
</tr>
</tbody>
</table>

Table 11.1: Number of events after filtering (including trigger and candidate requirements) and preselection. Each signal sample is based on 20000 pair-produced Drell-Yan events.

![Figure 11.4](image1.png)

Figure 11.4: Fraction of TRT HT hits ($f_{HT}$) associated with preselected candidates. The distributions predicted by simulations are normalized to the data.
cluster energy outside the three most energetic cells, in EM layer 1 and 2, respectively. Technically they are computed by looping over the cells in a given layer belonging to the cluster, and dividing the summed energy in all but the three leading cells by the total energy. Figure 11.5 shows the observed and expected distributions for these cluster width variables. It is clear that they also offer powerful discrimination between signal and back-

![Figure 11.5](image)

**Figure 11.5:** Fraction of energy not contained in the three most energetic cells in EM layer 1, $w_1$ (left), and EM layer 2, $w_2$ (right), for clusters associated with preselected candidates.

ground. Signal scenarios with different mass-charge combinations yield similar spectra as the ones shown for the $q = 10e$, $m = 500$ GeV sample in Figures 11.4 and 11.5.

Figure 11.6 shows the correlations between the TRT-based and cluster-based variables. The signal events are isolated in the lower right corner and it is clear that combining requirements on $f_{HT}$ and $w_1/w_1$ results in a superior discrimination power in the analysis.

![Figure 11.6](image)

**Figure 11.6:** Fractions $w_1$ (left) and $w_2$ (right) versus $f_{HT}$ associated with preselected candidates.

Motivated by the shapes of the predicted spectra for signal and backgrounds for $f_{HT}$, $w_1$, and $w_2$ in Figures 11.4 and 11.5, the final selection requirements in this search were
determined to be $f_{HT} > 0.65$, $w_1 < 0.20$ and $w_2 < 0.15$. The thresholds were chosen to
yield a very small $(\ell^+\ell^-)$ predicted background while retaining high signal selection efficiencies.

11.3 Acceptance and stopping

This search is sensitive only to particles stopping near or inside the LAr detector due to the veto on hadronic leakage required by the "medium" electron identification criteria. This effectively rejects HIPS which traverse the EM calorimeter and also deposit energy in the Tile calorimeter. Furthermore, there are criteria concerning the cluster shape in EM layer 2. The search is therefore sensitive only to particles stopping in either EM layer 2 or EM layer 3.

Since the stopping position is crucial to the type of detector signature a HIP will give rise to, and it depends greatly on the kinematics for which there are no reliable theoretical predictions, an attempt is made to define the acceptance in terms of both geometry and kinematics.

To facilitate this, a careful study of where HIPS of various masses and charges stop within ATLAS was performed. The signal MC samples described in Section 10.4.1 were processed with GEANT4 which propagates the HIPS along their trajectories. When a HIP has lost all of its kinetic energy, the position is recorded. These positions were then used to form a map of where in ATLAS the particles stopped. Table 11.2 shows the probabilities for a HIP produced with Drell-Yan kinematics to stop within EM layer 2 or 3. The numbers in the parentheses indicate the probabilities that at least one of the two produced particles in the event stops in the sensitive volume. The relative uncertainty in these numbers due to statistical uncertainty is of the order of 2%.

<table>
<thead>
<tr>
<th>Mass [GeV]</th>
<th>$q = 6e$</th>
<th>$q = 10e$</th>
<th>$q = 17e$</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>0.12 (0.16)</td>
<td>0.21 (0.27)</td>
<td>0.20 (0.26)</td>
</tr>
<tr>
<td>500</td>
<td>0.12 (0.15)</td>
<td>0.21 (0.26)</td>
<td>0.25 (0.31)</td>
</tr>
<tr>
<td>1000</td>
<td>0.17 (0.22)</td>
<td>0.24 (0.31)</td>
<td>0.24 (0.30)</td>
</tr>
</tbody>
</table>

Table 11.2: Fractions of particles stopping within EM layer 2 or 3 within $|\eta| < 1.35$ assuming Drell-Yan kinematics. The numbers in the parentheses indicate the probability that at least one of the two HIPS produced in the event stops in the sensitive volume.

As expected, particles with higher electric charges ionize more and are brought to a stop earlier in the detector. For the case of $q = 6e$, there is a large acceptance loss due to particles punching through the EM calorimeter. For $q = 10e$, the bulk of the stopping positions is around the EM calorimeter, which results in the maximum efficiency. For the $q = 17e$ scenario, a large loss in efficiency is caused by particles stopping before the second EM calorimeter layer.

The variations with mass can be explained by a combination of two effects. With Drell-Yan kinematics, the pseudorapidity spectrum becomes more central with increasing
mass, as shown in the top left distributions of Figure 10.3. This increases the probability for candidates to pass the $|\eta| < 1.35$ requirement which enhances the acceptance. In addition, the speed decreases with increasing mass (as shown in bottom left plot of Figure 10.3), and the ionization energy loss increases for decreasing $\beta$. This means that for a given charge the HIPs are stopped closer to the interaction point for higher masses. Depending on the charge, increasing mass can lead to an increase in acceptance (6e) or a decrease in acceptance (17e). Combining these effects a qualitative understanding of the numbers in Table 11.2 is obtained.

Highly charged particles within the energy range where they have a high probability to stop in the second layer of the EMB also have a high probability to trigger the event, be reconstructed as electron objects and pass the subsequent selection cuts. This corresponds to the darker areas in Figure 11.7, which shows the selection efficiencies as a function of the true pseudorapidity and kinetic energy at origin for various signal scenarios. The efficiency within these regions is almost flat and relatively high (0.5–0.9). These areas in the $\eta$-$E_{\text{kin}}$ plane can therefore be defined as the sought kinematic acceptances. For each signal scenario the corresponding acceptance region can be encompassed by a parallelo-

![Figure 11.7: Two-dimensional distributions indicating the probabilities to pass all offline selection criteria as functions of pseudorapidity and kinetic energy for HIPs with charges 6e, 10e and 17e (left, middle and right) and masses 200, 500 and 1000 GeV (top, middle, bottom). The darker area corresponds to the kinetic range where the particles stop in the second layer of the EM calorimeter barrel. The corners of each area are defined by the values in Table 11.3.](image)
11.4 Selection efficiencies

<table>
<thead>
<tr>
<th>Signal: ( q / m )</th>
<th>( E_{\text{kin}}^{\text{min}} )</th>
<th>( E_{\text{kin}}^{\text{max}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 6e / 200 \text{ GeV} )</td>
<td>40</td>
<td>50</td>
</tr>
<tr>
<td>( 6e / 500 \text{ GeV} )</td>
<td>50</td>
<td>70</td>
</tr>
<tr>
<td>( 6e / 1000 \text{ GeV} )</td>
<td>60</td>
<td>130</td>
</tr>
<tr>
<td>( 10e / 200 \text{ GeV} )</td>
<td>50</td>
<td>80</td>
</tr>
<tr>
<td>( 10e / 500 \text{ GeV} )</td>
<td>80</td>
<td>110</td>
</tr>
<tr>
<td>( 10e / 1000 \text{ GeV} )</td>
<td>110</td>
<td>150</td>
</tr>
<tr>
<td>( 17e / 200 \text{ GeV} )</td>
<td>100</td>
<td>150</td>
</tr>
<tr>
<td>( 17e / 500 \text{ GeV} )</td>
<td>150</td>
<td>190</td>
</tr>
<tr>
<td>( 17e / 1000 \text{ GeV} )</td>
<td>190</td>
<td>240</td>
</tr>
</tbody>
</table>

Table 11.3: Kinetic energies (in GeV) defining the range of good acceptance for HIPs with the masses and electric charges considered in this search. The coordinates in the \( |\eta| - E_{\text{kin}} \) plane corresponds to the corners of a parallelogram (see Figure 11.7 for more details).

gram, defined by its four corners as listed in Table 11.3. For the \( q = 6e, m = 1000 \text{ GeV} \) case, the slightly different shape of the dark area (bottom left in Figure 11.7) is explained by the fact that particles with this charge and mass stopping in the EMB have relatively low speed and are more delayed if they are produced at low energy and relatively high \( \eta \). A large delay causes the energy pulse to be poorly reconstructed at trigger level for low energy and relatively high \( \eta \).

11.4 Selection efficiencies

The selection efficiencies \( \epsilon \), including requirements on offline objects as well as trigger, given that the HIPs are in the acceptance defined in Table 11.3 are shown in Table 11.4. The mass dependence is generally small. Overall selection efficiencies for Drell-Yan kinematics \( \epsilon_{DY} \) are summarized in Table 11.5. The Drell-Yan efficiencies are the total fractions of MC signal events passing the selections defined in Section 11.2, and include both acceptance and efficiency.

Systematic effects which are not included in the MC simulation can cause the central value of the efficiency to shift. The uncertainties due to Birks’ correction are slightly asymmetric. To account for their asymmetry when computing the final results (the method assumes symmetric uncertainties, see Chapter 13), the efficiencies are slightly shifted and the mean value of both sides of the systematic uncertainty related to Birks’ correction is used. The impact of this adjustment on the final result is minimal. Another effect not modeled to a satisfactory precision in the MC is the potential loss in Level-1 trigger efficiency due to the risk of slow HIPs triggering in the subsequent bunch crossing. This effect is only significant for the \( q = 6e, m = 1000 \text{ GeV} \) case, for which a potential loss
Event and candidate selection

is estimated to 25%. The central value of the efficiency for this charge and mass point is thus shifted by $-25\%$, and a conservative systematic uncertainty of $\pm 25\%$ is assumed. The shifted efficiency values are shown in the right side of Tables 11.4 and 11.5.

<table>
<thead>
<tr>
<th>Mass [GeV]</th>
<th>$q = 6e$</th>
<th>$q = 10e$</th>
<th>$q = 17e$</th>
<th>$q = 6e$</th>
<th>$q = 10e$</th>
<th>$q = 17e$</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>0.84</td>
<td>0.83</td>
<td>0.49</td>
<td>0.82</td>
<td>0.82</td>
<td>0.48</td>
</tr>
<tr>
<td>500</td>
<td>0.88</td>
<td>0.87</td>
<td>0.63</td>
<td>0.87</td>
<td>0.86</td>
<td>0.62</td>
</tr>
<tr>
<td>1000</td>
<td>0.76</td>
<td>0.87</td>
<td>0.71</td>
<td>0.56</td>
<td>0.86</td>
<td>0.70</td>
</tr>
</tbody>
</table>

Table 11.4: Expected fractions of selected signal events assuming kinematics inside the acceptance regions defined by the values in Table 11.3 (this includes efficiency and trigger). The left table shows the raw output of the MC simulation, and the right table shows the efficiency values adjusted for effects which are not simulated in the MC.

<table>
<thead>
<tr>
<th>Mass [GeV]</th>
<th>$q = 6e$</th>
<th>$q = 10e$</th>
<th>$q = 17e$</th>
<th>$q = 6e$</th>
<th>$q = 10e$</th>
<th>$q = 17e$</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>0.11</td>
<td>0.18</td>
<td>0.11</td>
<td>0.10</td>
<td>0.18</td>
<td>0.11</td>
</tr>
<tr>
<td>500</td>
<td>0.15</td>
<td>0.24</td>
<td>0.20</td>
<td>0.15</td>
<td>0.24</td>
<td>0.19</td>
</tr>
<tr>
<td>1000</td>
<td>0.18</td>
<td>0.30</td>
<td>0.24</td>
<td>0.13</td>
<td>0.30</td>
<td>0.24</td>
</tr>
</tbody>
</table>

Table 11.5: Efficiencies identically defined to those in Table 11.4 but for signal events assuming Drell-Yan kinematics.

11.5 Trigger efficiency

The trigger efficiency, defined as the probability that a signal event passing the offline selection passes the e10_medium chain, is predicted by the MC simulation to be higher than 0.94 in the signal MC samples (see Table 11.6).

<table>
<thead>
<tr>
<th>Mass [GeV]</th>
<th>$q = 6e$</th>
<th>$q = 10e$</th>
<th>$q = 17e$</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>0.99</td>
<td>0.96</td>
<td>0.94</td>
</tr>
<tr>
<td>500</td>
<td>0.99</td>
<td>0.97</td>
<td>0.94</td>
</tr>
<tr>
<td>1000</td>
<td>0.98</td>
<td>0.99</td>
<td>0.96</td>
</tr>
</tbody>
</table>

Table 11.6: Trigger efficiencies estimated by the MC simulation after offline selection cuts are applied, assuming kinematics inside the acceptance regions defined by the values in Table 11.3.
12 Background estimation method

In this chapter, a method for estimating the expected background in the signal region based on data alone is described. The method, commonly called the $ABCD$ method, exploits the fact that requirements on two quantities can be used to split a set of events into four distinct subsets. If the quantities have large discriminating power and a small correlation, the yields in three of the subsets can be used to make a prediction about the yield in the fourth.

12.1 Correlations between selection variables

Three variables are used to go from preselection to final selection, which means several combinations exist for the choice of the two quantities. Since the method relies on the two quantities being independent, an important factor to consider before choosing is the correlations between the available variables. Linear correlation coefficients were determined for the three combinations of $w_1$, $w_2$ and $f_{HT}$ using two-dimensional distributions obtained from the data:

$$
\rho_{f_{HT},w_1} = 0.18 \quad \rho_{f_{HT},w_2} = 0.15 \quad \rho_{w_1,w_2} = 0.54
$$

The two variables related to the cluster width, $w_1$ and $w_2$, are strongly correlated and cannot be considered independent. To nevertheless take advantage of their combined discriminating power, they are joined in one single cut.

There is a slight positive correlation between $w_i$ and $f_{HT}$. The sign of the correlation indicates that the variables tend to vary in the same direction for background, i.e. a low $w_i$ (which is expected for signal) is more likely to be associated with a low $f_{HT}$ (which is expected for background). Because of this, the assumption that the two variables are independent leads to a conservative background estimate. A potential phenomenon that could explain (part of) this correlation is that tracks with many HT hits in the TRT can be caused by two particles following the same trajectory, which could lead to a wider EM cluster than the average.
12.2 Selection probabilities for independent variables

The following two selection cuts are applied to preselected candidates in order to reject background:

- Requirement 1: $f_{HT} > 0.65$
- Requirement 2: $w_1 < 0.20 \& \& w_2 < 0.15$

where Requirement 2 combines $w_1 < 0.20$ and $w_2 < 0.15$ with a logical AND, requiring both inequalities to be true. Using these selections, the preselected candidates are divided into four subsamples defined in Table 12.1. The candidates failing both requirements are found in subsample $B$. The candidates passing only Requirement 1 or 2 are in subsamples $C$ and $A$, respectively. The region defined by passing both requirements represent the signal region, $D$. Assuming the two requirements are independent, the probability of passing Requirement 1 does not depend on whether or not the candidate passes Requirement 2. Therefore,

$$\frac{N_A}{N_D} = \frac{N_B}{N_C} \iff N_D = \frac{N_A N_C}{N_B},$$

(12.2)

where $N_i$ corresponds to the candidate yield in subsample $i$. Denoting the probability of passing Requirement 1 and 2 $p_{fHT} = \frac{N_C}{N_B+N_C}$ and $p_w = \frac{N_A}{N_A+N_B}$, respectively, and the total number of preselected candidates $N_{pre}$, the expected yield in the signal region due to background can be expressed as

$$N_D = N_{pre} p_{fHT} p_w.$$  

(12.3)

Figure 12.1 illustrates with the square markers the fraction of preselected events outside the signal region which are selected by Requirements 1 (a) and 2 (b). The calculation of the final background estimate in the signal region is deferred to the next chapter where the final yields are presented.
12.2 Selection probabilities for independent variables

Figure 12.1: (a) Distribution of $f_{HT}$ for preselected candidates in the background region where either $w_1$ or $w_2$ fails the selection cut. (b) shows $w_1$ versus $w_2$ for preselected candidates in the background region where $f_{HT}$ fails the selection cut. Candidates in the signal regions at high $f_{HT}$ in (a) and low $w_1$ and $w_2$ in (b) are drawn with colored square markers.

12.2.1 Sensitivity to $f_{HT}$, $w_1$ and $w_2$ threshold values

In order to test the robustness of the background estimation method, relaxed versions of the final selection requirements were tested to allow some background to pass the selection. Applying $f_{HT} > 0.45$, $w_1 < 0.30$ and $w_2 < 0.25$, the estimated number of background events was 182, and the observed number of events passing the selection in the data was 46. This confirms that the method overestimates the background close to the signal region and is thus conservative. The overestimate of the background has been checked and found qualitatively consistent with the observed correlations between $w_i$ and $f_{HT}$, which by design are assumed to be consistent with zero in the background estimation method. The relative increase in signal efficiency is small, 3.6% on average, when using the relaxed the requirements above. The effect of tightening the requirements was also investigated, resulting in a background estimate two orders of magnitude smaller than with the nominal thresholds, while reducing the signal efficiencies by a few percent. As explained in the following section, the predicted background is negligible already with the nominal requirements, so it is not desirable to further suppress it at the cost of losing signal efficiency.
13 Results

13.1 Final yields and predictions

Applying the final selections as described in Section 11.2.3 to the data and the simulated samples, the final yields in Table 13.1 are obtained. No event in the experimental data passes the final selection.

In the regions defined in Chapter 12 the following event yields were observed: $N_A$: 143, $N_B$: 137342, $N_C$: 18, $N_D$: 0. Inserting these values into the expressions for the probabilities of passing each individual requirement in the final selection gives $p_{f_{142}} = (1.3 \pm 0.3) \times 10^{-4}$ and $p_w = (1.0 \pm 0.1) \times 10^{-3}$. Inserting these probabilities together with $N_{pre} = 137503$ into equation (12.3) yields a final predicted background of $0.019 \pm 0.005$ (stat.) events in the signal region, which is compatible with the observation.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Filtering</th>
<th>Preselection</th>
<th>Final selection</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data</td>
<td>205496</td>
<td>137117</td>
<td>0</td>
</tr>
<tr>
<td>JF17</td>
<td>52518</td>
<td>38442</td>
<td>0</td>
</tr>
<tr>
<td>Signal: $q / m$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6e / 200 GeV</td>
<td>2283</td>
<td>2182</td>
<td>2094</td>
</tr>
<tr>
<td>6e / 500 GeV</td>
<td>3250</td>
<td>3167</td>
<td>3041</td>
</tr>
<tr>
<td>6e / 1000 GeV</td>
<td>3900</td>
<td>3797</td>
<td>3637</td>
</tr>
<tr>
<td>10e / 200 GeV</td>
<td>3776</td>
<td>3667</td>
<td>3527</td>
</tr>
<tr>
<td>10e / 500 GeV</td>
<td>5094</td>
<td>4952</td>
<td>4782</td>
</tr>
<tr>
<td>10e / 1000 GeV</td>
<td>6408</td>
<td>6230</td>
<td>6040</td>
</tr>
<tr>
<td>17e / 200 GeV</td>
<td>3202</td>
<td>2480</td>
<td>2273</td>
</tr>
<tr>
<td>17e / 500 GeV</td>
<td>4846</td>
<td>4064</td>
<td>3910</td>
</tr>
<tr>
<td>17e / 1000 GeV</td>
<td>5663</td>
<td>4951</td>
<td>4805</td>
</tr>
</tbody>
</table>

Table 13.1: Number of events after filtering (including trigger and candidate requirements), preselection and final selection. Each signal sample is based on 20000 pair-produced Drell-Yan events.
13.2 Summary of systematic uncertainties

A summary of the systematic uncertainties affecting the selection efficiencies for signal scenarios is given in Table 13.2, along with their estimated resulting impact on the signal efficiencies. The table shows example numbers based on signal samples with $m_{\text{Oball}} = 500$ GeV. A cursory review of each of the uncertainties listed in the table can be found below.

<table>
<thead>
<tr>
<th>Source</th>
<th>$q = 6e$</th>
<th>$q = 10e$</th>
<th>$q = 17e$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Birks’ correction</td>
<td>0.16</td>
<td>0.06</td>
<td>0.04</td>
</tr>
<tr>
<td>$\delta$-electrons</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>Detector material density</td>
<td>0.06</td>
<td>0.06</td>
<td>0.06</td>
</tr>
<tr>
<td>Cross-talk</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>Inactive detector description</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>Timing effects</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>PDF uncertainty</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>MC statistics</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>0.18</strong></td>
<td><strong>0.10</strong></td>
<td><strong>0.09</strong></td>
</tr>
</tbody>
</table>

Table 13.2: Relative systematic uncertainty estimates in the signal selection efficiencies for particles with mass 500 GeV. The mass dependence in these numbers is generally small (see Table 13.3), except in the particular case of $q = 6e, m = 1000$ GeV where timing effects contribute significantly.

The uncertainties related to Birks’ correction are related to the modeling of electron-ion recombination in the simulations, as discussed in some detail in Section 10.3.

Within the GEANT4 simulation, there exists a parameter that controls the cut-off range related to the treatment of $\delta$-electrons, and there is an uncertainty on the value for this parameter. The $\delta$-electrons contaminate the tracker with extra hits which can give rise to additional reconstructed tracks near the candidates. If one of these tracks is accidentally matched to a candidate, it is likely to not pass the $f_{\text{HT}}$ requirement. To estimate the sensitivity to the chosen parameters value, special simulations were run where the default value was scaled up and down by a factor of 2, yielding shifts in the signal efficiencies of approximately $\pm 3\%$.

Since the stopping positions of the HIPs in ATLAS are determined by the amount of material in the detector, the selection efficiencies are sensitive to imperfections in the detector geometry model used in the simulations. To test the sensitivity of the selection efficiency to these effects, simulations with alternative geometry models were performed. A model with an additional 10% material in the inner detector was tested, as was one with 5-20% extra material between various EM calorimeter layers. The total relative effect on the signal efficiency was estimated in this way to be 6%.

In the EM calorimeter, energy deposited in a given cell can give rise to signals in
adjacent cells, known as a “cross-talk” effect. This effect is modeled in the simulation of the EM calorimeter. However, since this should affect the shower shape variables used in this analysis, the simulation was run with the effect doubled. This reduces the overall efficiency with less than 2%.

During long periods of detector operation, modules and individual channels of the EM calorimeter can suffer from periods of malfunction. This is not modeled correctly by the simulations, and the impact of this on the signal efficiency was therefore investigated. This effect was estimated to degrade the reconstruction efficiency of electrons by 2%.

For very slow-moving HIPs, there is a risk that the energy depositions are so late that they trigger in the bunch crossing after they were produced. This effect starts to become significant for delays of 10 ns or more, corresponding to a constant speed $\beta < 0.37$. Since HIPs undergo dramatic energy losses, they are expected to slow down as they pass through the detector. The only signal sample for which this is a significant effect is the $q = 6e$ and $m = 1000$ GeV. The true $\beta$ spectrum for the HIPs passing the selection peaks between 0.32 to 0.47. Approximately 50% of the candidates in this sample at risk of causing a late trigger [154, 155]. Since this is not modeled with sufficient accuracy in the simulations, the efficiency is scaled down by 25% and an additional systematic uncertainty of 25% is assigned to this sample only.

The choice of parton density function used in the event generation affects the kinematics. To test the sensitivity of the efficiencies for signal with the Drell-Yan kinematics, seven different PDF sets were tested. The resulting relative uncertainty on the efficiency from these tests was determined to be approximately 3%.

Due to the limited statistics of the simulated signal samples, an uncertainty arises in the efficiencies due to poisson fluctuations. This uncertainty was determined to approximately 2%.

After combining all effects, the total relative systematic uncertainties in the selection efficiency for signal in the charge and mass ranges considered here are reported in Table 13.3. They are generally dominated by the uncertainties in Birks’ correction.

<table>
<thead>
<tr>
<th>Mass [GeV]</th>
<th>$q = 6e$</th>
<th>$q = 10e$</th>
<th>$q = 17e$</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>0.245</td>
<td>0.111</td>
<td>0.093</td>
</tr>
<tr>
<td>500</td>
<td>0.172</td>
<td>0.097</td>
<td>0.087</td>
</tr>
<tr>
<td>1000</td>
<td>0.282</td>
<td>0.095</td>
<td>0.088</td>
</tr>
</tbody>
</table>

Table 13.3: Total relative systematic uncertainties in signal efficiency, combining the effects of all investigated sources.

The uncertainty on the integrated luminosity has been estimated to 11% [131].
13.3 Limits

In the zero background hypothesis, assuming Poisson statistics, the following limit in the number of signal events $N$ is obtained: $N < 3.0$ (95\% confidence level) [4].

The following expression describes the cross section $\sigma$:

$$\sigma = \frac{N}{\varepsilon L},$$

(13.1)

where $N$ is the number of observed events, $L$ is the integrated luminosity and $\varepsilon$ is the total selection efficiency which varies between the considered signal scenarios.

$N = 0$ is observed, and zero background events are expected. In absence of both signal and background, a limit is put on $\sigma$ using a standard bayesian approach [156], where systematic uncertainties in $L$ and $\varepsilon$ are taken into account assuming they are gaussian and independent, using a flat distribution as the prior. The resulting 95\% confidence level (C.L.) cross section limits assuming Drell-Yan kinematics are shown in Table 13.4. Limits on the effective cross section for particles produced in the regions of kinematic acceptance defined in Table 11.3 were also computed and are shown in Table 13.5, assuming the same systematic uncertainties as above. These cross section limits were compared with results from independent calculations and found to agree within 0.2 pb.

<table>
<thead>
<tr>
<th>Mass [GeV]</th>
<th>$q = 6e$</th>
<th>$q = 10e$</th>
<th>$q = 17e$</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>11.5</td>
<td>5.9</td>
<td>9.1</td>
</tr>
<tr>
<td>500</td>
<td>7.2</td>
<td>4.3</td>
<td>5.3</td>
</tr>
<tr>
<td>1000</td>
<td>9.3</td>
<td>3.4</td>
<td>4.3</td>
</tr>
</tbody>
</table>

Table 13.4: Upper limits on the production cross section for long-lived massive particles with high electric charges produced in pairs with Drell-Yan kinematics, in picobarn, at 95\% C.L.

<table>
<thead>
<tr>
<th>Mass [GeV]</th>
<th>$q = 6e$</th>
<th>$q = 10e$</th>
<th>$q = 17e$</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>1.4</td>
<td>1.2</td>
<td>2.1</td>
</tr>
<tr>
<td>500</td>
<td>1.2</td>
<td>1.2</td>
<td>1.6</td>
</tr>
<tr>
<td>1000</td>
<td>2.2</td>
<td>1.2</td>
<td>1.5</td>
</tr>
</tbody>
</table>

Table 13.5: Upper limits at 95\% C.L. for long-lived massive particles with high electric charges produced in regions of pseudorapidity and kinetic energy as defined in Table 11.3, in picobarn, at 95\% C.L.

Using these results, cross section limits can be obtained at generator level for any given model of kinematics. This can be done by dividing the limits calculated for the kinematic acceptance regions with the fraction of events where at least one HIP is in
the given $\eta$-$E_{\text{kin}}$ region. A limit obtained through this method is conservative since the efficiency for selecting HIPs outside of the acceptance is better than zero, as can be seen in Figure 11.7. As a cross-check, this exercise was done with the Drell-Yan pair-production model, and the result overestimates the more accurate values in Table 13.4 by an average factor of 1.7.

### 13.4 Summary and conclusions

Experimental data recorded with the ATLAS experiment corresponding to 3.1 pb$^{-1}$ of 7 TeV collisions were analyzed in search for highly ionizing particles (HIPs). The sought signature featured electron-like objects and was based on standard electron trigger and object identification algorithms. For the final selection, powerful HIP-sensitive variables based on the fraction of high-threshold hits in the Transition Radiation Tracker and shower shape variables based on the electromagnetic barrel calorimeter were employed.

No event in the experimental data passed the selection, where the background expectation from a data-driven method was 0.019 ± 0.005 events. Since no excess was observed, limits were calculated for the production cross section for highly charged objects in the charge range $6e \leq |q| \leq 17e$ and masses ranging from 200-1000 GeV. Assuming kinematics similar to those from Drell-Yan pair production, the upper limits obtained for the considered charge and mass range are less than 12 pb at 95% confidence level. The systematic uncertainties are dominated by uncertainties in the integrated luminosity and in the fraction of visible energy in the LAr detector from the deposits from HIPs.

Model-independent limits were also calculated by defining kinematic acceptance regions and quoting efficiencies and cross section limits for particles produced with kinematics in these intervals. This information enables interpretations of these limits for any production model. These limits are the first constraints set on long-lived highly ionizing particle production with $|q| \gg e$ at the LHC.
A Background composition

Even though the Monte Carlo simulations of the background processes are not used in the calculations of the final result, they can be used to teach us something about our background composition since they in yield and most distributions match the data quite well. Figure A.1 shows the types of particles that give rise to the candidates passing the preselection in the background Monte Carlo samples. The vast majority of the candidates are real muons, and the dominating processes are electroweak, primarily $W+$jets where the $W$-boson decays through $W \rightarrow \mu \nu$.

![Figure A.1](image)

Figure A.1: The type of true particles that are matched to candidates surviving the $p_T > 50$ GeV cut in the background Monte Carlo samples.
B Time dependence

During long periods of data taking the performance of the detectors can vary and there can be temporary problems that compromise the integrity of the recorded data. Though data exhibiting problems like this are expected to be discarded by employing the standard ATLAS data quality filtering, the time dependence of the selection efficiencies have been investigated to verify that they were stable throughout the period when the experimental data used in Paper I was recorded. Figure B.1 shows the number of selected events per nb$^{-1}$ as a function of run number. The top plot illustrates the number of selected events per nb$^{-1}$ after requiring trigger, and the second one shows the same after requiring at least one candidate passing the preselection criteria described in Section 6, but with $p_T > 25$ GeV rather than $p_T > 50$ GeV. The JetTauEtmiss and debug streams are shown separately. In subfigures (c) and (d) the same distributions are shown for the JetTauEtmiss stream on a linear scale, and the curve resulting from a fit with a 0th order polynomial is overlaid.

Figure B.2 shows that the proton mass as measured by the Pixel $dE/dx$ method is stable within 1% over a 9-month period with luminosities ranging from $10^{27}$ cm$^{-2}$s$^{-1}$ to $10^{32}$ cm$^{-2}$s$^{-1}$ [100].

The distributions of Pixel $dE/dx$ and Tile $\beta$ were also compared for different run periods to check for discrepancies indicative of detector problems, but no such significant deviations were observed.

During the running periods considered in this work, not all parts of the SMPs-sensitive detectors were operating. For TileCal, the Pixel and TRT subsystems 3.8%, 3% and 2% of the modules, respectively, were not operational. In the simulation dead regions corresponding to 3.3%, 2.6% and 1.6% of the aforementioned subsystems were considered. The effect of inadequate simulation of dead regions would therefore affect the predicted signal efficiency by 1-2%, which is a tiny effect compared to other systematic uncertainties described in Section 8.
Figure B.1: Number of selected events per nb$^{-1}$ as a function of run number after requiring (a) trigger, and (b) at least one candidate with $p_T > 25$ GeV.
Figure B.2: Fitted proton peak mass values as a function of run number for a data recorded with a minimum-bias trigger. The runs span over 9 months of ATLAS data taking and 5 orders of magnitude of luminosity.
C Event display images

A few selected signal-like events in data are here visualized using the ATLAS event display package VP1 [157]. The colored cones represent reconstructed jets, and the arrows represent the direction and magnitude of the $E_T^{\text{miss}}$.

**run=160530 event=7827266**

**Track: GlobalChi2Fitter**

Mom [GeV]: (2.5, -127.3, 23.3)  
Eta: 0.18, Phi: 4.73  
Hit summary: Pix[3], SCT[8], TRT[32], MDT[20], RPC[6]  
Fit quality [Chi^2, nDoF] = [46.6, 64].

dE/dx(Pix) = 1.61  
$\beta$(Tile) = 0.73  
m(Pix) = 101.2 GeV  
m(Tile) = 131.7 GeV

**Jet in AntiKt4LCTopoJetsinfo:**

E = 125.6 GeV; Et = 123.7 GeV;  
eta = -0.17; phi = 1.78  
sGood = 1; isUgly = 0; isBad = 0  
$E_T^{\text{miss}}$(RefFinal) = 22.8 GeV  
SumEt(RefFinal) = 243.0 GeV

Figure C.1: Event display of signal-like collision event.
Figure C.2: Alternative view of the event displayed in Figure C.1.
Figure C.3: Event display of signal-like collision event.
Figure C.4: Event display of a simulated 500 GeV gluino event (generic model).
Figure C.5: Event display of a simulated 500 GeV stop event (regge model).
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ABSTRACT

Hitherto unobserved long-lived massive particles with electric and/or colour charge are predicted by a range of theories which extend the Standard Model. In this Letter a search is performed at the ATLAS experiment for slow-moving charged particles produced in proton–proton collisions at 7 TeV centre-of-mass energy at the LHC, using a data-set corresponding to an integrated luminosity of 34 pb$^{-1}$. No deviations from Standard Model expectations are found. This result is interpreted in a framework of supersymmetry models in which coloured sparticles can hadronise into long-lived bound hadronic states, termed $R$-hadrons, and 95% CL limits are set on the production cross-sections of squarks and gluinos. The influence of $R$-hadron interactions in matter was studied using a number of different models, and lower mass limits for stable sbottoms and stops are found to be 294 and 309 GeV respectively. The lower mass limit for a stable gluino lies in the range from 562 to 586 GeV depending on the model assumed. Each of these constraints is the most stringent to date.

© 2011 CERN. Published by Elsevier B.V. All rights reserved.

1. Introduction

The discovery of exotic stable massive particles (SMPs)\(^1\) at the LHC would be of fundamental significance. The motivation for SMP searches at ATLAS arises, for example, from proposed solutions to the gauge hierarchy problem, which involve previously unseen particles with TeV-scale masses [1,2]. The ATLAS experiment has recently searched for SMPs with large electric charge [3]. SMPs possessing colour charge represent another class of exotic particle which can be sought. Hadronising SMPs are anticipated in a wide range of exotic physics models [1] that extend the Standard Model (SM). For example, these particles appear in both $R$-parity conserving supersymmetry (SUSY) and universal extra dimensions. The possibility of direct pair production through the strong nuclear force implies large production cross-sections. Searches for these particles are thus an important component of the early data exploitation programs of the LHC experiments [4]. In this Letter, the first limits from the ATLAS experiment are presented on the production of coloured, hadronising SMPs in proton–proton collisions at 7 TeV centre-of-mass energy at the LHC. Results are presented in the context of SUSY models predicting the existence of $R$-hadrons [5], which are heavy objects formed from a coloured sparticle (squark or gluino) and light SM partons.

SMPs produced at LHC energies typically possess the following characteristics: they are penetrating\(^2\) and propagate at a low enough speed that they can be observed as being subluminal using measurements of time-of-flight and specific ionisation energy loss [1]. Previous searches for $R$-hadrons have typically been based on either the signature of a highly ionising particle in an inner tracking system [7–9] or a slow-moving muon-like object [9–11]. The latter limits rely on the assumption that the $R$-hadron is electrically charged when it leaves the calorimeter and can thus be detected in an outer muon system. However, hadronic scattering of $R$-hadrons in the dense calorimeter material, and the properties of different mass hierarchies for the $R$-hadrons, may render most of the produced $R$-hadrons electrically neutral in the muon system [12]. Such an effect is expected for $R$-hadrons formed from sbottom-like squarks [13]; the situation for gluino-based $R$-hadrons is unclear, with different models giving rise to different phenomenologies. The previous mass limit for gluino $R$-hadrons with minimal sensitivity to scattering uncertainties is 311 GeV at 95% confidence level [9] from the CMS Collaboration.

---

\(^{1}\) The term stable is taken in this Letter to mean that the particle has a decay length comparable to the size of the ATLAS detector or longer.

\(^{2}\) A small fraction of SMPs can be brought to rest by interactions in the detector. Should they have finite lifetimes an alternative approach to the direct detection of SMPs would be to observe their decays [6].
The ATLAS detector contains a number of subsystems which provide information which can be used to distinguish SMPs from particles moving at velocities close to the speed of light. Two complementary subsystems used in this work are the pixel detector, which measures ionisation energy loss (dE/dx), and the tile calorimeter, which measures the time-of-flight from the interaction point for particles which traverse it. Furthermore, since there is no requirement that a candidate be reconstructed in the outer muon spectrometer, the search is robust to theoretical uncertainties on the fraction of R-hadrons that are charged when leaving the calorimeter system. The analysis extends the mass limits beyond already published limits and represents the first dedicated direct search for sbottom R-hadrons at a hadron collider.

2. Simulation of R-hadrons and background processes

Monte Carlo simulations are used primarily to determine the efficiency of the R-hadron selection together with the associated systematic uncertainties. Predicted backgrounds are estimated using data, as described in Section 4. However, simulated samples of background processes (QCD and t ¯t, W and Z production) are used to optimise the R-hadron selections, without biasing the selection in data.

Pair production of gg, ¯tt and bb is simulated in PYTHIA [14] using the DW tune [15,16]. The string hadronisation model [17], incorporating specialised hadronisation routines [1] is used to produce final states containing R-hadrons. For gluino scenarios the probability for a gluino to form a gluon–gluino bound state, based on a colour octet model, is assumed to be 10% [1]. The simulation of R-hadron interactions in matter is handled by dedicated GEANT4 routines [18,19] based on three different models with alternative assumptions. R-hadrons containing squarks are simulated using the model described in Ref. [13]. This model is motivated by extrapolations from SM heavy quark hadron spectra. It furthermore employs a triple-Regge formalism to describe hadronic scattering. For gluino R-hadrons there are less strict theoretical constraints since no SM analogue exists for a heavy colour octet. Consequently a physics model is chosen, as described in Refs. [20, 21]. This model has been used in other publications [6,9,22] and it imposes few constraints on allowed stable states. Doubly charged R-hadrons and a wide variety of charge reversal signatures in the detector are possible. Hadronic scattering is described through a purely phase space driven approach. More recent models for the hadronic scattering of gluino R-hadrons predict that the majority of all produced R-hadrons will be electrically neutral after just a few hadronic interactions. One of these models is an extension of the triple-Regge model used to describe quark R-hadrons [12]. Another is the bag-model based calculation presented in Ref. [23]. Independent results for gluino R-hadrons are presented here for these models.

The simulated samples have gluino (squark) masses in the range 100–700 GeV (100–500 GeV), roughly matching the sensitivity that can be achieved given the statistical precision of the data sample on which the present analysis is based. The cross-sections of the individual samples are normalised to the predictions of the PROSPINO NLO program [24] using CTEQ 6.6 parton density functions (PDFs) [25]. All other sparticles are set to high mass and are decoupled from the calculations used in this work.

3. Specific energy loss from the pixel detector

As the innermost sub-detector in ATLAS, the silicon-based pixel detector contributes to precision tracking in the region |η| < 2.5. The sensitive detectors of the pixel detector barrel are placed on three concentric cylinders around the beam-line, whereas each end-cap consists of three disks arranged perpendicular to the beam axis. The pixel detector therefore typically provides at least three measurements for each track. In the barrel (end-cap) the intrinsic accuracy is 10 μm in the r–φ plane and 115 μm in the z (r)-direction. The integrated time during which a signal exceeds threshold has a sub-linear dependence on the charge deposited in each pixel. This has been measured in dedicated calibration scans, enabling an energy loss measurement for charged particles using the pixel detector.

The charge released by a track crossing the pixel detector is rarely contained within just one pixel. Neighbouring pixels are joined together to form clusters, and the charge of a cluster is calculated by summing up the charges of all pixels after applying a correction calibration. The specific energy loss, dE/dx, is estimated as an average of the individual cluster dE/dx measurements (charge collected in the cluster, corrected for the track length in the sensor), for the clusters associated with the track. To reduce the effects of the Landau tail, the dE/dx of the track is calculated as the truncated mean of the individual cluster measurements. In the study presented here at least two clusters are required for the pixel detector dE/dx measurement (dE/dx_{Pixel}). Further details and performance of the method are described in [27].

3.1. Time-of-flight from the tile calorimeter

The ATLAS tile calorimeter is a sampling calorimeter that constitutes the barrel part of the hadronic calorimetry in ATLAS. It is situated in the region 2.3 < r < 4.3 m, covering |η| < 1.7, and uses iron as the passive material and plastic scintillators as active layers. Along the beam axis, the tile calorimeter is logically subdivided into four partitions, each segmented in equal intervals of azimuthal angle (φ) into 64 modules. The modules are further divided into cells, which are grouped radially in three layers, covering 0.1 units in η in the first two layers and 0.2 in the third. Two bundles of wavelength-shifting fibres, associated with each cell, guide the scintillation light from the exposed sides of the module to photomultiplier tubes. The signal from each photomultiplier tube is digitised using dual ADCs covering different dynamic ranges. Analysing seven consecutive samplings with an interval of 25 ns allows the amplitude, pedestal value and peak position in time to be extracted. The tile calorimeter provides a timing resolution of 1–2 ns per cell for energy deposits typical of minimum-ionising particles (MIPs). The measured times have been corrected for drifts in the LHC clock using high-precision timing measurements from a beam pick-up system [28] and calibrated such that energy depositions associated with muons from Z-boson decays are aligned at t = 0 in both data and simulations.

Although the readout electronics have been optimised to provide the best possible timing resolution for β = 1 particles, the performance for slower particles (0.3 < β < 1) is not seriously compromised. In addition, SMPs tend to traverse the entire tile calorimeter, leaving statistically independent signals in up to six cells.
The time-of-flight and hence the speed, $\beta$, of an $R$-hadron candidate can be deduced from time measurements in the tile calorimeter cells along the candidate trajectory. All cells along the particle trajectory with an energy deposition larger than 500 MeV are used to make an independent estimate of $\beta$. The time resolution has been shown to improve with the energy measured in the cell [29], so the cells are combined using an average weighted by cell energy to get a velocity measurement ($\beta_{\text{tile}}$). Combining the measurements from all cells results in a time resolution of $\sim 1$ ns.

4. Event selection

The data sample used in this work corresponds to an integrated luminosity of 34 pb$^{-1}$. Final states with $R$-hadrons can also contain jets and missing transverse energy ($E_T^{\text{miss}}$) arising from QCD radiation which can be used to select candidate events. Due to the large cross-section for jet production at the LHC, triggering on jets with low transverse energy is not feasible. A superior trigger efficiency for the signal is obtained by using a trigger on missing transverse energy utilising only calorimeter information [30] (a full description of the ATLAS trigger system is given in [26]). Using an $E_T^{\text{miss}}$-based trigger is possible since $R$-hadrons would typically deposit only a small fraction of their energy as they propagate through the ATLAS calorimeters. The trigger threshold applied is $E_T^{\text{miss}} = 40$ GeV which gives an efficiency ranging from approximately 15% for a gluino-mass of 100 GeV to 32% for a 800 GeV mass. The missing transverse energy trigger is based on a level-1 trigger decision derived from coarsely segmented energy measurements, followed by a decision at the higher-level trigger based on the full granularity of the ATLAS calorimeter.

4.1. Selection of $R$-hadron candidates

Table 1 shows the cut flow of the analysis. After the trigger selection, each event is required to contain a track with a transverse momentum greater than 10 GeV. This track must be matched either to a muon reconstructed in the muon spectrometer or to a cluster in the tile calorimeter. The track is required to have MIP-compatible energy depositions in the calorimeter. Such an event is referred to in the table as a candidate event. Each event is required to contain at least one good primary vertex, to which at least three tracks are associated. Only tracks in the central region (|$\eta$| < 1.7) are considered. This matches the acceptance of the tile calorimeter. To ensure well measured kinematics, track quality requirements are made: the track must have at least two hits in the pixel detector, at least six hits in the silicon-strip Semiconductor Tracker, and at least six associated hits in the Transition Radiation Tracker (TRT). Jet objects are reconstructed using the anti-$k_t$ jet clustering algorithm [31,32] with a distance parameter of 0.4. In order to suppress backgrounds from jet production, the distance $\Delta \eta$ between the candidate and any jet with $E_T \geq 40$ GeV must be greater than $\Delta \eta = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2} = 0.5$. Finally, the measured transverse momentum of the candidate must be greater than 50 GeV.

After the selection, 5208 candidate particles in 5116 events are observed. Fig. 1 shows the $dE/dx_{\text{pixel}}$ and $\beta_{\text{tile}}$ distributions for these candidates together with background simulations. As can be seen, the $\beta_{\text{tile}}$ measurements are centred around one. The width of the distribution, as determined by a Gaussian fit around the bulk of the data, is $\sim 0.1$. Reasonable agreement between data and the background simulations is observed, although the latter calcula-
5. Mass reconstruction

For each candidate, the mass is estimated by dividing its momentum by $\beta \gamma$, determined either from pixel detector ionisation or from the tile calorimeter time-of-flight. In the pixel detector, the following simplified Bethe–Bloch equation gives a good description of the relation between the most probable value ($M_{\text{det}}$) of $dE/dx_{\text{pixel}}$ and $\beta \gamma$ in the range relevant to this analysis ($0.2 < \beta \gamma < 1.5$):

$$M_{\text{det}}(\beta) = \frac{1}{\beta^2 p_4} \ln \left(1 + (p_2 \beta \gamma)^{p_3}\right) - p_4 \quad (1)$$

To find $p$, and hence a mass estimate, this equation must be solved for $p$, identifying the measured $dE/dx_{\text{pixel}}$ with $M_{\text{det}}$. This requires the $dE/dx_{\text{pixel}}$ value to be above that of a MIP. The parameters $p_1$ to $p_4$ in Eq. (1) are determined from fits to SM particles with well-known masses and ionisation properties, $p$, $K$ and $\pi$ [27], and provide a relative $dE/dx_{\text{pixel}}$ resolution of about 10% in the asymptotic region ($\beta \gamma > 1.5$). To reduce the backgrounds further, the final selection requires that $dE/dx_{\text{pixel}} > 1.8 \text{ MeV} \cdot \text{g}^{-1} \cdot \text{cm}^2$ compared to $dE/dx_{\text{pixel}} \sim 1.1 \text{ MeV} \cdot \text{g}^{-1} \cdot \text{cm}^2$ deposited by a MIP. In the tile calorimeter, the $\beta$-values are required to be less than 1.

The pixel detector and the tile calorimeter provide independent measurements from which the mass of the SMP candidate can be estimated. Making requirements on both mass estimates is a powerful means to suppress the tails in the individual distributions arising from instrumental effects. In Fig. 2 the estimated mass distributions based on $dE/dx_{\text{pixel}}$ and $p_\text{tile}$ are shown after the 50 GeV transverse momentum cut of the event selection. In contrast to the other figures in this Letter, the signal distributions are stacked on top of the background to illustrate the total expected spectra for the signal + background scenarios.

To establish signal regions for each mass hypothesis, the mean, $\mu$, and Gaussian width, $\sigma$, of the mass peak is determined for both the pixel detector and the tile calorimeter measurement. The signal region is then defined to be the region above the fitted mean minus twice the standard deviation (i.e., $m_{\text{pixel}} > \mu_{\text{pixel}} - 2\sigma_{\text{pixel}}$ for the mass as estimated by the pixel detector and $m_{\text{tile}} > \mu_{\text{tile}} - 2\sigma_{\text{tile}}$ for the mass as estimated by the tile calorimeter). The final signal region is defined by applying both of the individual mass requirements.

6. Background estimation

Rather than relying on simulations to predict the tails of the $dE/dx_{\text{pixel}}$ and $p_\text{tile}$ distributions, a data-driven method is used to estimate the background. No significant correlations between the measurements of momentum, $dE/dx_{\text{pixel}}$, and $p_\text{tile}$ are observed. This is exploited to estimate the amount of background arising from instrumental effects. Estimates for the background distributions of the mass estimates are obtained by combining random momentum values (after the kinematic cuts defined above) with random measurements of $dE/dx_{\text{pixel}}$ and $p_\text{tile}$. The sampling is performed from candidates passing the kinematic cuts defined in Section 4.1 for the case of $p_\text{tile}$, while $dE/dx_{\text{pixel}}$ is extracted from a sample fulfilling $10 < p_T < 20$ GeV.

The sampling process is repeated many times to reduce fluctuations and the resulting estimates are normalised to match the number of events in data. The resulting background estimates can be seen in Fig. 3 for the pixel detector (requiring $dE/dx_{\text{pixel}} > 1.8 \text{ MeV} \cdot \text{g}^{-1} \cdot \text{cm}^2$) and the tile calorimeter (requiring $p_\text{tile} < 1$) separately. As can be seen from the figures, there is a good overall agreement between the distribution of candidates in data and the background estimate. The expected background at high mass is generally small.

Combining the pixel detector and the tile calorimeter mass estimates as described in Section 5 further reduces the background while retaining most of the expected signal. In contrast to the individual background estimates shown in Fig. 3, the combined background is obtained by combining one random momentum value with random measurements of both $dE/dx_{\text{pixel}}$ and $p_\text{tile}$. The agreement between the distribution of candidates in data and the background estimate is good. This is seen in Table 2, which contains the event yields in the signal regions defined in Section 5 for the gluino signal, the estimated background and for real data. The table also contains the means and the widths of the estimated mass distributions, which are used to determine the signal regions, as described in Section 5. Using combined data, there are no events containing a candidate with mass greater than 100 GeV. There are five candidates observed for the 100 GeV mass hypothesis, for which the mass window extends to values less than 100 GeV.

7. Systematic uncertainties and checks

A number of sources of systematic uncertainties are investigated. This section describes uncertainties arising due to the limited accuracy of theory calculations used in this work together with experimental uncertainties affecting the signal efficiency and background estimate.
Each of the uncertainties is discussed in Section 7.

A systematic shift in the scale of the missing transverse energy in the simulation of the signal would lead to a change in trigger efficiency and hence signal acceptance. This uncertainty is estimated by varying the missing transverse energy by the corresponding scale uncertainty by a factor of two in accordance with Ref. [34]. This leads to a broadly mass-independent uncertainty of \( \sim 15\% \) in the event yield. When substituting the MSTW 2008 NLO PDF set [33] for CTEG 6.6 a variation of less than 5% is observed. Variations of scale parameters used in PyTHIA to model higher-order radiation are also performed within the range allowed by data [4]. This leads to an uncertainty of \( \sim 10\% \) in the signal efficiency.


doubled by the simulation, individual values of \( \beta_{\text{tile}} \) are smeared to match the data. To evaluate the sensitivity of the signal yield to this smearing, the smearing is applied twice, and the impact is seen to be less than 1%. To estimate the effects of an imperfect description of the \( \Delta E/\Delta x_{\text{pixel}} \) resolution by the simulation, individual values of \( \Delta E/\Delta x_{\text{pixel}} \) are smeared according to a Gaussian function with width 5% [27]. Furthermore, to study possible effects due to a global \( \Delta E/\Delta x_{\text{tile}} \) scale uncertainty, the scale is shifted by \( \pm 3\% \). These variations are motivated by observed differences between data and Monte Carlo simulations and they change the predicted number of events passing the signal selections by less than 1%.

Adding the above errors in quadrature together with an 11% uncertainty from the luminosity measurement [37], a total systematic uncertainty of 17–20% on the signal event yield is estimated, where the larger uncertainty applies to the low-mass scenarios. The systematic uncertainty on the background estimate is found to be 30%. This arises from contributing uncertainties in the \( \Delta E/\Delta x_{\text{tile}} \) and \( \beta_{\text{tile}} \) distributions (25%) and the use of different methods to determine the absolute normalisation of the background prediction (15%).

As a final cross-check of the consistency of the analysis, the TRT was used. The TRT is a straw-based gas detector, and the time in which any signal exceeds the threshold is read out. This time provides an estimate of continuous energy loss and is usable.
for particle identification [38]. The measurement is similar to (but independent of) the pixel detector time-over-threshold measurement, on which $dE/dx_{\text{pixel}}$ is based. No deviations from backgrounds expectations are observed, and the TRT thus provides an additional confirmation that no signal was missed.

8. Exclusion limits

Given an expected cross-section as calculated by Prospino and our computed efficiency, the expected number of signal events as a function of mass is determined and a lower limit on the mass of a hadronising gluino is 586 GeV. These limits include the systematic uncertainties on the signal cross-section and efficiency, as well as on the data-driven background estimate, as described above. Evaluating the mass limits for gluino $R$-hadrons using the triple-Regge based model and bag-model calculation of Ref. [23], gives 566 and 562 GeV respectively. The lower mass limits from ATLAS are shown in Fig. 4 and compared with earlier results from ALEPH [8] (sbottom), CDF [11] (stop), and CMS [9] (gluino). The ATLAS limits have a higher mass reach than those obtained from the previous searches.

9. Summary

A search has been performed for slow-moving squarks- (stop and sbottom) and gluino-based $R$-hadrons, pair-produced in proton–proton collisions at 7 TeV centre-of-mass energy at the ATLAS detector at the LHC. Candidate R-hadrons were sought which left a high transverse momentum track associated with energy deposits in the calorimeter. Observables sensitive to $R$-hadron speed (ionisation energy loss and time-of-flight) were used to suppress backgrounds and allow the reconstruction of the candidate mass. The influence of the scattering of $R$-hadrons in matter on the search sensitivity was studied using a range of phenomenological scattering models. At 95% confidence level the most conservative lower limits on the masses of stable sbottoms, stops and gluinos are 294, 309, and 562 GeV, respectively. Each of these limits are the most stringent to date.
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Search for massive long-lived highly ionising particles with the ATLAS detector at the LHC

ATLAS Collaboration

1. Introduction

The observation of a massive long-lived highly ionising particle (HIP) possessing a large electric charge $|q| \gg e$, where $e$ is the elementary charge, would represent striking evidence for physics beyond the Standard Model. Examples of putative particles which can give rise to HIP signatures include Q-balls [1], stable micro black-hole remnants [2], magnetic monopoles [3] and dyons [4]. Searches for HIPs are made in cosmic rays [5] and at colliders [3]; recent collider searches were performed at LEP [6–8] and the Tevatron [9–12]. Cross sections and event topologies associated with HIP production cannot be reliably predicted due to the fact that the coupling between a HIP and the photon is so strong that perturbative calculations are not possible. Therefore, search results at colliders are usually quoted as cross section limits in a range of charge and mass for given kinematics [3]. Also, for the same reason, limits obtained at different collision energies or for different types of collisions cannot be directly compared; rather, they are complementary.

HIP searches are part of a program of searches at the CERN Large Hadron Collider (LHC) which explore the multi-TeV energy regime. Further motivation is provided by the gauge hierarchy problem, to which proposed solutions typically postulate the existence of hitherto unobserved particles with TeV-scale masses. HIPs at the LHC can be sought at the dedicated MoEDAL plastic-track experiment [13] or, as in this work, via their active detection at a multipurpose detector.

Due to their assumed large mass (hundreds of GeV), HIPs are characterised by their non-relativistic speed. The expected large amounts of energy loss per unit length $(dE/dx)$ through ionisation (no bremsstrahlung) are mainly due to the high particle charge, but also due to the low speed. The ATLAS detector is well suited to detect HIPs. A HIP with sufficient kinetic energy would leave a track in the inner detector tracking system of ATLAS and lose its energy on its way to and through the electromagnetic calorimeter, giving rise to an electron-like signature. The presence of a HIP can be inferred from measurements of the proportion of high-ionisation hits in the inner detector. In addition, assuming isolation, the lateral discriminant between HIPs and Standard Model particles.

The ranges of HIP charge, mass and lifetime for which unambiguous conclusions can be drawn are determined by the chosen trigger and event selections. The choice of an electromagnetic trigger limits the phase space to HIPs which stop in the electromagnetic calorimeter of ATLAS. The search is optimised for HIP production at the Large Hadron Collider, using $3.1 \text{ pb}^{-1}$ of pp collision data taken at $\sqrt{s} = 7 \text{ TeV}$. The signature of energy loss in the ATLAS inner detector and electromagnetic calorimeter is used. No such particles are found and limits on the production cross section for electric charges $6e \leq |q| \leq 17e$ and masses $200 \text{ GeV} \leq m \leq 1000 \text{ GeV}$ are set in the range $1–12 \text{ pb}$ for different hypotheses on the production mechanism.
effects on the selection efficiency. The 1000 GeV upper bound in mass sensitivity is determined by trigger timing constraints, as a significantly heavier HIP (with charge 17e or lower) would be delayed by more than 12 ns with respect to $\beta = 1$ when it stops in the electromagnetic calorimeter (this corresponds to $\beta < 0.3$), and would thus risk being triggered in the next proton bunch crossing. The search is sensitive to HIP lifetimes larger than 100 ns since a particle which decays much earlier in the calorimeter (even after stopping) would spoil the signature of a narrow energy deposition.

2. The ATLAS detector

The ATLAS detector [14] is a multipurpose particle physics apparatus with a forward–backward symmetric cylindrical geometry and near 4π coverage in solid angle. A thin superconducting solenoid magnet surrounding the inner part of the ATLAS detector produces a field of approximately 2 T along the beam axis. Inner detector (ID) tracking is performed by silicon-based detectors and an outer tracker using straw tubes with particle identification capabilities based on transition radiation (Transition Radiation Tracker, TRT). The TRT is divided into barrel (covering the pseudorapidity range $|\eta| < 1.0$) and endcap ($0.8 < |\eta| < 2.0$) components. A track gives a typical number of straw hits of 36. At the front-end electronics of the TRT, discriminators are used to compare the signal against low and high thresholds. While the TRT has two hit threshold levels, there is no upper limit to the amount of ionisation in a straw which will lead to a signal [15], guaranteeing that highly ionising particles would not escape detection in the TRT. Rather, they would produce a large number of high-threshold (HT) hits along their trajectories. The amount of ionisation in a straw tube needed for a TRT HT hit is roughly equivalent to three times that expected from a minimum ionising particle.

Liquid-argon sampling electromagnetic (EM) calorimeters, which comprise accordion-shaped electrodes and lead absorbers, surround the ID. The EM calorimeter barrel ($|\eta| < 1.475$) is used in this search. It is segmented transversely and divided in three layers in depth, denoted first, second, and third layer, respectively. In front of the accordion calorimeter a thin presampler layer is used to correct for fluctuations of energy loss. The typical cell granulation ($\Delta R \times \Delta \phi$) of the EM barrel is 0.003 × 0.1 in the first layer and 0.025 × 0.025 in the second layer. The signal expected for a HIP in the considered charge range lies in a region in time and energy where the electronic response in EM calorimeter cells is well understood and does not saturate. The robustness of the EM calorimeter energy reconstruction has been studied in detail and pulse shape predictions are consistent with the measured signals [16].

The stopping power of a HIP in the ATLAS detector depends on its charge, mass, and energy, as well as the material budget along its path. Details of the latter are given in Ref. [17] in terms of number of radiation lengths $X_0$, as a function of depth and pseudorapidity. The integrated radiation length between the interaction point and the exit of the TRT is 0.5 $X_0$ at $\eta = 0$ and 1.5 $X_0$ at $|\eta| = 1.3$. The additional amount of material before the first layer of the EM calorimeter is 2.0 $X_0$ at $\eta = 0$ and 3.5 $X_0$ at $|\eta| = 1.3$. The thicknesses of the first, second and third EM layers are 4.5 $X_0$, 16.5 $X_0$ and 1.5 $X_0$ at $\eta = 0$ and 3 $X_0$, 20 $X_0$ and 5 $X_0$ at $|\eta| = 1.3$, respectively.

1. ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector and the $z$-axis coinciding with the axis of the beam pipe. The $x$-axis points from the IP to the centre of the LHC ring, and the $y$ axis points upward. Cylindrical coordinates $(\rho, \phi)$ are used in the transverse plane, $\phi$ being the azimuthal angle around the beam pipe. The pseudorapidity is defined in terms of the polar angle $\theta$ as $\eta = -\ln \tan(\theta/2)$. 

3. Simulated event samples

Signal events are generated with the PYTHIA Monte Carlo (MC) event generator [18] according to the fermion pair production process: $p + p \rightarrow f + f + X$. Ref. [19] is used for the parton distributions of the proton. Direct pair production implies that the HIPs are not part of a jet and thus isolated. A Drell–Yan-like production mechanism, modified to take into account the mass of the HIP [20], is used to model the kinematic properties of the HIPs. Generated $\eta$ distributions, as well as kinetic energy ($E_{\text{kin}}$) spectra in the central region ($|\eta| < 1.35$), are shown in Fig. 1 for the three mass points considered in this search.

An ATLAS detector simulation [21] based on GEANT-4 [22] is used, where the particle interactions include secondary ionisation by delta electrons in addition to the standard ionisation process based on the Bethe–Bloch formula. A correction for electron–ion recombination effects in the EM calorimeter (Birks‘ correction) is applied, with typical visible energy fractions between 0.2 and 0.5 for the signal particles considered. Effects of delays are simulated, except for the ability to trigger slow-moving particles within the proton bunch crossing time, which is considered separately as a systematic uncertainty (see Section 6). Samples of approximately 20 000 events are produced for HIPs with masses of 200, 500 and 1000 GeV. For each mass point, HIPs with charges 6e, 10e and 17e are simulated.

A data-driven method is used in this work to estimate backgrounds surviving the final selections (see Section 4.2). However, in order to demonstrate that the distributions of the relevant observables are understood, a sample of simulated background events is used. The background sample, generated with PYTHIA [18] and labeled “Standard Model”, consists mostly of QCD events in which
the hard subprocess is a strong 2-to-2 process with a matrix element transverse momentum cut-off of 15 GeV, but also includes contributions from heavy quark and vector boson production. A true transverse energy larger than 17 GeV in a typical first level trigger tower is also required. This sample contains $4 \cdot 10^7$ events and corresponds roughly to an integrated luminosity of 0.8 pb$^{-1}$.

4. Trigger and event selection

The collected data sample corresponds to an integrated luminosity of 3.1 $\pm$ 0.3 pb$^{-1}$, using a first level trigger based on energy deposits in the calorimeters. At the first level of the trigger, so-called trigger towers with dimension $\Delta \eta \times \Delta \phi = 0.1 \times 0.1$ are defined. In each trigger tower the cells of the electromagnetic or hadronic calorimeter are summed. EM clusters with fixed size $\Delta \eta \times \Delta \phi = 0.2 \times 0.2$ are sought and are retained if the total transverse energy ($E_T$) in an adjacent pair of their four trigger towers is above 5 GeV. Further electron-like higher level trigger requirements are imposed on the candidate, including $E_T > 10$ GeV, a matching to a track in the ID and a veto on hadronic leakage [23]. The efficiency of this trigger for the data under consideration is measured to be (94.0 $\pm$ 1.5)% for electrons with $E_T > 15$ GeV and is well described by the simulation. The simulation predicts that a highly charged particle which stops in the EM barrel would be triggered with a similar efficiency or higher.

Offline electron candidates have cluster sizes of $\Delta \eta \times \Delta \phi = 0.075 \times 0.175$ in the EM barrel, with a matched track in a window of $\Delta \eta \times \Delta \phi = 0.05 \times 0.1$ amongst reconstructed tracks with transverse momentum larger than 0.5 GeV. Identification requirements corresponding to “medium” electrons [24], implying track and shower shape quality cuts, are applied to the candidates. These cuts filter out backgrounds but have a negligible impact on the signal, for which the cluster width is much narrower than for typical electrons. The cluster energy is estimated correcting for the energy deposited outside the active calorimeter regions, assuming an EM shower.

Further offline selections on the cluster transverse energy ($E_T > 15$ GeV) and pseudorapidity ($|\eta| < 1.35$) are imposed. The $E_T$ selection guarantees that the trigger efficiency is higher than 94% for the objects under study. The restriction of $|\eta| < 1.35$ excludes the transition region between the EM calorimeter barrel and endcap, reducing the probability for backgrounds to fake a narrow energy deposition.

4.1. Selection cuts

A loose selection based on TRT and EM calorimeter information is also imposed on the candidates to ensure that the quality of the track and cluster associated to the electron-like object is good enough to ensure the robustness of the HIP selection variables, and to provide a data sample with which to estimate the background rate. Only candidates with more than 10 TRT hits are retained. In addition to the $E_T > 15$ GeV cut for the EM cluster associated with the candidate, a significant fraction of the total cluster energy is required to be contained in six calorimeter cells among the first and second EM layers. This is done by requiring the summed energy in the three most energetic cells in each of the first and second layers to be greater than 2 and 4 GeV, respectively. Following these selections, 137,503 candidates remain in the data.

Two sets of observables are used in the final selection. The ID-based observable is the fraction, $f_{\text{HT}}$, of TRT hits on the track which pass the high threshold. The calorimeter-based discriminants are the fractions of energies outside of the three most energetic cells associated to a selected EM cluster, in the first and second EM calorimeter layers: $w_1$ and $w_2$.

The $f_{\text{HT}}$ distribution for loosely selected candidates is shown in Fig. 2. The data extend up to $f_{\text{HT}} = 0.8$. The prediction of the signal simulation for a HIP of mass 500 GeV and charge 10e is also shown. It peaks at $f_{\text{HT}} \sim 1$ and has a small tail extending into the Standard Model region.

The distributions of $w_1$ and $w_2$ also provide good discrimination between signal and background, as shown in Fig. 3. For a signal, energy is deposited only in the few cells along the particle trajectory (as opposed to backgrounds which induce showers in the EM calorimeter) and the distributions peak around zero for both variables. The shapes of the measured distributions are well described by the background simulation. A faint double-peak structure is visible in data and in background simulations for the $f_{\text{HT}}$, $w_1$ and $w_2$ distributions in Figs. 2 and 3, where the main peak (close to the signal) corresponds to electrons and the secondary peak corresponds to hadrons which fake the electron identification signature.

Finally, the following HIP selection is made: $f_{\text{HT}} > 0.65$, $w_1 < 0.20$ and $w_2 < 0.15$. For signal particles, these cuts reject only candidates in the tails of the distributions, and varying them has a minor impact on the efficiency; this feature is common to all considered charge and mass points. The cut values were chosen to yield a very small ($\ll 1$ event) expected background (see Section 4.2) while retaining a high ($\sim 96\%$) efficiency for the signal. No candidates in data or in simulated Standard Model events pass this selection.

4.2. Data-driven background estimation

A data-driven method is used to quantify the expected background yield after the HIP selection. Potential backgrounds consist mainly of electrons. For Standard Model candidates, the ID and calorimeter observables are correlated in a way that further suppresses the backgrounds (see Fig. 4). The background estimation assumes that $f_{\text{HT}}$ is uncorrelated with $w_1$ and $w_2$ and is thus conservative.

The yield of particle candidates passing the loose selection $N_{\text{loose}} = 137,503$ can be divided into the following: $N_0$, $N_1$, $N_{\text{HT}}$, and $N_{\text{w}}$, which represent the number of candidates which satisfy both of the selections, neither of the selections, only the $f_{\text{HT}}$ selection, and only the $w_1$ and $w_2$ selections taken together, respectively. Even in the presence of a signal, $N_1$, $N_{\text{HT}}$ and $N_{\text{w}}$ would be dominantly composed of background events. The probability of a background candidate passing the TRT requirement is
then $P_{\text{fail}} = \frac{N_{\text{fail}}}{N_{\text{tag}}}$ and the probability to pass the calorimeter requirements is $P_{\text{w}} = \frac{N_{\text{w}}}{N_{\text{tag}}}$, leading to an expectation of the number of background candidates entering the signal region: $N_{bg} = N_{\text{base}} P_{\text{fail}} P_{\text{w}}$. The data sample yields $N_{bg} = 0$, $N_{\text{w}} = 137,342$, $N_{\text{fail}} = 18$ and $N_{\text{tag}} = 143$, leading to $P_{\text{fail}} = (1.3 \pm 0.3) \cdot 10^{-4}$ and $P_{\text{w}} = (1.0 \pm 0.1) \cdot 10^{-3}$. The expected number of background candidates surviving the selection, and thereby the expected number of background events, is thus $N_{bg} = 0.019 \pm 0.005$. The quoted uncertainty is statistical.

### 5. Signal selection efficiency

#### 5.1. Efficiencies in acceptance kinematic regions

The probability to retain a signal event can be factorised in two parts: acceptance (probability for a HIP in a region where the detector is sensitive) and efficiency (probability for this HIP to pass the selection cuts). The acceptance is defined here as the probability that at least one signal particle will be in the range $|\eta| < 1.35$ and stop in the second or third layer of the EM calorimeter. If this condition is satisfied, the simulation predicts a high probability to trigger on, reconstruct and select the event. This corresponds to the dark region in Fig. 5, which shows the predicted selection efficiency mapped as a function of the initial HIP pseudorapidity and kinetic energy, in the case of $|q| = 10e$ and $m = 500$ GeV. Such acceptance kinematic regions can be parametrised with three values defining three corners of a parallelogram. These parameters are summarised in Table 1. For HIPs produced inside such regions, the candidate selection efficiency is flat within 10% and takes values between 0.5 and 0.9 depending on the charge and mass (see Table 2). For $|q| = 17e$, the main source of inefficiency is the requirement on the number of TRK HT hits, which contributes up to 20% signal loss. This is largely due to the presence of track segments from delta electrons, which have a non-negligible probability to be chosen by the standard electron track matching algorithm. For low charges, inefficiencies are dominated by the cluster $E_T$ cut, typically accounting for ~6% loss. Other contributions, like trigger, electron reconstruction, and electron identification, can each cause 1–6% additional inefficiency.

#### 5.2. Efficiencies for Drell–Yan kinematics

The estimated fractions of signal events where at least one candidate passes the final selection, assuming they are produced...
with Drell–Yan kinematics, are shown in Table 3 for the values of charge and mass considered in this search. The dominant source of loss (70–85% loss) is from the kinematic acceptance, i.e., the production of HIPs with $|\eta| > 1.35$, as well as when their stopping before they reach the second layer of the EM calorimeter, or after they reach the first layer of the hadronic calorimeter. The relative contributions from these various types of acceptance loss depend on mass and charge, as well as the kinematics of the assumed production model. The Drell–Yan production model implies that the fraction of HIPs produced in the acceptance region of pseudorapidity $|\eta| < 1.35$ is larger with increasing mass (see Fig. 1). Also, with the assumed energy spectra (bottom plot in Fig. 1), the acceptance is highest for intermediate charges ($|q| = 10e$), since HIPs with low charges tend to punch through the EM calorimeter and HIPs with high charges tend to stop before reaching it.

6. Systematic uncertainties

The major sources of systematic uncertainties affecting the efficiency estimation are summarised below. These mainly concern possible imperfections in the description of HIPs in the detector by the simulation.

- The recombination of electrons and ions in the sampling region of the EM calorimeter affects the measured current and thus the total visible energy. Recombination effects become larger with increasing $dE/dx$. In the ATLAS simulation, this is parametrised by Birks’ law [25]. To estimate the uncertainty associated with the approximate modeling of recombination effects, predictions from the ATLAS implementation of Birks’ correction [26] are compared to existing data of heavy ions punching through a layer of liquid argon [27–29]. In the range $2 \times 10^3 \text{ MeV/cm} < dE/dx < 2 \times 10^5 \text{ MeV/cm}$, which corresponds to typical HIP energy losses in the EM calorimeter for the charges and masses under consideration, the uncertainty in the simulated visible energy fraction is $\pm 15\%$. This introduces between 4% and 23% uncertainty in the signal selection efficiency. The impact is largest for charge 6e, for which a lower visible energy would be more likely to push the candidate below the 15 GeV cluster $E_T$ threshold.

- The fraction of HIPs which stop in the detector prior to reaching the EM calorimeter is affected by the assumed amount of material in the GEANT-4 simulation. Varying the material density within the assumed uncertainty range ($\pm \sim 10\% \text{ [30]}$), independently in the ID and EM calorimeter volumes, leads to a 6% uncertainty in signal acceptance.

- The modeling of inactive or inefficient EM calorimeter regions in the simulation results in a 2% uncertainty in the signal efficiency.

- Cross-talk effects between EM calorimeter cells affect the $w_1$ and $w_2$ variables and this may not be accurately described by the simulation for large energy depositions per cell. The resulting uncertainty in signal efficiency is 2%.

- Secondary ionisation by delta electrons affects the track reconstruction and the calorimeter energy output. The amount of delta electrons in ATLAS detectors as described in GEANT-4 depends on the cutoff parameter (the radius beyond which delta electrons are considered separate from the mother particle). Varying this parameter results in a 3% uncertainty in the signal efficiency.

- For clusters delayed by more than 10 ns with respect to the expected arrival time of a highly relativistic particle, which corresponds to $\beta < 0.37$, there is a significant chance that the event is triggered in the next bunch crossing by the first level EM trigger. In most of the mass and charge range considered in this search, more than 99% of the particles which are energetic enough to reach the EM calorimeter and pass the event selection are in the high-efficiency range $\beta > 0.4$. The only exception is $|q| = 6e$ and $m = 1000 \text{ GeV}$, for which the $\beta$ distribution after selection peaks between 0.32 and 0.47. The trigger efficiency loss is corrected for, resulting in an additional 25% uncertainty for this particular case.

- Uncertainties in the choice of parametrisation for the parton density functions (pdfs) of the proton have an impact on the event kinematics. To test this effect, events were generated (see Section 3) with 7 different pdfs from various sources [19, 31–34]. Assuming that acceptance variations due to the choice of pdf are Gaussian, the resulting relative uncertainty in the acceptance is 3%.

- The relative uncertainty in efficiency due to MC statistics is of the order of 2%.

Other effects, like event pile-up and electron pick-up by positively charged particles, have been investigated and found to be negligible. Efficiency systematics are dominated by Birks’ correction. The relative uncertainties in the signal selection efficiencies (Tables 2 and 3), obtained by adding all effects in quadrature, are shown in Table 4.

The systematic uncertainty in the absolute integrated luminosity is 11% [35].
Table 5
Inclusive HIP cross section upper limits (in pb) at 95% confidence level for isolated long-lived massive particles with high electric charges produced in regions of pseudorapidity and kinetic energy as defined in Table 1. Efficiencies in Table 2 and uncertainties in Table 4 were used in the cross section limit calculation.

<table>
<thead>
<tr>
<th>m [GeV]</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>q</td>
<td>q</td>
<td>q</td>
</tr>
<tr>
<td>200</td>
<td>1.4</td>
<td>1</td>
<td>2.1</td>
</tr>
<tr>
<td>500</td>
<td>1.2</td>
<td>1.2</td>
<td>1.6</td>
</tr>
<tr>
<td>1000</td>
<td>2.2</td>
<td>1.5</td>
<td>1.5</td>
</tr>
</tbody>
</table>

Table 6
Pair production cross section upper limits (in pb) at 95% confidence level for long-lived massive particles with high electric charges, assuming a Drell–Yan mechanism. Efficiencies in Table 3 and uncertainties in Table 4 were used in the cross section limit calculation.

<table>
<thead>
<tr>
<th>m [GeV]</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>q</td>
<td>q</td>
<td>q</td>
</tr>
<tr>
<td>200</td>
<td>11.5</td>
<td>5.9</td>
<td>9.1</td>
</tr>
<tr>
<td>500</td>
<td>7.2</td>
<td>4.3</td>
<td>5.3</td>
</tr>
<tr>
<td>1000</td>
<td>9.3</td>
<td>3.4</td>
<td>4.3</td>
</tr>
</tbody>
</table>

7. Upper limit on the cross section

A very low (≪ 1 event) background yield is expected and no events are observed to pass the selection. Knowing the integrated luminosity (3.1 pb⁻¹) and the selection efficiency for various model assumptions (Tables 2 and 3), cross section limits are obtained. This is done using a Bayesian statistical approach with a uniform prior for the signal and the standard assumption that the uncertainties in integrated luminosity (11%) and efficiency (Table 4) are Gaussian and independent. The limits are presented in Table 5 (for a particle produced in the acceptance kinematic region defined by Table 1) and in Table 6 (assuming Drell–Yan kinematics).

These limits can be approximately interpolated to intermediate values of mass and charge. Also, the limits quoted in Table 5 can be used to extract cross section limits for any given model of kinematics by correcting for the acceptance (fraction of events with at least one generated HIP in the ranges defined by Table 1): such a procedure yields conservative limits thanks to the fact that candidates beyond the sharp edges of the acceptance regions defined in Table 1 can also be accepted.

8. Summary

A search has been made for HIPs with lifetimes in excess of 100 ns produced in the ATLAS detector at the LHC using 3.1 pb⁻¹ of pp collisions at √s = 7 TeV. The signature of high ionisation in an inner detector track matched to a narrow calorimeter cluster has been used. Upper cross section limits between 1.2 pb and 11.5 pb have been extracted for HIPs with electric charges between 6e and 17e and masses between 200 GeV and 1000 GeV, under two kinematics assumptions: a generic isolated HIP in a fiducial range of pseudorapidity and kinetic energy, or a Drell–Yan fermion pair production mechanism. HIP mass ranges above 800 GeV [11] are probed for the first time at a particle collider. These limits are the first constraints obtained on long-lived highly charged particle production at LHC collision energies.
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\begin{abstract}

The ATLAS BPTX stations are composed of electrostatic button pick-up detectors, located 175 m away along the beam pipe on both sides of ATLAS. The pick-ups are installed as a part of the LHC beam instrumentation and used by ATLAS for timing purposes.

The usage of the BPTX signals in ATLAS is twofold: they are used both in the trigger system and for LHC beam monitoring. The BPTX signals are discriminated with a constant-fraction discriminator to provide a Level-1 trigger when a bunch passes through ATLAS. Furthermore, the BPTX detectors are used by a stand-alone monitoring system for the LHC bunches and timing signals. The BPTX monitoring system measures the phase between collisions and clock with a precision better than 100 ps in order to guarantee a stable phase relationship for optimal signal sampling in the sub-detector front-end electronics. In addition to monitoring this phase, the properties of the individual bunches are measured and the structure of the beams is determined.

On September 10, 2008, the first LHC beams reached the ATLAS experiment. During this period with beam, the ATLAS BPTX system was used extensively to time in the read-out of the sub-detectors. In this paper, we present the performance of the BPTX system and its measurements of the first LHC beams.

\end{abstract}

1. Introduction

The ATLAS experiment\textsuperscript{1} at the Large Hadron Collider (LHC)\textsuperscript{2} must be synchronized to the collisions to ensure the quality of the event data recorded by its sub-detectors. In order to facilitate this, the LHC provides beam related timing signals to the experiments via optical fibers that are several kilometers long\textsuperscript{3}. The phase of these clock signals can drift, e.g. due to temperature fluctuations, causing front-end electronics to sample at non-optimal working point. On both sides of ATLAS, 175 m upstream from the interaction point, beam pick-up detectors are installed along the LHC beam pipe. This paper describes how these detectors are used:

- to monitor the phase between the collisions and the LHC clock signals that drive the ATLAS electronics;
- to monitor the structure and uniformity of the LHC beams;
- as input to the trigger system.

2. The BPTX detectors

The BPTX stations are beam position monitors provided by the LHC machine, but operated by experiments for timing purposes. They are composed of four electrostatic button pick-up detectors, arranged symmetrically in the transverse plane around the LHC beam pipe. Since the signal from a passing charge distribution is linearly proportional to distance to first order, the signals from all four pick-ups are summed to cancel out potential beam position deviations. The resulting signal is then transmitted to the underground counting room USA15 via a 220 m low-loss cable.\textsuperscript{4} Fig. 1 shows the installed BPTX station for beam 2 on the C-side of ATLAS. At the bottom of the photograph, the cables from the four button pick-ups are visible.

3. Usage of the beam pick-up signals

The BPTX signals are used for two separate purposes within ATLAS, by the trigger system and by a monitoring system for the LHC beams and timing signals.\textsuperscript{5} Fig. 2 shows the BPTX system and how it interacts with the related systems.\textsuperscript{6,7} The optical timing signals from the LHC arrive in the underground counting room to a receiver module, the RF2TTC\textsuperscript{1}. This module converts the optical signals to TTC\textsuperscript{1} signals and can also manipulate their phase,

---

\textsuperscript{1} TTC is the standard hardware system used across the LHC experiments for distribution of fast Timing, Trigger and Control signals.
duration, etc. if needed. The electrical signals are then transmitted to the ATLAS sub-detectors via the Central Trigger Processor (CTP) of the Level-1 trigger system and to the BPTX monitoring system.

3.1. Level-1 trigger

The ATLAS trigger system is designed in three levels, each level sequentially refining the selection of events to be saved for further offline analysis. The Level-1 trigger is implemented in custom electronics and performs a first selection of events within 2.5 µs, based primarily on reduced-granularity data from the calorimeters and the muon spectrometer. The selected events are processed further by the High Level Trigger system which is implemented in software. The signals from the BPTX stations are discriminated with a constant-fraction discriminator to provide ATLAS with an accurate and reliable timing reference in the form of a standard NIM pulse. This pulse is fed into the Level-1 Central Trigger Processor where it serves as a trigger condition indicating a bunch passing through ATLAS.

3.2. Monitoring of the LHC beams and timing signals

Furthermore, the BPTX detectors are used by a stand-alone monitoring system for the LHC bunches and timing signals. The BPTX and LHC timing signals are digitized by a deep-memory, high sampling rate (5 GHz) oscilloscope2 and transferred to a computer running Linux for analysis. The features of the scope enable capturing a full LHC turn in one acquisition while retaining enough detail to get about 5 measurement points on the sharp falling edge of each BPTX pulse (see e.g. Fig. 3). Since most of the high-frequency content of the BPTX signals is attenuated by the long transmission line, the frequency spectrum of the signals arriving in ATLAS peaks around 400 MHz, making an analog bandwidth of 600 MHz sufficient for the oscilloscope used for digitization. By making fits to the identified bunch pulses and clock edges, the BPTX monitoring system measures the phase between each bunch and the clock signal with high accuracy. Monitoring these quantities is crucial to guarantee a stable phase relationship for optimal signal sampling in the sub-detector front-end electronics. In addition to monitoring this phase, the intensity and longitudinal length of the individual bunches are measured and the structure of the beams is determined. Using the BPTX monitoring applications, the shifter in the control room can verify that the timing signals are synchronized to the collisions, and also look for so-called satellite bunches, out-of-time bunches that would cause off-center collisions in ATLAS.

The monitoring system is running independently from the ATLAS online data acquisition infrastructure, enabling monitoring of the LHC machine in the control room even when ATLAS is not taking data. Summary data from the BPTX monitoring system, e.g. mean bunch intensity and phase, are published to the ATLAS Detector Control System [7] and ultimately saved to the conditions database.

4. Results from the first LHC beams

4.1. The first proton bunches in ATLAS

On September 10, 2008, the first LHC proton bunch reached ATLAS. Fig. 3 shows the pulse recorded by the BPTX monitoring system.

A few hours later, a bunch was successfully circulated 8 turns around the accelerator and seen by ATLAS as depicted in Fig. 4. The pulses are separated by 89 µs, corresponding to the time it takes for an LHC bunch to circulate around the 27 km long ring. The pulse amplitude, which is proportional to the bunch intensity, is degrading from turn to turn, which is consistent with the beam loss and debunching expected for a beam not yet captured by the LHC RF system.

---

2 WaveRunner 64 Xi from LeCroy [6].
4.2. Monitoring of a longer LHC run

Around 1 AM on September 12, 2008, a single bunch was circulated around the LHC for about 20 min after being captured by the RF system. The BPTX monitoring system measured the intensity during this period, and the resulting plot is shown in Fig. 5. It should be noted that this is a relative but not yet normalized intensity measurement. The scattering of the data points suggests that the precision is around 10%.

Fig. 6 shows an oscilloscope picture recorded in persistency mode during the same time period. The falling edge of the analog BPTX signal for beam 2 (the scope channel with bipolar pulses to the left) is used as scope trigger and can be seen together with the discriminated BPTX signal used as Level-1 trigger input (with longer NIM pulse to the right). The clock related to beam 2 (bottom) is stable within an RMS of 40 ps with respect to the beam, indicating RF capture. The reference clock signal (top), corresponding to the bunch frequency at a higher energy, has a different frequency.

5. Conclusions

In the first period of beam in the LHC, the BPTX system was used extensively as a trigger to time in the read-out windows of the sub-detectors of the ATLAS experiment. The BPTX monitoring system was able to record the very first LHC bunch approaching ATLAS, and provided detailed information about the beams during these first days of data taking.
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Abstract. The ATLAS BPTX stations are comprised of electrostatic button pick-up detectors, located 175 m away along the beam pipe on both sides of ATLAS. The pick-ups are installed as a part of the LHC beam instrumentation and used by ATLAS for timing purposes. The signals from the ATLAS BPTX detectors are used both in the trigger system and for a stand-alone monitoring system for the LHC beams and timing signals. The monitoring software measures the phase between collisions and clock with high accuracy in order to guarantee a stable phase relationship for optimal signal sampling in the sub-detector front-end electronics. It also measures the properties of the individual bunches and the structure of the beams. In this paper, the BPTX monitoring software is described, its algorithms explained and a few example monitoring displays shown. In addition, results from the monitoring system during the first period of single beam running in September 2008 are presented.

1. Introduction

The ATLAS experiment [1] at the Large Hadron Collider (LHC) [2] must be synchronized to the proton-proton collisions to ensure the quality of the event data recorded by its sub-detectors. In order to facilitate the synchronization, ATLAS receives timing signals from the LHC machine and has two beam pick-up detectors at its disposal, installed upstream from the interaction point. The signals from these so-called BPTX detectors serve two purposes in ATLAS:

- The BPTX signals are used in a stand-alone monitoring system for the LHC beams and timing signals. The system monitors the phase between the collisions and the LHC clock signals that drive the ATLAS electronics in order to discover potential drifts. This system also measures the structure and uniformity of the LHC beams, and properties of their individual bunches.

- By discriminating the signals from the BPTX detectors and compensating for the lengths of the transmission lines, the BPTX system provides Level-1 trigger input signals synchronous to bunches passing through ATLAS. These trigger signals serve as an absolute time reference and are particularly useful when timing in the triggers based on real physics signals.

A concise description of the ATLAS BPTX system can be found in [3] and the concepts are described in more detail in [4, 5]. This paper describes the software of the beam pick-up based monitoring system for the LHC beams and timing signals, and presents a few results from the first period of single beam running in September 2008.
1.1. LHC timing signals

In order to allow the LHC experiments to be synchronized to the collisions, the accelerator provides them with timing signals related to its beams, transmitted through several kilometers of optical fibers. Temperature changes that affect the properties of the fibers or other unforeseen problems with the transmission can introduce phase shifts in the clock signals and cause the ATLAS on-detector electronics to sample the detector signals at a non-optimal working point. In turn, this will jeopardize the quality of the data for the recorded events and the efficiency of the trigger system. Figure 1 shows how the timing signals are distributed from the RF center of the LHC machine to the experiments.

The LHC provides one reference clock signal, $BC_{\text{ref}}$, corresponding to the frequency at maximum beam energy and two clock signals that are synchronous to the accelerating beams, $BC_1$ and $BC_2$. In addition, two orbit signals $\text{Orbit}_1$ and $\text{Orbit}_2$ with $f_{\text{Orbit}_i} = f_{BC_i}/3564$ are provided to mark every LHC turn, synchronized to their respective beams.

1.2. The ATLAS BPTX detectors

On both sides of ATLAS, 175 m upstream from the interaction point, beam pick-up detectors are installed along the LHC beam pipe. These so-called BPTX stations are beam position monitors provided by the LHC machine, but operated by the experiments for timing purposes. They are comprised of four electrostatic button pick-up detectors each, arranged symmetrically in the transverse plane around the beam pipe.

Figure 2 shows the ATLAS BPTX station for beam 2, installed in the accelerator tunnel on the C-side of ATLAS. At the bottom of the photograph, the cables from three of the four button pick-ups are visible. The signals are combined and transmitted to the underground counting room USA15 via a $\sim$220 m low-loss cable.

1.3. Usage of the BPTX signals in ATLAS

As briefly mentioned in the Introduction, the ATLAS BPTX system serves two purposes. Figure 3 shows how the BPTX signals are used both in the trigger system and for the BPTX monitoring system which will be described in more detail in the following sections. The signals from the four pick-ups are combined to eliminate potential effects of the beam position in the transverse plane before they are transmitted to the underground counting room USA15. The signals are split and fed into a constant-fraction discriminator to form a beam-related Level-1 trigger input, and into the BPTX monitoring system. The LHC timing signals enter the counting room as optical signals and are converted by the RF2TTC timing receiver. The RF2TTC module controls what signals are passed through to ATLAS and allows the manipulation of certain parameters, e.g. their phase, pulse duration and polarity.

To first order, the signal amplitude from an individual pick-up is proportional to its closest distance to the passing charge. Since the BPTX stations are installed for timing purposes, the signals from all four pick-ups are summed which effectively cancels out any offset along an axis in the transverse plane.
2. Overview of the BPTX monitoring system software

For the monitoring of the LHC beams and timing signals in ATLAS, a flexible software solution was chosen. The BPTX and LHC timing signals are captured and digitized by a deep-memory, high sampling rate oscilloscope\(^2\). By default, 100µs are captured, digitized and transferred to a rack-mounted Linux computer installed in USA15. Since it takes 89µs for a bunch to travel around the LHC, this guarantees capturing all bunches in the accelerator at least once per acquisition, allowing measurements on a bunch-by-bunch basis. By frequently (~0.5 Hz) analyzing these signals together, phase drifts or other problems in the beams or timing signals will be discovered. The analysis is done completely in software and allows measuring and

\(^2\) LeCroy WaveRunner 64 Xi. This oscilloscope has an analog bandwidth of 600 MHz and a sampling rate of 5 GS/s.
monitoring

- the average phase between the timing signals and the collisions
- the beam structure and detection of out-of-time bunches, including in the abort gap
- individual bunch properties, e.g., intensity, phase and longitudinal length

The software of the BPTX monitoring system is divided into several applications (see Figure 4) that perform separate, well-defined tasks:

- **BPTX Read-out** is the heart of the monitoring software, processes the digitized waveforms, and extracts parameters describing the identified bunches and clock edges. It then combines the condensed information to assign a phase and *Bunch Crossing Identifier* (BCID) to each bunch. The output is saved on disk where it can be read by other components in the monitoring system.

- **BPTX Viewer** gives the control room shifter an overview of the LHC beams and timing signals, and offers the possibility to track changes over time and identify oddly behaving bunches.

- **BPTX Waveform Viewer** lets the control room shifter inspect saved waveforms to investigate.

- **BPTX Publisher** communicates with other parts of the ATLAS software framework and transmits summary data to make it available to other online services and permanently saved in the ATLAS conditions database.

The three first components are described in the following sections. For information about the file formats, implementation details and the mathematical model of the signal from the BPTX detectors, the reader is referred to [5].
3. BPTX Read-out: signal processing and analysis

3.1. Signal processing

This section describes the algorithms that extract the locations of the timing signal pulses and the parameters that describe the LHC bunches. The information extracted from the waveforms are saved in a condensed, lightweight representation called waveform descriptors, which are used internally for the rest of the processing, written to disk and read by other applications of the monitoring system. By combining the descriptors for the BPTX and timing signals, each bunch can be assigned a BCID and a phase.

3.1.1. Clock and orbit signal processing  
Clock signals coming from the RF2TTC module during ATLAS data taking exhibit a rise-time of about 1 ns which agrees with test measurements [6]. With a sampling rate of 5 GS/s, the edge in the digitized signal will therefore consist of about 5 samples, which allows performing a fit in order to determine the threshold crossing with high precision. During the design phase of the BPTX monitoring system, three methods were considered for determining the exact locations of the clock edges.

(i) Linear interpolation between the two sample points around the threshold crossing
(ii) Linear fit based on 5 samples points around the threshold crossing
(iii) Third order polynomial fit based on 5 samples points around the threshold crossing

All three methods were tested on simulated clock signals exhibiting noise and cycle-to-cycle jitter characteristic of the output signals of the RF2TTC module. All three algorithms had sub-picossecond precision. The linear interpolation is used as the default method as it is the computationally least demanding.

3.1.2. BPTX signal processing  
An LHC bunch can be described by three parameters, its arrival time, its intensity (number of protons) and its longitudinal length. During the development phase of the BPTX monitoring system, several ways of measuring these parameters were considered and tested with simulations.

When a bunch passes through a BPTX station, it gives rise to a fast bipolar pulse with a frequency spectrum peaking at around 400 MHz and tails reaching a few GHz. The long transmission line and the limited analog bandwidth of the oscilloscope attenuate the high-frequency content and shape the signal accordingly. After quantifying the couplings between different properties of the bipolar pulse and the bunch parameters in a simulation study, the waveform features in Figure 5 were chosen.

![Waveform features](image)

Figure 5: The waveform features measured to determine the bunch arrival time (left) and intensity (middle). The distance between the peak and the valley of the bipolar pulse correlates well with the longitudinal length of the bunch and is therefore used to measure this parameter.

The zero-crossing is a sharp vertical edge and thus a well-suited region to pick off the time of the pulse. Moreover, it is stationary with varying bunch intensity. The location of the
zero-crossing is determined by solving where the function resulting from a linear interpolation between the last positive and first negative samples crosses zero. Simulations suggest that the location of the zero-crossing relative to the actual arrival time depends slightly on the bunch length, which degrades the resolution of the arrival time measurement if the beams contain bunches of varying length. However, as soon as the mathematical model that the simulations rely upon has been tuned to data, this correlation can be determined and compensated for at the signal processing stage.

The value of the integral under the peak of the pulse is proportional to the number of protons in the bunch and is therefore chosen for the intensity measurement. This is implemented by performing numerical integration of the the peak if it passes a programmable threshold voltage.

The peak-to-valley distance scales with the longitudinal length of the bunch, and is relatively easy to measure. By fitting a second order polynomial to three sample points around maximum (minimum), a more accurate determination of the peak (valley) location is achieved, enhancing the the resolution of this measurement considerably.

These three measurements can be done with relatively low computational costs and perform well for our purposes. For more detailed motivations on the chosen waveform features, see [5].

### 3.2. Bunch phase and BCID association

When the individual signals have been processed and their extracted features saved in waveform descriptors, the arrival time of each bunch can be matched with a clock edge. The time difference between the bunch arrival time and the clock edge defines the phase of the bunch and the number of clock ticks since the orbit pulse determines the BCID. The BCID association can also be done by matching the identified bunches to a reference LHC fill pattern, which could be useful in the unlikely event that the orbit signal is unavailable.

### 4. BPTX Viewer: visualization of monitoring data

The objective of the BPTX monitoring system is to monitor the LHC beams and timing signals during ATLAS data taking. It is therefore important that the measurements are presented in a way that provides both overview and detail. The BPTX Viewer application provides an interactive graphical user interface for displaying monitoring data recorded with the BPTX Read-out program. Figure 6 shows a typical monitoring display in BPTX Viewer. The panel on the left allows the user to browser through the data sets currently accessible on disk or to automatically display the most recent data. The bottom panel shows measured bunch quantities vs. BCID. In this case, the individual bunch intensity of beam 1 (blue) and beam 2 (red) is plotted for a simulated data set, and visualizes the fill structure and uniformity of both beams. The main panel shows summary histograms for the clock signal period time and distributions of the measured bunch phase, intensity and length for both beams.

The main panel has several tabs, and the second one, labeled “Outliers”, offers an interface for finding deviating bunches. By defining a set of cuts on the measured bunch parameters, e.g. bunches with low intensity can be found easily and their information displayed in the table (see Figure 7). For example, displaying the bunches that have a phase that deviates from the mean value could reveal low-intensity, out-of-time bunches, so-called satellite bunches or ghost bunches. Although the signal model is yet to be tuned to data, simulations show that even two bunches in consecutive RF buckets\(^3\) can be distinguished and identified correctly by the software as long as they have comparable intensity.

The third tab displays the current log file of the BPTX Read-out application for easy inspection in case the control room shifter suspects there are problems in the read-out or signal

---

\(^3\) In the LHC, the RF frequency is 400 MHz, resulting in a temporal distance of 2.5 ns between the so-called RF buckets where the bunches can be situated.
Figure 6: Screen shot of the BPTX Viewer application displaying measurements of simulated beam data.

Figure 7: The Outliers tab in BPTX Viewer allows the shifter to identify deviating LHC bunches by placing cuts on their measured properties.

processing in the BPTX monitoring system.

5. BPTX Waveform Viewer: a waveform display tool
If the shifter in the ATLAS control room suspects that there is a problem with the timing signals or one of the beams, the waveforms available on disk can be inspected with the BPTX Waveform Viewer. Figure 8 shows an example view of simulated BPTX signals for both LHC beams.

6. Integration with the ATLAS online infrastructure and permanent storage
The BPTX Publisher application runs in parallel to the BPTX Read-out program on the rack-PC in USA15, and is responsible for shipping summary data from the BPTX monitoring system to the ATLAS Detector Control System (DCS)[7]. By publishing the data to DCS, it
is automatically made available to other ATLAS online services and recorded in the conditions database for permanent storage.

7. Results from the first LHC beams

At 10:18 AM on September 10, 2008, the LHC successfully circulated the first proton bunch. During the following week the BPTX system was used extensively to time in the ATLAS trigger system, and the BPTX monitoring system gave real-time information about the LHC beams to the shifters in the ATLAS control room. This section contains some plots from the monitoring system and presents a few preliminary results that indicate the resolution of its measurements.

7.1. First LHC bunches in ATLAS

Figure 9 shows the first low-intensity LHC bunch on its way to ATLAS, as seen by the BPTX station 175 m in front of ATLAS, before it hit the collimators and produced the first so-called splash event. The amplitude of the pulse is consistent with a reported bunch intensity of $2 \times 10^8$ protons per bunch. For the nominal bunch intensity of $1.15 \times 10^{11}$ protons per bunch, the pulse amplitude is expected to increase by a factor of $\sim 500$.

Figure 8: A screen shot from BPTX Waveform Viewer showing simulated BPTX signal waveforms.
A few hours later, the LHC managed to circulate a single bunch eight turns around the LHC. Since the beam was not yet captured by the RF system, the pulse amplitude was reduced from turn to turn as can be seen in the bottom plot of Figure 9. This can be explained by the debunching that is expected when the beam is not constrained longitudinally by an electric field.

7.2. Longer injection
A few days later, the LHC managed to capture a bunch with its RF system and circulate it for a longer period. Figure 10 shows the beam intensity measured over time by the BPTX monitoring system for the longest LHC fill so far, with a total duration of about 20 minutes. The scatter of data points indicates that the resolution of this measurement is around 10 percent.

Figure 10: Beam intensity varying over a ~20 min fill as measured by the BPTX monitoring system.

Figure 11: Oscilloscope trace taken in persistency mode during a long LHC fill.
7.3. Bunch phase resolution

During the fill mentioned in Section 7.2, the phase between the bunch and the closest edge of the clock signal was measured with a precision of 40 ps. This number includes not only the accuracy of the phase measurement, but also the clock jitter and possibly varying bunch arrival times. Figure 11 illustrates this phase stability with a picture from an oscilloscope that was running in persistency mode. Since all measurements were performed on the same bunch, potential effects on the arrival time determination due to varying bunch length are not included.

7.4. BPTX signal noise

The period of single beam running offered the first possibility to measure the noise of the BPTX signals during operation with beam. By analyzing waveforms captured during this time, the standard deviation of the sample values in regions without bunch pulses was measured to be 1.7 mV. On September 10, the LHC reported a bunch intensity of $2 \times 10^9$ protons, for which the measured BPTX pulse amplitude was 0.06 V. Since the pulse amplitude varies linearly with bunch intensity, setting the threshold level to $5\sigma_{\text{noise}} = 8.5$ mV the lowest possible bunch intensity that the BPTX system is sensitive to would be $3 \times 10^8$, corresponding to 0.26% of the nominal LHC bunch intensity. As can be seen in Figure 11, a small reflection of the bunch pulse was discovered in the recorded BPTX waveforms. The reflection is caused by impedance variations in the components that combine the signals from the four pick-ups, and is likely to scale with pulse amplitude. This feature could limit the sensitivity to detect satellite bunches in LHC fills with high bunch intensities, however there are plans to implement an appropriate filter to correct for it at the signal processing level.

8. Conclusions

The BPTX monitoring system in ATLAS is designed to monitor the relation between the LHC beams and timing signals to ensure the quality of the recorded event data. In addition, the structure of the beams and properties of the individual bunches can be measured and displayed with the BPTX application suite. During the first period of LHC running the BPTX signals were successfully used in the trigger system and the monitoring system measured both bunch intensity and phase with satisfactory performance, however, further calibration studies are needed to reach optimal performance.
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