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Abstract

A measurement of the underlying event (UE) activity in proton-proton collisions at a centre-of-mass energy of 7 TeV is performed using Drell–Yan events in a data sample corresponding to an integrated luminosity of 2.2 fb$^{-1}$, collected by the CMS experiment at the LHC. The activity measured in the muonic final state ($q\bar{q} \rightarrow \mu^+\mu^-$) is corrected to the particle level and compared with the predictions of various Monte Carlo generators and hadronization models. The dependence of the UE activity on the dimuon invariant mass is well described by PYTHIA and HERWIG++ tunes derived from the leading jet/track approach, illustrating the universality of the UE activity. The UE activity is observed to be independent of the dimuon invariant mass in the region above 40 GeV/$c^2$, while a slow increase is observed with increasing transverse momentum of the dimuon system. The dependence of the UE activity on the transverse momentum of the dimuon system is accurately described by MadGraph, which simulates multiple hard emissions.
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1 Introduction

In hadron-hadron scattering, the “underlying event” (UE) is defined as any hadronic activity that cannot be attributed to the particles originating from the hard scattering, which is characterized by a large momentum transfer, or to the hadronization of initial- and final-state radiation. The UE activity is thus due to the hadronization of partonic constituents, not involved in the hard scattering, that have undergone multiple-parton interactions (MPIs) and to the hadronization of beam remnants that did not participate in other scatterings. These semihard interactions cannot be completely described by perturbative quantum chromodynamics (QCD) and require a phenomenological description involving parameters that must be tuned with the help of data [1].

The experimental study of the UE probes various aspects of hadron production in high energy hadron-hadron collisions. In particular it is sensitive to the interplay of perturbative methods describing the hard process and phenomenological models of the soft interactions that attempt to simultaneously describe MPIs, initial- and final-state radiation, the colour flow between final state partons, and the hadronisation process. Understanding the UE in terms of particle and energy densities will lead to better modelling by Monte Carlo programs that are used in precise measurements of standard model processes and searches for new physics at high energies. The UE affects the estimation of the efficiency of isolation criteria applied to photons and charged leptons, and the energy scale in jet identification. It also affects the reconstruction efficiency for processes like \( H \rightarrow \gamma \gamma \), where the primary vertex is partly determined from the charged particles originating from the UE. Hard MPIs are an important background for new physics searches, e.g. same-sign W production from MPIs [2] is a possible background to the same-sign double lepton SUSY searches [3].

The Compact Muon Solenoid (CMS) [4], ATLAS, and ALICE experiments have carried out UE measurements at centre-of-mass energies (\( \sqrt{s} \)) of 0.9 TeV and 7 TeV using hadronic events (minimum-bias and single-jet triggered) containing a leading track-jet [5, 6] or a leading track [7, 8]. The analysis of the central charged particles and forward energy flow correlations in hard processes, e.g. \( pp \rightarrow W(Z)X \rightarrow \ell \nu (\ell \ell)X \) [9], provides supplementary insights into the nature of MPIs. In this paper, we use the Drell–Yan (DY) process [10] with the muonic final state at a centre-of-mass energy of 7 TeV to perform a complementary UE measurement. The DY process with muonic final state is experimentally clean and theoretically well understood, allowing the particles from the UE to be reliably identified. The absence of QCD final-state radiation (FSR) permits a study of different kinematic regions with varying transverse momentum of \( \gamma^* /Z \) due to harder or softer initial-state radiation (ISR). The comparison of the UE measurement in DY events with QCD events having a leading track-jet is useful for probing the UE activity in different processes. UE measurements using the DY process have been reported previously in proton-antiproton collisions at \( \sqrt{s} = 1.96 \) TeV [11].

The UE activity at a given centre-of-mass energy is expected to increase with the momentum transfer of the interaction. Events with a harder scale are expected to correspond, on average, to interactions with a smaller impact parameter and, in some models, to more MPIs [12, 13]. This increased activity is observed to reach a plateau for high energy scales corresponding to small impact parameter. In this paper we investigate some aspects of the UE modelling in detail by measuring the invariant mass dependence of the UE activity for DY events with small transverse momentum of the DY system. This measurement separates the scale dependence of the UE activity from the ISR effect. The universality of the model parameters, denoted as tunes, implemented in the various MC programs is tested by comparing their predictions with our measurements. The portability of the UE parameters across different event generators,
combined in some cases with different parton distribution functions (PDFs), is investigated as well. The modeling of the ISR is studied by measuring the UE activity as a function of the transverse momentum of the DY system. Finally, the dependence of the UE activity on ISR and FSR is determined by comparing the measurements from DY events with previous results from hadronic events containing a leading jet where FSR also plays a role.

The outline of the paper is as follows. Section 2 describes the various observables used in the present study. Section 3 summarizes the different MC models used and corresponding UE parameters. Section 4 presents experimental details: a brief detector description, data samples, event and track selection criteria, correction procedure, and systematic uncertainties. Section 5 presents the results on UE activity measured in DY events and the comparison with the measurements based on a leading track-jet. The main results are summarized in Section 6.

2 Observables

The UE activity is measured in terms of particle and energy densities. The particle density \( \langle N_{ch} \rangle = \frac{1}{|\Delta \eta \Delta (\Delta \phi)|} \) is computed as the average number of primary charged particles per unit pseudorapidity \( \eta \) and per unit azimuthal separation \( \Delta \phi \) (in radians) between a track and the transverse momentum of the dimuon system. The pseudorapidity is defined as \( \eta = -\ln(\tan(\theta/2)) \), where \( \theta \) is the polar angle measured with respect to the anticlockwise beam direction. The azimuthal angle \( \phi \) is measured in the plane perpendicular to the beam axis. The energy density \( \langle \Sigma p_T \rangle \) is expressed in terms of the average of the scalar sum of the transverse momenta of primary charged particles per unit pseudorapidity per unit azimuthal separation. The ratio of the energy and particle densities, as well as the total charged-particle multiplicity \( N_{ch} \) and the transverse momentum spectrum are also computed. The charged-particle multiplicity and transverse momentum distributions are normalized to unit area and to the average number of charged particles per event, respectively. Particles are considered as primary if they originate from the initial proton-proton interaction and are not the decay products of long-lived hadrons with a lifetime exceeding \( 10^{-10} \) s. Apart from the muons from the DY process, all charged particles in the central region of the detector with pseudorapidity \( |\eta| < 2 \) and with transverse momentum \( p_T > 0.5 \) GeV/c are considered.

The spatial distribution of the tracks is categorized by the azimuthal separation \( \Delta \phi \). Particle production in the away region (\( |\Delta \phi| > 120^\circ \)) is expected to be dominated by the hardest ISR emissions, which balance the dimuon system. The transverse region (\( 60^\circ < |\Delta \phi| < 120^\circ \)) and towards region (\( |\Delta \phi| < 60^\circ \)) are more sensitive to soft emissions and, in particular, those due to MPIs. The relevant information about the hard and the soft processes is extracted from the tracking and the muon systems of the CMS detector and thus the derived observables are insensitive to the uncertainties of the calorimetric measurements. The DY events with dimuon mass \( M_{\mu\mu} \) around the Z resonance are the least contaminated by background processes (heavy-quark, \( t\bar{t} \), W+jets, and DY \( \rightarrow \tau\tau \) production) \[14, 15\] and best suited for the measurement of the UE activity.

The UE activity is studied as a function of the magnitude of the dimuon transverse momentum \( p^\mu_T = |p_{T,1}^\mu + p_{T,2}^\mu| \) and as a function of \( M_{\mu\mu} \). The dependence of the UE activity on \( p^\mu_T \) for high-mass dimuon pairs effectively probes the ISR spectrum. In order to minimize the background contamination, the \( p^\mu_T \) dependence is studied only in the narrow mass window \( 81 < M_{\mu\mu} < 101 \) GeV/c\(^2\). In contrast to the study of the UE activity in hadronic events using a leading track-jet \[5, 6\], this energy scale is sufficiently large to saturate the MPI contributions. This observation is verified by studying the UE activity as a function of the dimuon mass in a wider mass range, where the total transverse momentum of the dimuon system is kept to a
minimum by requiring $p_T^{\mu\mu} < 5\text{ GeV/c}$.

3 Monte Carlo models

The UE dynamics are studied through the comparison of the observables in data with various tunes of PYTHIA6 [16] and its successor PYTHIA8 [17, 18]. MADGRAPH (version 5) [19, 20], which simulates up to six final-state fermions (including the muons), and POWHEG [21], which includes next-to-leading-order corrections on the hardest emission, are also compared to our measurements. For these two generators, softer emissions are simulated by $p_T$-ordered parton showers using PYTHIA6 tunes and matched with the hard process produced by the generators. Hadronization in PYTHIA6 and PYTHIA8 is based on the Lund string fragmentation model [22].

The measurements are also compared to predictions of the HERWIG++ [23] angular-ordered parton shower and cluster hadronization model [24, 25].

The UE contributions from MPIs rely on modelling and tuning of the parameters in the MC generators. The MPI model of PYTHIA relies on two fundamental assumptions [12]:

- The ratio of the $2 \to 2$ partonic cross section, integrated above a transverse momentum cutoff scale, and the total of the hadronic cross section is a measure of the amount of MPIs. The cutoff scale $p_{0T}$ is introduced to regularize an otherwise diverging partonic cross section,

$$\sigma(p_T) = \sigma(p_{0T}) \frac{p_T^4}{(p_T^2 + p_{0T}^2)^2}, \quad (1)$$

with

$$p_{0T}(\sqrt{s}) = p_{0T}(\sqrt{s_0}) \left(\frac{\sqrt{s}}{\sqrt{s_0}}\right)^\epsilon. \quad (2)$$

Here $\sqrt{s_0} = 1.8\text{ TeV}$ and $\epsilon$ is a parameter characterizing the energy dependence of the cutoff scale.

- The number of MPIs in an event has a Poisson distribution with a mean that depends on the overlap of the matter distribution of the hadrons in impact-parameter space.

The MPI model used here [26] includes showering of the MPI process, which is interleaved with the ISR.

The tunes of the models vary mainly in the MPI regularization parameters, $p_{0T}$ and $\epsilon$, in the amount of colour reconnection, and in the PDF used. The Z1 tune [27] of PYTHIA6 adopts the results of a global tuning performed by the ATLAS Collaboration [28] and uses the fragmentation and colour reconnection parameters of the ATLAS AMBT1 tune [29]. The parameters of the Z1 tune related to the MPI regularization cutoff and its energy dependence are adjusted to describe previous CMS measurements of the UE activity in hadronic events [6] and uses the CTEQ5L PDF. The Z2 tune of PYTHIA6 is an update of the Z1 tune using CTEQ6L1 [30], the default used in most CMS generators; the regularization cutoff value at the nominal energy of $\sqrt{s_0} = 1.8\text{ TeV}$ is optimized to 1.832 GeV/c. The value of the energy evolution parameter for the Z2 tune is 0.275, as for the Z1 tune. The 4C [31] tune of PYTHIA8 follows a similar procedure as the ATLAS AMBT1 tune, but includes ALICE multiplicity data as well. The values of the $p_{0T}(\sqrt{s_0})$ and $\epsilon$ parameters for the 4C tune are 2.085 GeV/c and 0.19, respectively. The effective value of $p_{0T}$ at $\sqrt{s} = 7\text{ TeV}$ is about 2.7 GeV/c for both the Z2 and 4C tunes.
The LHC-UE7-2 tune of HERWIG++ is based on ATLAS measurements of the UE activity in hadronic events \[7\]. The regularization cutoff parameter \( p_0 \) for the LHC-UE7-2 tune is 3.36 GeV/c at \( \sqrt{s} = 7 \) TeV. The CTEQ6L1 PDF is used in conjunction with PYTHIA6 Z2, PYTHIA8 4C, MADGRAPH Z2, and HERWIG++ LHC-UE7-2, while CT10 \[32\] is used for POWHEG, and CTEQ5L for the PYTHIA6 Z1 simulations.

A comparison of these models with the measurements is presented in Section 5.

4 Experimental methods

The present analysis is performed with a sample of proton-proton collisions corresponding to an integrated luminosity of 2.2 fb\(^{-1}\), collected in March–August 2011 using the CMS detector \[4\].

Muons are measured in the pseudorapidity range \(|\eta| < 2.4\) with a detection system consisting of three subsystems: Drift Tubes, Cathode Strip Chambers, and Resistive Plate Chambers. Matching track segments from the muon detector to the tracks measured in the inner tracker results in a transverse momentum resolution between 1% and 5% for \( p_T \) values up to 1 TeV/c. The tracker subsystem consists of 1440 silicon-pixel and 15 148 silicon-strip detector modules, and it measures charged particle trajectories within the nominal pseudorapidity range \(|\eta| < 2.5\).

The detector response is simulated in detail using the GEANT4 package \[33\]. The simulated signal and background events, including heavy-quark, \( t\bar{t} \), \( W+jets \), and \( DY \rightarrow \tau\tau \) production, are processed and reconstructed in the same manner as collision data.

4.1 Event and track selection

The trigger requires the presence of at least two muon candidates. In periods of lower instantaneous luminosity both muons were required to have \( p_T > 7 \) GeV/c, while in other periods the transverse momentum requirements were 13 GeV/c and 8 GeV/c for the leading and subleading muons, respectively. The trigger efficiency is above 95% for the offline selected DY events with the requirement of \( 81 < M_{\mu\mu} < 101 \) GeV/c\(^2\). The offline selection requires exactly two muons reconstructed in the muon detector and the silicon tracker. Muon candidates are required to satisfy identification criteria based on the number of hits in the muon stations and tracker, transverse impact parameter with respect to the beam axis, and normalized \( \chi^2 \) of the global fit \[15\]. The backgrounds from jets misidentified as muons and from semileptonic decays of heavy quarks are suppressed by applying an isolation condition on the muon candidates. The isolation variable \( I \) for muons is defined as

\[
I = \left\{ \Sigma [p_T(\text{tracks}) + E_T(\text{EM}) + E_T(\text{HAD})] - \pi(\Delta R)^2 \rho \right\} / p_T^\mu,
\]

where the sum is defined in a cone of radius \( \Delta R = \sqrt{(\Delta \phi)^2 + (\Delta \eta)^2} = 0.3 \) around the muon direction; \( \Delta \eta \) and \( \Delta \phi \) are the pseudorapidity and azimuthal separation between the muon and tracks or calorimetric towers. Here \( p_T(\text{tracks}) \) is the transverse momentum of tracks, excluding muons, with \( p_T > 1 \) GeV/c, \( E_T(\text{EM}) \) is the transverse energy deposited in the electromagnetic calorimeter, \( E_T(\text{HAD}) \) is the transverse energy deposited in the hadronic calorimeter, and \( \rho \) is the average energy density \[34\] in the calorimeter and tracker originating from additional inelastic pp interactions (pile-up) in the same bunch crossing as the DY interaction. The calculation of \( \rho \) takes into account the number of reconstructed primary vertices in the event; the
average value of $\rho$ is 5.6 GeV/c. A muon is considered to be isolated if $I < 0.15$. Because of the energy density correction, the isolation efficiency is independent of the number of pile-up interactions.

The selected muons are required to have opposite charges, transverse momenta larger than 20 GeV/c, and pseudorapidity $|\eta| < 2.4$. Both muons are required to be associated with the same vertex, which is designated as the signal vertex. The selected signal vertex is required to be within $\pm 18$ cm of the nominal interaction point as measured along the $z$ direction. At least five tracks are required to be associated with the signal vertex, and the transverse displacement of the signal vertex from the beam axis is required to be less than 2 cm. These criteria select a pure sample of DY events with a total background contribution of less than 0.5% as estimated from simulated events.

Tracks, excluding the selected muons, are considered for the UE measurement if they are well reconstructed in the silicon-pixel and the silicon-strip tracker, have $p_T > 0.5$ GeV/c and $|\eta| < 2$, and originate from the signal vertex. To reduce the number of improperly reconstructed tracks, a high purity reconstruction algorithm [35] is used. The high purity algorithm requires stringent cuts on the number of hits, the normalized $\chi^2$ of the track fit, and the consistency of the track originating from a pixel vertex. To reduce the contamination of secondary tracks from decays of long-lived particles and photon conversions, the distances of closest approach between the track and the signal vertex in the transverse plane and in the longitudinal direction are required to be less than 3 times the respective uncertainties. Tracks with poorly measured momenta are removed by requiring $\sigma(p_T)/p_T < 5\%$, where $\sigma(p_T)$ is the uncertainty on the $p_T$ measurement. These selection criteria reject about 10% of primary tracks and 95% of misreconstructed and secondary tracks. The selected tracks have a contribution of about 2% from misreconstructed and secondary tracks.

4.2 Corrections and systematic uncertainties

The UE observables, discussed in Section 2, are corrected for detector effects and selection efficiencies. The measured observables are corrected to reflect the activity from all primary charged particles with transverse momentum $p_T > 0.5$ GeV/c and pseudorapidity $|\eta| < 2$. The particle and energy densities are corrected using a bin-by-bin technique. In the bin-by-bin technique, the correction factor is calculated by taking the bin-by-bin ratio of the particle level and detector level distributions for simulated events and then the measured quantity is multiplied by this correction factor. There is a small growth in the particle and energy densities with increasing $p_{\mu\mu}^T$ and $M_{\mu\mu}$ in the towards and transverse regions. Because of this slow growth of densities the bin migration in $p_{\mu}^T$ and $M_{\mu\mu}$ has a small effect on the measurements, therefore a bin-by-bin method is considered to be sufficiently precise. There is a fast rise in the energy and particle densities in the away region with the increase of $p_{\mu\mu}^T$, but corrected results using a bin-by-bin method are consistent with correction obtained from a Bayesian technique. The transverse momenta of the charged particles have very good resolution and are corrected using a bin-by-bin method. In this analysis the average of the calculated correction factors from PYTHIA6 Z2, PYTHIA6 D6T, and MADGRAPH Z2 is used to correct the experimental distributions. The maximum deviation from the average correction factor is taken as the model-dependent systematic uncertainty, estimated to be 0.7–1.4% for the particle and energy densities. In the case of charged-particle multiplicity, there is substantial bin migration and the corrected results using the Bayesian and bin-by-bin techniques differ by 10–15%. Therefore the charged-particle multiplicity is corrected using a Bayesian unfolding technique with a response matrix obtained using the PYTHIA6 Z2 tune. The systematic uncertainty related to the correction procedure is calculated by unfolding the data with response matrices obtained
using different tunes.

In the analyzed data, there are on average 6–7 collisions in each bunch crossing. Tracks originating from these pile-up interactions cause the UE activity to be overestimated, so the measurements are corrected for the presence of pile-up interactions. The correction factor is calculated as the ratio of the UE activity for simulated events with and without pile-up. The uncertainty in the modelling of the pile-up events is estimated by varying the mean of the expected number of pile-up events by ±1. This uncertainty in pile-up modelling affects the particle and energy densities by 0.3–1.0%. The effect due to pile-up events is small because only the tracks associated with the same vertex as the muon pair are used. The results are also cross-checked with low pile-up 7 TeV data collected during 2010 and the differences are found to be negligible.

Table 1: Summary of the systematic uncertainties on the particle and energy densities (in percent). The first three rows show the systematic uncertainties for the particle density in the towards, transverse, and away regions. The last three rows report the systematic uncertainties for the energy density. The numbers outside the parentheses refer to the case where the densities are measured as a function of $M_{\mu\mu}$ and those in the parentheses correspond to the measurements as a function of $p_T^{\mu\mu}$.

<table>
<thead>
<tr>
<th>Observable</th>
<th>model $M_{\mu\mu}$ ($p_T^{\mu\mu}$)</th>
<th>pile-up $M_{\mu\mu}$ ($p_T^{\mu\mu}$)</th>
<th>isolation $M_{\mu\mu}$ ($p_T^{\mu\mu}$)</th>
<th>mis-ID $M_{\mu\mu}$ ($p_T^{\mu\mu}$)</th>
<th>background $M_{\mu\mu}$ ($p_T^{\mu\mu}$)</th>
<th>total $M_{\mu\mu}$ ($p_T^{\mu\mu}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/$\Delta \eta$($\Delta \phi$) (towards)</td>
<td>0.8 (0.8)</td>
<td>1.0 (0.9)</td>
<td>0.9–1.5 (0.9)</td>
<td>1.0 (1.0)</td>
<td>0.7 (0.3)</td>
<td>2.0–2.3 (1.8)</td>
</tr>
<tr>
<td>1/$\Delta \eta$($\Delta \phi$) (transverse)</td>
<td>0.7 (0.9)</td>
<td>0.9 (0.9)</td>
<td>0.8–1.7 (0.8)</td>
<td>0.9 (0.9)</td>
<td>0.7 (0.5)</td>
<td>1.8–2.3 (1.8)</td>
</tr>
<tr>
<td>1/$\Delta \eta$($\Delta \phi$) (away)</td>
<td>0.7 (0.6)</td>
<td>0.9 (0.3–0.9)</td>
<td>0.8–1.6 (0.8)</td>
<td>0.9 (0.9)</td>
<td>0.5 (0.5)</td>
<td>1.7–2.2 (1.5–1.7)</td>
</tr>
<tr>
<td>1/$\Delta \eta$($\Delta \phi$)</td>
<td>1.2 (1.2)</td>
<td>0.8 (0.7)</td>
<td>1.1–2.0 (1.4)</td>
<td>0.8 (0.8)</td>
<td>0.8 (0.7)</td>
<td>2.1–2.7 (2.2)</td>
</tr>
<tr>
<td>1/$\Delta \eta$($\Delta \phi$)</td>
<td>1.1 (1.4)</td>
<td>0.7 (0.7)</td>
<td>1.0–2.5 (1.3)</td>
<td>0.8 (0.8)</td>
<td>0.8 (0.9)</td>
<td>2.0–3.0 (2.4)</td>
</tr>
<tr>
<td>1/$\Delta \eta$($\Delta \phi$)</td>
<td>1.0 (0.8)</td>
<td>0.7 (0.3–0.7)</td>
<td>1.1–2.2 (1.1)</td>
<td>0.8 (0.7)</td>
<td>0.7 (0.2)</td>
<td>2.0–2.7 (1.6–1.7)</td>
</tr>
</tbody>
</table>

We also consider possible systematic effects related to trigger requirements, different beam-axis positions in data and simulation, various track selection criteria, muon isolation, and misidentification of tracks. The combined systematic uncertainty related to trigger conditions, the varying beam-axis position, and track selection is less than 0.5%. The systematic uncertainty due to isolation is calculated by removing the isolation condition in the simulated events used for the correction and is found to be 0.8–2.5% for the particle and energy densities.

The yield of secondary tracks originating from the decay of long-lived particles is not correctly predicted by the simulation [37]. To estimate the effect of secondary tracks, a subset of simulated events is created by rejecting tracks that do not have a matching primary charged particle at the generator level. The uncertainty is evaluated by correcting the measurements with this subset of the simulated events, containing fewer secondary tracks, and is found to be 0.7–1.0% for the particle and energy densities.

Though the total contribution of background processes is very small, it affects the measurement at higher $p_T^{\mu\mu}$ (50–100 GeV/c) and small $M_{\mu\mu}$ (40–60 GeV/c²) where the contamination from $t\bar{t}$ and DY→ττ background processes is 1% and 5%, respectively. The particle and energy densities differ between DY→ττ and DY→μμ (the signal process) by 20%. The particle (energy) density for the $t\bar{t}$ background is two times (four times) that for the signal process. Combination of the differences in the densities for background processes and relative background contributions gives a systematic uncertainty of 0.2–0.9%.

Table 1 summarizes the dominant systematic uncertainties on the particle and energy densities. The total systematic uncertainty on the particle and energy densities is in the range 1.5–3.0%, whereas the uncertainties on the track multiplicity and $p_T$ spectra reach 10% in the tail (not
reported in Table 1. In all figures, inner error bars represent the statistical uncertainty only, while outer error bars account for the quadratic sum of statistical and systematic uncertainties.

5 Results

The UE activity in DY events, for charged particles with $p_T > 0.5 \text{ GeV/c}$ and $|\eta| < 2.0$, is presented as a function of $M_{\mu\mu}$ and $p_{T\mu\mu}$. The multiplicity and the transverse momentum distributions are also presented for two different sets of events, $p_{T\mu\mu} < 5 \text{ GeV/c}$ and $81 < M_{\mu\mu} < 101 \text{ GeV/c}^2$. Finally, the UE activity in the transverse region is compared with that measured in hadronic events using a leading track-jet.

5.1 Underlying event in the Drell–Yan process

The energy-scale dependence of the MPI activity is studied by limiting the ISR. To accomplish this we require the muons to be back-to-back in the transverse plane with $p_{T\mu\mu} < 5 \text{ GeV/c}$ and measure the dependence of the UE activity on the dimuon mass, $M_{\mu\mu}$. The resulting particle and energy densities are shown in Fig. 1. Because the activity is almost identical in the towards and transverse regions, they are combined as $|\Delta\phi| < 120^\circ$. The contribution of ISR to the UE activity is small after requiring $p_{T\mu\mu} < 5 \text{ GeV/c}$, as shown by the prediction of HERWIG++ without MPIs. This figure also illustrates the dominant role of MPIs in our current models as they generate more than 80% of the UE activity in these ISR-reduced events. The lack of dependence of the UE activity on $M_{\mu\mu}$ within the range under study (40–140 GeV/c^2) indicates that the activity due to MPIs is constant at energy scales down to 40 GeV. The quantitative description by model tunes based on the minimum-bias and UE observables in hadronic events is illustrated by the MC/Data ratios in Fig. 1. In general, PYTHIA6 Z2, PYTHIA8 4C, and HERWIG++ LHC-UE7-2 describe the densities well, whereas the Z2 tune used together with the POWHEG generator underestimates both densities by 5–15%. Both PYTHIA and HERWIG++ model tunes derived from the UE measurement in hadronic events using the leading jet/track approach describe the UE activity in the Drell–Yan events equally well and hence illustrate a certain universality of the underlying event across QCD and electroweak processes in hadronic collisions.

Dependence of the UE activity on the transverse momentum of the dimuon system is shown in Fig. 2 in the towards, transverse, and away regions (top to bottom) for events having $M_{\mu\mu}$ between 81 GeV/c^2 and 101 GeV/c^2. At this high energy scale, the $p_{T\mu\mu}$ dependence of the UE activity is sensitive to the ISR. The slope in the $p_{T\mu\mu}$ dependence of the UE activity is identical for a model with and without MPIs and is therefore mainly due to ISR. The predictions of HERWIG++ without MPIs underestimate the measurements in the away region as well because the MPIs produce particles uniformly in all directions. The UE activity does not fall to zero when $p_{T\mu\mu} \to 0$ because of the presence of the hard scale set by $M_{\mu\mu}$.

The particle and energy densities in the away region rise sharply with $p_{T\mu\mu}$ and, because of momentum conservation mainly sensitive to the spectrum of the hardest emission, are equally well described by all tunes and generators considered. In the towards and transverse regions there is a slow growth in the particle and energy densities with increasing $p_{T\mu\mu}$. The energy density increases more than the particle density, implying a continuous increase in the average transverse momentum of the charged particles with $p_{T\mu\mu}$. This effect is also reflected in the ratio of the energy density to the particle density. The activity in the towards region is qualitatively similar to that in the transverse region. Quantitatively, the activity is higher in the transverse region than the towards region, an effect caused by the spill-over contributions from the recoil activity in the away region, which balances the dimuon system. This observation is visible in
Figure 1: Top: The UE activity as a function of the dimuon invariant mass ($M_{\mu\mu}$) for events with $p_T^{\mu}\mu < 5\text{GeV/c}$ for charged particles having $\Delta\phi < 120^\circ$: (left) particle density; (centre) energy density; (right) ratio of the energy and particle densities. The predictions of PYTHIA6 Z2, POWHEG Z2, PYTHIA8 4C, and HERWIG++ LHC-UE7-2 (with and without MPIs) are also displayed. In the top right plot, the structure around $60-80\text{GeV/c}^2$ for HERWIG++ without MPIs reflects the influence of photon radiation by final-state muons, which is enhanced below the $Z$ resonance. Bottom: Ratios of the predictions of various MC models and the measurement. The inner band shows the statistical uncertainty of data whereas the outer band represents the total uncertainty.
Fig. 5 at small \( p_T^{\mu\mu} \), where the radiation contribution is small and the activity in the transverse region is the same as that in the towards region.

Figure 3 presents the ratios of the predictions of various MC models to the measurements for the observables shown in Fig. 2. Statistical fluctuations in the data induce correlated fluctuations for the various MC/data ratios. MADGRAPH in conjunction with PYTHIA6 tune Z2 describes the \( p_T^{\mu\mu} \) dependence of the UE activity very well, both qualitatively and quantitatively. PYTHIA8 4C and HERWIG++ describe the \( p_T^{\mu\mu} \) dependence of the particle density within 10–15%, but fail to describe the energy density. PYTHIA8 4C and HERWIG++ agree better with data as \( p_T^{\mu\mu} \) approaches zero. The combination of the Z2 tune with POWHEG fails to describe the energy density in the towards and transverse regions, but gives a reasonable description of the particle density. This observation, combined with the information in Fig. 1, indicates that the discrepancies are not necessarily due to a flaw in the UE tune, but to an inadequate description of the multiple hard emissions and the different sets of PDFs used with POWHEG. At small \( p_T^{\mu\mu} \) the comparisons with PYTHIA6 Z2 and POWHEG Z2 are similar to those in Ref. [38], where PYTHIA6 gives a good description of the \( p_T^{\mu\mu} \) spectrum while POWHEG underestimates the \( p_T^{\mu\mu} \).

Figure 4 shows the distributions of charged particle multiplicity (top row) and transverse momentum (bottom row). Figure 4 (left) shows a comparison of the normalized distributions in the away, transverse, and towards regions for events satisfying \( 81 < M_{\mu\mu} < 101 \, \text{GeV}/c^2 \). As expected, the transverse and towards regions have fewer charged particles with a softer \( p_T \) spectrum than the away region. Figure 4 (centre) shows the comparison of the normalized distributions in the transverse region for two different subsets of the selected events, one with \( 81 < M_{\mu\mu} < 101 \, \text{GeV}/c^2 \) and one with \( p_T^{\mu\mu} < 5 \, \text{GeV}/c \). The charged particle multiplicity is decreased and the \( p_T \) spectrum is softer when \( p_T^{\mu\mu} < 5 \, \text{GeV}/c \) is required, because of the reduced contribution of ISR. Figure 4 (right) shows the comparison of the normalized distributions with the predictions of various simulations in the transverse region for events satisfying \( 81 < M_{\mu\mu} < 101 \, \text{GeV}/c^2 \). The charge multiplicity distribution is described well, within 10–15%, by MADGRAPH Z2 and PYTHIA6 4C. The \( p_T \) spectrum is described within 10–15% by MADGRAPH Z2, whereas PYTHIA8 4C, POWHEG Z2, and HERWIG++ LHC-UE7-2 have softer \( p_T \) spectra. The various MC programs achieve a similar level of agreement with data in the towards region as in the transverse region.

### 5.2 Comparison with the UE activity in hadronic events

The UE activity was previously measured as a function of leading jet \( p_T \) in hadronic events for charged particles with pseudorapidity \(|\eta| < 2\) and with transverse momentum \( p_T > 0.5 \, \text{GeV}/c \). Figure 3 shows the comparison of the UE activity measured in the hadronic and the DY events (around the Z peak) in the transverse region as a function of \( p_T^{\text{leading jet}} \) and \( p_T^{\mu\mu} \), respectively. For the hadronic events two components are visible: a fast rise for \( p_T^{\text{leading jet}} \lesssim 10 \, \text{GeV}/c \) due to an increase in the MPI activity, followed by an almost constant particle density and a slow increase in the energy density with \( p_T^{\text{leading jet}} \). The increase in the particle and energy densities for \( p_T^{\text{leading jet}} \gtrsim 10 \, \text{GeV}/c \) is mainly due to the increase of ISR and FSR. Owing to the presence of a hard energy scale \((81 < M_{\mu\mu} < 101 \, \text{GeV}/c^2)\), densities in the DY events do not show a sharply rising part, but only a slow growth with \( p_T^{\mu\mu} \) due to the ISR contribution.

For \( p_T^{\mu\mu} \) and \( p_T^{\text{leading jet}} > 10 \, \text{GeV}/c \), DY events have a smaller particle density with a harder \( p_T \) spectrum compared to the hadronic events, as can be seen in Fig. 5. This distinction is due to the different nature of radiation in the hadronic and DY events. Drell–Yan events have only initial-
Figure 2: The UE activity in the towards (upper row), transverse (centre row), and away (bottom row) regions as functions of $p_T^{\Delta}$ for events satisfying $81 < M_{\mu\mu} < 101 \text{ GeV/c}^2$: (left) particle density; (centre) energy density; (right) the ratio of the energy density and the particle densities. Predictions of MADGRAPH Z2, POWHEG Z2, PYTHIA8 4C, and HERWIG++ LHC-UE7-2 (with and without MPIs) are superimposed.
5.2 Comparison with the UE activity in hadronic events

<table>
<thead>
<tr>
<th>Particle Density</th>
<th>Energy Density</th>
<th>Ratio of Energy and Particle Densities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Charged particles ($p_T &gt; 0.5 \text{ GeV/c}$, $</td>
<td>\eta</td>
<td>&lt; 0.5$)</td>
</tr>
<tr>
<td>$81 &lt; M_{\mu\mu} &lt; 101 \text{ GeV/c}^2$</td>
<td>$81 &lt; M_{\mu\mu} &lt; 101 \text{ GeV/c}^2$</td>
<td>$81 &lt; M_{\mu\mu} &lt; 101 \text{ GeV/c}^2$</td>
</tr>
</tbody>
</table>

Figure 3: Ratios, as functions of $p_T^{\mu\mu}$, of the predictions of various MC models to the measurements in the towards (upper row), transverse (centre row), and away (bottom row) regions for events satisfying $81 < M_{\mu\mu} < 101 \text{ GeV/c}^2$: (left) particle density; (centre) energy density; (right) the ratio of the energy density and particle densities. The inner band shows the statistical uncertainty on the data whereas the outer band represents the total uncertainty.
Figure 4: Distributions of the charged particle multiplicity (upper row) and transverse momentum (bottom row) of the selected tracks. The left plots show the comparisons of the normalized distributions in the away, transverse, and towards regions for events satisfying $81 < M_{\mu\mu} < 101 \text{ GeV/c}^2$. Comparisons of the normalized distributions in the transverse region are shown in the centre plots, requiring $81 < M_{\mu\mu} < 101 \text{ GeV/c}^2$ or $p_T^{\mu\mu} < 5 \text{ GeV/c}$. The right plots show the comparisons of the normalized distributions in the transverse region with the predictions of various simulations for events satisfying $81 < M_{\mu\mu} < 101 \text{ GeV/c}^2$. 
state QCD radiation initiated by quarks, which fragment into a smaller number of hadrons carrying a larger fraction of the parent parton energy, whereas the hadronic events have both initial- and final-state QCD radiation predominantly initiated by gluons with a softer fragmentation into hadrons. Similar behavior is observed for the track-jet measurement where the UE activity is higher by 10–20% for gluon-dominated processes, as estimated from simulation.

The UE activity is observed to be independent of the dimuon mass above 40 GeV / c, after limiting the recoil activity, which confirms the MPI saturation at this scale. The UE activity in the DY events with no hard ISR is well described by PYTHIA6 and MADGRAPH with the Z2 tune and the CTEQ6L PDF. The Z2 tune does not agree with the data if used with PDFs other than CTEQ6L, as in the case of the POWHEG simulation. The PYTHIA8 4C and HERWIG++ LHC-UE7-2 tunes provide good descriptions of the energy-scale dependence of the UE activity. Thus the dependence of the UE activity on the energy scale is well described by tunes derived from hadronic events, illustrating the universality of MPIs in different processes. This universality is also indicated by the similarity between the UE activity in DY and hadronic events, although these events have different types of radiation. In addition, there is some ambiguity in the definition of the hard scale for both types of events.

The UE activity in the towards and transverse regions shows a slow growth with the transverse momentum of the muon pair and provides an important probe of the ISR. The leading-order matrix element generator MADGRAPH provides a good description of the UE dependence on

---

**Figure 5**: Comparison of the UE activity measured in hadronic and Drell–Yan events (around the Z resonance peak) as a function of $p_T^{\text{leading jet}}$ and $p_T^{\mu\mu}$, respectively: (left) particle density, (centre) energy density, and (right) ratio of energy and particle densities in the transverse region.

### 6 Summary

We have used Drell–Yan events to measure the UE activity in proton-proton collisions at $\sqrt{s} = 7$ TeV, which were recorded with the CMS detector at the LHC. The DY process provides a UE measurement where a clean separation of the hard interaction from the soft component is possible. After excluding the muons from the DY process, the towards ($|\Delta\phi| < 60^\circ$) and the transverse ($60^\circ < |\Delta\phi| < 120^\circ$) regions are both sensitive to initial-state radiation and multiple parton interactions. The DY process provides an effective way to study the dependence of the UE activity on the hard interaction scale, which is related to the invariant mass of the dimuon pair. The influence of the ISR is probed by the dependence on the transverse momentum of the muon pair.
Summary

Dimuon transverse momentum. However, PYTHIA, POWHEG, and HERWIG++, which do not simulate the multiple hard emissions with sufficient accuracy, underestimate the energy density, but describe the particle density reasonably well. These measurements provide important input for further tuning or improvements of the Monte Carlo models and also for the understanding of the dynamics of QCD.

Acknowledgements

We wish to congratulate our colleagues in the CERN accelerator departments for the excellent performance of the LHC machine. We thank the technical and administrative staff at CERN and other CMS institutes. This work was supported by the Austrian Federal Ministry of Science and Research; the Belgium Fonds de la Recherche Scientifique, and Fonds voor Wetenschappelijk Onderzoek; the Brazilian Funding Agencies (CNPq, CAPES, FAPERJ, and FAPESP); the Bulgarian Ministry of Education and Science; CERN; the Chinese Academy of Sciences, Ministry of Science and Technology, and National Natural Science Foundation of China; the Colombian Funding Agency (COLCIENCIAS); the Croatian Ministry of Science, Education and Sport; the Research Promotion Foundation, Cyprus; the Estonian Academy of Sciences and NICPB; the Academy of Finland, Finnish Ministry of Education and Culture, and Helsinki Institute of Physics; the Institut National de Physique Nucléaire et de Physique des Particules / CNRS, and Commissariat à l’Énergie Atomique et aux Énergies Alternatives / CEA, France; the Bundesministerium für Bildung und Forschung, Deutsche Forschungsgemeinschaft, and Helmholtz-Gemeinschaft Deutscher Forschungszentren, Germany; the General Secretariat for Research and Technology, Greece; the National Scientific Research Foundation, and National Office for Research and Technology, Hungary; the Department of Atomic Energy and the Department of Science and Technology, India; the Institute for Studies in Theoretical Physics and Mathematics, Iran; the Science Foundation, Ireland; the Istituto Nazionale di Fisica Nucleare, Italy; the Korean Ministry of Education, Science and Technology and the World Class University program of NRF, Korea; the Lithuanian Academy of Sciences; the Mexican Funding Agencies (CINVESTAV, CONACYT, SEP, and UASLP-FAI); the Ministry of Science and Innovation, New Zealand; the Pakistan Atomic Energy Commission; the State Commission for Scientific Research, Poland; the Fundação para a Ciência e a Tecnologia, Portugal; JINR (Armenia, Belarus, Georgia, Ukraine, Uzbekistan); the Ministry of Science and Technologies of the Russian Federation, the Russian Ministry of Atomic Energy and the Russian Foundation for Basic Research; the Ministry of Science and Technological Development of Serbia; the Ministerio de Ciencia e Innovación, and Programa Consolider-Ingenio 2010, Spain; the Swiss Funding Agencies (ETH Board, ETH Zurich, PSI, SNF, UniZHKanton Zurich, and SER); the National Science Council, Taipei; the Scientific and Technical Research Council of Turkey, and Turkish Atomic Energy Authority; the Science and Technology Facilities Council, UK; the US Department of Energy, and the US National Science Foundation. Individuals have received support from the Marie-Curie programme and the European Research Council (European Union); the Leventis Foundation; the A. P. Sloan Foundation; the Alexander von Humboldt Foundation; the Belgian Federal Science Policy Office; the Fonds pour la Formation à la Recherche dans l’Industrie et dans l’Agriculture (FRIA-Belgium); the Agentschap voor Innovatie door Wetenschap en Technologie (IWT-Belgium); and the Council of Science and Industrial Research, India.
References


doi:10.1016/0550-3213(84)90333-X.


A  The CMS Collaboration

Yerevan Physics Institute, Yerevan, Armenia
S. Chatrchyan, V. Khachatryan, A.M. Sirunyan, A. Tumasyan

Institut für Hochenergiephysik der OeAW, Wien, Austria

National Centre for Particle and High Energy Physics, Minsk, Belarus
V. Mossolov, N. Shumeiko, J. Suarez Gonzalez

Universiteit Antwerpen, Antwerpen, Belgium

Vrije Universiteit Brussel, Brussel, Belgium

Université Libre de Bruxelles, Bruxelles, Belgium

Ghent University, Ghent, Belgium

Université Catholique de Louvain, Louvain-la-Neuve, Belgium

Université de Mons, Mons, Belgium
N. Beliy, T. Caebergs, E. Daubie

Centro Brasileiro de Pesquisas Fisicas, Rio de Janeiro, Brazil
G.A. Alves, D. De Jesus Damiao, T. Martins, M.E. Pol, M.H.G. Souza

Universidade do Estado do Rio de Janeiro, Rio de Janeiro, Brazil

Instituto de Fisica Teorica, Universidade Estadual Paulista, Sao Paulo, Brazil

Institute for Nuclear Research and Nuclear Energy, Sofia, Bulgaria
V. Genchev, P. Iaydjiev, S. Piperov, M. Rodozov, S. Stoykova, G. Sultanov, V. Tcholakov, R. Trayanov, M. Vutova
University of Sofia, Sofia, Bulgaria
A. Dimitrov, R. Hadjiiska, A. Karadzhinova, V. Kozhuharov, L. Litov, B. Pavlov, P. Petkov

Institute of High Energy Physics, Beijing, China
J. Wang, X. Wang, Z. Wang, H. Xiao, M. Xu, J. Zang, Z. Zhang

State Key Lab. of Nucl. Phys. and Tech., Peking University, Beijing, China
C. Asawatangtrakuldee, Y. Ban, S. Guo, Y. Guo, W. Li, S. Liu, Y. Mao, S.J. Qian, H. Teng, S. Wang,
B. Zhu, W. Zou

Universidad de Los Andes, Bogota, Colombia
A. Cabrera, B. Gomez Moreno, A.F. Osorio Oliveros, J.C. Sanabria

Technical University of Split, Split, Croatia
N. Godinovic, D. Lelas, R. Plestina, D. Polic, I. Puljak

University of Split, Split, Croatia
Z. Antunovic, M. Dzelalija, M. Kovac

Institute Rudjer Boskovic, Zagreb, Croatia
V. Brigljevic, S. Duric, K. Kadija, J. Luetic, S. Morovic

University of Cyprus, Nicosia, Cyprus
A. Attikis, M. Galanti, J. Mousa, C. Nicolaou, F. Ptochos, P.A. Razis

Charles University, Prague, Czech Republic
M. Finger, M. Finger Jr.

Academy of Scientific Research and Technology of the Arab Republic of Egypt, Egyptian
Network of High Energy Physics, Cairo, Egypt
Y. Assran, A. Ellithi Kamel, S. Khalil, M.A. Mahmoud, A. Radi

National Institute of Chemical Physics and Biophysics, Tallinn, Estonia
A. Hektor, M. Kadastik, M. Müntel, M. Raidal, L. Rebane, A. Tiko

Department of Physics, University of Helsinki, Helsinki, Finland
V. Azzolini, P. Eerola, G. Fedi, M. Voutilainen

Helsinki Institute of Physics, Helsinki, Finland
S. Czellar, J. Härkönen, A. Heikkinen, V. Karimäki, R. Kinnunen, M.J. Kortelainen, T. Lampén,
K. Lassila-Perini, S. Lehti, T. Lindén, P. Luukka, T. Mäenpää, T. Peltola, E. Tuominen,
J. Tuominiemi, E. Tuovinen, D. Ungaro, L. Wendland

Lappeenranta University of Technology, Lappeenranta, Finland
K. Banzuzi, A. Korpela, T. Tuuva

Laboratoire d’Annecy-le-Vieux de Physique des Particules, IN2P3-CNRS, Annecy-le-Vieux,
France
D. Sillou

DSM/IRFU, CEA/Saclay, Gif-sur-Yvette, France
M. Besancon, S. Choudhury, M. Dejardin, D. Denegri, B. Fabbro, J.L. Faure, F. Ferre, S. Ganjour,
A. Givernaud, P. Gras, G. Hamel de Monchenault, P. Jarry, E. Locci, J. Malcles, M. Marionneau,
L. Millischer, J. Rander, A. Rosowsky, I. Shreyber, M. Titov
Laboratoire Leprince-Ringuet, Ecole Polytechnique, IN2P3-CNRS, Palaiseau, France

Institut Pluridisciplinaire Hubert Curien, Université de Strasbourg, Université de Haute Alsace Mulhouse, CNRS-IN2P3, Strasbourg, France

Centre de Calcul de l’Institut National de Physique Nucleaire et de Physique des Particules (IN2P3), Villeurbanne, France
F. Fassi, D. Mercier

Université de Lyon, Université Claude Bernard Lyon 1, CNRS-IN2P3, Institut de Physique Nucléaire de Lyon, Villeurbanne, France

Institute of High Energy Physics and Informatization, Tbilisi State University, Tbilisi, Georgia
D. Lomidze

RWTH Aachen University, I. Physikalisches Institut, Aachen, Germany

RWTH Aachen University, III. Physikalisches Institut A, Aachen, Germany

RWTH Aachen University, III. Physikalisches Institut B, Aachen, Germany

Deutsches Elektronen-Synchrotron, Hamburg, Germany
University of Hamburg, Hamburg, Germany

Institut für Experimentelle Kernphysik, Karlsruhe, Germany

Institute of Nuclear Physics “Demokritos”, Aghia Paraskevi, Greece

University of Athens, Athens, Greece
L. Gouskos, T.J. Mertzimekis, A. Panagiotou, N. Saoulidou, E. Stiliaris

University of Ioánina, Ioánina, Greece
I. Evangelou, C. Foudas, P. Kokkas, N. Manthos, I. Papadopoulos, V. Patras, F.A. Triantis

KFKI Research Institute for Particle and Nuclear Physics, Budapest, Hungary

Institute of Nuclear Research ATOMKI, Debrecen, Hungary
N. Beni, J. Molnar, J. Palinkas, Z. Szillasi, V. Veszpremi

University of Debrecen, Debrecen, Hungary
J. Karancsi, P. Raics, Z.L. Trocsanyi, B. Ujvari

Panjab University, Chandigarh, India

University of Delhi, Delhi, India
S. Ahuja, B.C. Choudhary, A. Kumar, A. Kumar, S. Malhotra, M. Naimuddin, K. Ranjan, V. Sharma, R.K. Shivpuri

Saha Institute of Nuclear Physics, Kolkata, India

Bhabha Atomic Research Centre, Mumbai, India
R.K. Choudhury, D. Dutta, S. Kailas, V. Kumar, A.K. Mohanty, L.M. Pant, P. Shukla

Tata Institute of Fundamental Research - EHEP, Mumbai, India

Tata Institute of Fundamental Research - HECR, Mumbai, India
S. Banerjee, S. Dugad, N.K. Mondal
Institute for Research in Fundamental Sciences (IPM), Tehran, Iran
H. Arfæi, H. Bakhshiansohi, S.M. Etesami, A. Fahim, M. Hashemi, H. Hesari, A. Jafari, M. Khakzad, A. Mohammad, M. Mohammad Najafabadi, S. Paktinat Mehdibadi, B. Safari-Deh, M. Zeinali

INFN Sezione di Bari, Università di Bari, Politecnico di Bari, Bari, Italy

INFN Sezione di Bologna, Università di Bologna, Bologna, Italy

INFN Sezione di Catania, Università di Catania, Catania, Italy
S. Albergo, G. Cappello, M. Chiorboli, S. Costa, R. Potenza, A. Tricomi, C. Tuve

INFN Sezione di Firenze, Università di Firenze, Firenze, Italy
G. Barbaglio, V. Ciulli, C. Civinini, R. D’Alessandro, E. Focardi, S. Frosali, E. Gallo, S. Gonzi, M. Meschini, S. Paolotti, G. Sguazzoni, A. Tropiano

INFN Laboratori Nazionali di Frascati, Frascati, Italy
L. Benussi, S. Bianco, S. Colafranceschi, F. Fabbrì, D. Piccolo

INFN Sezione di Genova, Genova, Italy
P. Fabbricatore, R. Musenich

INFN Sezione di Milano-Bicocca, Università di Milano-Bicocca, Milano, Italy

INFN Sezione di Napoli, Università di Napoli “Federico II”, Napoli, Italy

INFN Sezione di Padova, Università di Padova, Università di Trento, Padova, Italy

INFN Sezione di Pavia, Università di Pavia, Pavia, Italy

INFN Sezione di Perugia, Università di Perugia, Perugia, Italy
M. Biasini, G.M. Bilei, B. Caponera, L. Fanò, P. Lariccia, A. Lucaroni, G. Mantovani, M. Menichelli, A. Nappi, F. Romeo, A. Santocchia, S. Taroni, M. Valdata
INFN Sezione di Pisa, Università di Pisa, Scuola Normale Superiore di Pisa, Pisa, Italy

INFN Sezione di Roma, Università di Roma “La Sapienza”, Roma, Italy

INFN Sezione di Torino, Università di Torino, Università del Piemonte Orientale (Novara), Torino, Italy

INFN Sezione di Trieste, Università di Trieste, Trieste, Italy
S. Belforte, F. Cossutti, G. Della Ricca, B. Gobbo, M. Marone, D. Montanino, A. Penzo

Kangwon National University, Chunchon, Korea
S.G. Heo, S.K. Nam

Kyungpook National University, Daegu, Korea

Chonnam National University, Institute for Universe and Elementary Particles, Kwangju, Korea
J.Y. Kim, Zero J. Kim, S. Song

Konkuk University, Seoul, Korea
H.Y. Jo

Korea University, Seoul, Korea

University of Seoul, Seoul, Korea
M. Choi, S. Kang, H. Kim, J.H. Kim, C. Park, I.C. Park, S. Park, G. Ryu

Sungkyunkwan University, Suwon, Korea

Vilnius University, Vilnius, Lithuania
M.J. Bilinskas, I. Grigelionis, M. Janulis

Centro de Investigacion y de Estudios Avanzados del IPN, Mexico City, Mexico

Universidad Iberoamericana, Mexico City, Mexico
S. Carrillo Moreno, F. Vázquez Valencia
V. Krychkine, V. Petrov, R. Ryutin, A. Sobol, L. Tourchanovitch, S. Troshin, N. Tyurin, A. Uzunian, A. Volkov

University of Belgrade, Faculty of Physics and Vinca Institute of Nuclear Sciences, Belgrade, Serbia
P. Adzic, M. Djordjevic, M. Ekmedzic, D. Krpic, J. Milosevic

Centro de Investigaciones Energéticas Medioambientales y Tecnológicas (CIEMAT), Madrid, Spain

Universidad Autónoma de Madrid, Madrid, Spain
C. Albajar, G. Codispoti, J.F. de Trocóniz

Universidad de Oviedo, Oviedo, Spain

Instituto de Física de Cantabria (IFCA), CSIC-Universidad de Cantabria, Santander, Spain

CERN, European Organization for Nuclear Research, Geneva, Switzerland

Paul Scherrer Institut, Villigen, Switzerland

Institute for Particle Physics, ETH Zurich, Zurich, Switzerland

Universität Zürich, Zurich, Switzerland
E. Aguilo, C. Amsler, V. Chiochia, S. De Visscher, C. Favaro, M. Ivova Rikova, B. Millan Mejias, P. Otiougova, P. Robmann, A. Schmidt, H. Snoek, M. Verzetti

National Central University, Chung-Li, Taiwan

National Taiwan University (NTU), Taipei, Taiwan

Cukurova University, Adana, Turkey

Middle East Technical University, Physics Department, Ankara, Turkey

Bogazici University, Istanbul, Turkey
M. Deliomeroglu, E. Gulmez, B. Isildak, M. Kaya, O. Kaya, S. Ozkorucuklu, N. Sonmez

National Scientific Center, Kharkov Institute of Physics and Technology, Kharkov, Ukraine
L. Levchuk

University of Bristol, Bristol, United Kingdom

Rutherford Appleton Laboratory, Didcot, United Kingdom

Imperial College, London, United Kingdom
Brunel University, Uxbridge, United Kingdom

Baylor University, Waco, USA
K. Hatakeyama, H. Liu, T. Scarborough

The University of Alabama, Tuscaloosa, USA
C. Henderson

Boston University, Boston, USA

Brown University, Providence, USA

University of California, Davis, Davis, USA

University of California, Los Angeles, Los Angeles, USA

University of California, Riverside, Riverside, USA

University of California, San Diego, La Jolla, USA

University of California, Santa Barbara, Santa Barbara, USA

California Institute of Technology, Pasadena, USA

Carnegie Mellon University, Pittsburgh, USA
University of Colorado at Boulder, Boulder, USA

Cornell University, Ithaca, USA

Fairfield University, Fairfield, USA
A. Biselli, G. Cirino, D. Winn

Fermi National Accelerator Laboratory, Batavia, USA

University of Florida, Gainesville, USA

Florida International University, Miami, USA
V. Gaultney, L.M. Lebolo, S. Linn, P. Markowitz, G. Martinez, J.L. Rodriguez

Florida State University, Tallahassee, USA

Florida Institute of Technology, Melbourne, USA
M.M. Baarmand, B. Dorney, M. Hohlmann, H. Kalakhety, I. Vodopiyanov

University of Illinois at Chicago (UIC), Chicago, USA

The University of Iowa, Iowa City, USA

Johns Hopkins University, Baltimore, USA
The University of Kansas, Lawrence, USA

Kansas State University, Manhattan, USA
A.F. Barfuss, T. Bolton, I. Chakaberia, A. Ivanov, S. Khalil, M. Makouski, Y. Maravin, S. Shrestha, I. Svintradze

Lawrence Livermore National Laboratory, Livermore, USA
J. Gronberg, D. Lange, D. Wright

University of Maryland, College Park, USA

Massachusetts Institute of Technology, Cambridge, USA

University of Minnesota, Minneapolis, USA

University of Mississippi, University, USA
L.M. Cremaldi, R. Godang, R. Kroeger, L. Perera, R. Rahmat, D.A. Sanders, D. Summers

University of Nebraska-Lincoln, Lincoln, USA

State University of New York at Buffalo, Buffalo, USA

Northeastern University, Boston, USA

Northwestern University, Evanston, USA

University of Notre Dame, Notre Dame, USA

The Ohio State University, Columbus, USA
B. Bylsma, L.S. Durkin, C. Hill, P. Killewald, K. Kotov, T.Y. Ling, M. Rodenburg, C. Vuosalo, G. Williams
Wayne State University, Detroit, USA
S. Gollapinni, R. Harr, P.E. Karchin, C. Kottachchi Kankanamge Don, P. Lamichhane, M. Mattson, C. Milstêne, A. Sakharov

University of Wisconsin, Madison, USA

†: Deceased
1: Also at CERN, European Organization for Nuclear Research, Geneva, Switzerland
2: Also at National Institute of Chemical Physics and Biophysics, Tallinn, Estonia
3: Also at Universidade Federal do ABC, Santo Andre, Brazil
4: Also at California Institute of Technology, Pasadena, USA
5: Also at Laboratoire Leprince-Ringuet, Ecole Polytechnique, IN2P3-CNRS, Palaiseau, France
6: Also at Suez Canal University, Suez, Egypt
7: Also at Cairo University, Cairo, Egypt
8: Also at British University, Cairo, Egypt
9: Also at Fayoum University, El-Fayoum, Egypt
10: Now at Ain Shams University, Cairo, Egypt
11: Also at Soltan Institute for Nuclear Studies, Warsaw, Poland
12: Also at Université de Haute-Alsace, Mulhouse, France
13: Also at Moscow State University, Moscow, Russia
14: Also at Brandenburg University of Technology, Cottbus, Germany
15: Also at Institute of Nuclear Research ATOMKI, Debrecen, Hungary
16: Also at Eötvös Loránd University, Budapest, Hungary
17: Also at Tata Institute of Fundamental Research - HECR, Mumbai, India
18: Now at King Abdulaziz University, Jeddah, Saudi Arabia
19: Also at University of Visva-Bharati, Santiniketan, India
20: Also at Sharif University of Technology, Tehran, Iran
21: Also at Isfahan University of Technology, Isfahan, Iran
22: Also at Shiraz University, Shiraz, Iran
23: Also at Plasma Physics Research Center, Science and Research Branch, Islamic Azad University, Teheran, Iran
24: Also at Facoltà Ingegneria Università di Roma, Roma, Italy
25: Also at Università della Basilicata, Potenza, Italy
26: Also at Laboratori Nazionali di Legnaro dell’ INFN, Legnaro, Italy
27: Also at Università degli studi di Siena, Siena, Italy
28: Also at Faculty of Physics of University of Belgrade, Belgrade, Serbia
29: Also at University of California, Los Angeles, Los Angeles, USA
30: Also at University of Florida, Gainesville, USA
31: Also at Scuola Normale e Sezione dell’ INFN, Pisa, Italy
32: Also at INFN Sezione di Roma; Università di Roma “La Sapienza”, Roma, Italy
33: Also at University of Athens, Athens, Greece
34: Also at Rutherford Appleton Laboratory, Didcot, United Kingdom
35: Also at The University of Kansas, Lawrence, USA
36: Also at Paul Scherrer Institut, Villigen, Switzerland
37: Also at Institute for Theoretical and Experimental Physics, Moscow, Russia
38: Also at Gaziosmanpasa University, Tokat, Turkey
39: Also at Adiyaman University, Adiyaman, Turkey
40: Also at The University of Iowa, Iowa City, USA
41: Also at Mersin University, Mersin, Turkey
42: Also at Kafkas University, Kars, Turkey
43: Also at Suleyman Demirel University, Isparta, Turkey
44: Also at Ege University, Izmir, Turkey
45: Also at School of Physics and Astronomy, University of Southampton, Southampton, United Kingdom
46: Also at INFN Sezione di Perugia; Università di Perugia, Perugia, Italy
47: Also at University of Sydney, Sydney, Australia
48: Also at Utah Valley University, Orem, USA
49: Also at Institute for Nuclear Research, Moscow, Russia
50: Also at University of Belgrade, Faculty of Physics and Vinca Institute of Nuclear Sciences, Belgrade, Serbia
51: Also at Los Alamos National Laboratory, Los Alamos, USA
52: Also at Argonne National Laboratory, Argonne, USA
53: Also at Erzincan University, Erzincan, Turkey
54: Also at Kyungpook National University, Daegu, Korea