Determination of the muon charge sign with the dipolar spectrometers of the OPERA experiment
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Moreover, utmost importance in order to reduce background processes. Therefore, identifying either primary or secondary muons is of secondary muon and determining the positive sign of its charge. In the leptonic decay and in $\nu_\mu$ CC interactions by $\nu_\mu$ CC interactions is reduced by efficiently identifying the muon track. A new method for the charge sign determination has been applied, via a weighted angular matching of the straight track–segments reconstructed in the different parts of the dipole magnets. Results obtained for Monte Carlo and real data are presented. Comparison with a method where no matching is used shows a significant reduction of up to 40% of the fraction of wrongly determined charges.
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### 1. Introduction

The OPERA experiment has been designed to observe the direct appearance of $\nu_\tau$ in a $\nu_\mu$ beam by resolving the track left by the short–lived $\tau^-$ lepton emitted in CC interactions [1]. After analyzing about 90% of the data five candidate events have been observed [2,6], corresponding to a significance of 5.1 $\sigma$ thanks to the low level and the control of the background. The largest source of background corresponds to charmed particles produced in $\nu_\mu$ CC interactions, which is suppressed by the identification of the primary (negative) muon. In case the charged particle decays into a muon, $\nu_\mu N \rightarrow \mu^- X$ with $e \rightarrow \mu^+ Y$, background may be further reduced by identifying the secondary muon and determining the positive sign of its charge. Therefore identifying either primary or secondary muons is of utmost importance in order to reduce background processes. Moreover, about one $\nu_\tau N \rightarrow \tau^- \nu_\tau X$ event with $\tau^- \rightarrow \mu^- \nu_\mu \nu_\tau$ is expected to be observed in OPERA, assuming full $\nu_\mu \rightarrow \nu_\tau$ mixing and $\Delta m^2_{32} = 2.44 \times 10^{-3} \text{eV}^2$ [7]. One such candidate has been actually found so far. An efficient and robust estimator of the muon charge sign, in particular, together with a controlled estimation of its error is mandatory on an event–by–event basis.

The use of a magnetic spectrometer enables the measurement of the particle charge and momentum in high energy physics. In the OPERA experiment [8] a cross–sectional area of the order of 70 $m^2$ with a rather uniform field was chosen as a good compromise between needs and costs. The CERN to Gran Sasso (CNGS) muon–neutrino beam [9] has an average energy of 17 GeV. A dipolar magnetic field with a uniform magnetization allowing sufficient bending over the whole magnet–cross section was developed and implemented in OPERA. Two large dipoles corresponding to the bi–modular setup were realized. The two magnetized iron arms of each dipole, connected by an upper and a lower yoke, are orthogonal to the neutrino beam [10,11]. Precision Trackers (PTs) [12] consist of six stations of high precision drift tubes grouped in three pairs, one pair placed in front, one in between and one behind the two magnetized arms. Due to their very low Z–density, each PTs station pair reconstructs straight track segments, enabling the measurement of the deflection angles of the muon trajectories in the curvature plane [1]. A single magnetized arm together with the four adjacent PT–stations defines a Charge Measurement Unit (CMU). Thus the two spectrometers provide four CMUs.

The Kalman filter procedure [14] is used in OPERA for the momentum reconstruction, while the assessment of the charge of the track is based on an independent technique. In the procedure used so far, the deflection is measured independently for each CMU, taking into account the energy losses and the Coulomb scattering [13] when estimating the track momentum. The procedure of the charge–sign determination is referred below as the OPERA Standard Method (OSM) [15], and it is briefly recalled in Appendix A. It relies on the precision on the angles of the two track segments as parts of the muon trajectory at the entry and the exit of the magnet arm. In this paper an up–to–date way to estimate the charge sign is described, by appropriately exploiting the combined information of the CMUs. In the following the new procedure is referred to as the Angular Matching Method (AMM). Results based on Monte Carlo simulations (MC) and real data are presented together with an estimation of the level of impurity, defined as the fraction of muons for which the charge sign is wrongly determined.

It is worthwhile to mention that in the single candidate observed so far in the muonic decay channel of the $\tau$ [4], the low momentum muon stops in the first magnet arm and its charge cannot be measured by the PT system. Instead, the hits recorded by the Resistive Plate Chambers (RPC) that instrument the magnet arm have been used to assess the negative sign of the muon charge with a significance of 5.6 $\sigma$. The improvement in algorithms using the PT data for charge–sign determination thus does not affect the analysis of this particular candidate.

\footnote{The OPERA coordinate system is a right–handed Cartesian system, with the Z axis pointing along the horizontal projection of the neutrino beam direction, and the Y axis pointing upward. The bending plane is ZX, perpendicular to the vertical magnetic field lines.}
2. The OPERA detector and its muon spectrometers

The OPERA detector is located at the INFN Laboratori Nazionali del Gran Sasso (LNGS) in Italy [8]. It was exposed between spring 2008 and December 2012 to the CNGS $\nu_\mu$ beam with an average energy of 17 GeV [16], providing a baseline length of about 730 km to study neutrino oscillation. The contaminations in CC interactions of $\bar{\nu}_\mu$, $\nu_\mu$ and $\nu_\tau$, relative to $\nu_\mu$, amount to 2.1%, 0.9% and less than 0.1%, respectively [17]. The prompt $\nu_\tau$ contamination is negligible. The collected data correspond to about $18 \times 10^{19}$ protons on target and a total of 19505 neutrino interactions have been recorded.

![Figure 1: Side view of one of the two OPERA spectrometers.](image)

The OPERA hybrid detector makes use, besides electronic tracking detectors, of nuclear emulsion to observe with unique space resolution the production of $\tau$ leptons in $\nu_\tau$ CC interactions and their subsequent decay within a distance of the order of 1 mm. The topology of the neutrino interactions is recorded in Emulsion Cloud Chamber detectors (ECC) with sub-microscopic spatial resolution. The ECC technique used for the active neutrino target combines nuclear emulsion films and lead plates to meet the requirement of a sub-micrometric precision over a large volume. The active neutrino target is made of 150,000 protons on target and a total of 19505 neutrino interactions have been recorded.

by multi-anode photomultiplier tubes [18]. The TT planes are aimed at triggering the data acquisition and measuring the trajectories of the charged particles through the target, selecting the bricks to be extracted from the walls where neutrino interactions occurred and localizing the area where the scanning of the emulsion films [19] has to start in the search for tracks pointing to the neutrino vertex. The neutrino target is subdivided into two identical Super–Modules (SM).

A large magnetized volume is placed downstream of each SM target. Each spectrometer is an iron dipole, with a uniform magnetic field over a cross–sectional area of $8 \times 8.75$ m$^2$. As shown in Figure 1, the magnet consists of two vertical arms with upper and lower horizontal yokes to close the magnetic field circuit. The 1.53 T magnetic field has opposite directions in the two arms. Non–uniformities have been measured to be less than 3% [11]. Each magnet arm is segmented in twelve 5 cm thick iron–slabs, internally instrumented by eleven planes of RPC equipped with $X-Y$ strips for a coarse tracking (spatial resolution ~1cm). Externally to the arms each spectrometer is equipped by six stations of high precision vertical drift tubes planes, the PTs [12], for precise muon tracking. Each PT station consists of 4 layers of drift tubes. The non–bending coordinate ($Y$) is coarsely measured by two walls of RPC planes, placed upstream of the magnet with the readout strips inclined by $\pm 42.6^\circ$ with respect to the horizontal direction. They are placed 1 cm upstream and downstream of the first and second drift tube station, respectively.

Each spectrometer consists of two CMUs given by the two pairs of PT stations, upstream and downstream of each magnet arm (Figure 2). The CMUs provide a measurement of the charge and the horizontal projection of the muon momentum, provided the track is reconstructed on both sides of the magnet arm. The spatial resolution of the PT is better than 300 $\mu$m in the horizontal plane [12] [20].

3. Monte Carlo simulations

Two different Monte Carlo simulations based on GEANT3 [21] have been used. For both types of simulation muon trajectories have been reconstructed and their momenta evaluated using the full OPERA analysis chain [22].

The first MC simulation (MC–I) was used to demonstrate the performances of AMM as function of the muon momentum. The sample consisted of positive and negative muons emitted at the centre of the targets of either SM1 or SM2, at an angle orthogonal to the drift tubes planes. The momentum was varied between 1 and 100 GeV/c in steps of 1 GeV/c. The angle is close to those of most muons produced in CNGS CC neutrino interactions in the detector.

The full OPERA simulation chain of the response of the electronic detectors to CNGS neutrinos interactions (MC–II) has been used in a second step in view of evaluating the potential gain that the AMM algorithm may provide in the muon charge determination. It uses the event generator NEGN [23], developed in the framework of the NOMAD experiment [24].
4. Methodology

4.1. Identification of track inconsistencies

The straight track segments reconstructed by the PT system provide track parameters projected in the horizontal plane \((X, Z)\), orthogonal to the magnetic field lines that are directed along the \(Y\) axis. For detailed information on track reconstruction in the PT see [13]. Ideally, two segments on each side \(j = 1,2\) of a magnet arm are described by the angles \(\phi_j\) that they enclose with axis \(X\) and by their distance \(d_{0,j}\) to the reference frame origin (see Figure 2 for reasons of simplicity \(d_{0,2}\) is not shown in the figure). \(\Delta \phi = \phi_2 - \phi_1\) is the deflection angle. If energy loss and multiple scattering are neglected, a charged particle trajectory in the magnetic field is an arc of a circle tangent to both track segments at their magnet arms entry/exit points (see Figure 3). Calling \(\alpha_j\) the complement of the angle between the chord joining these two points and track segment \(j\), it follows that \(\alpha_1 = \alpha_2\) and \(\Delta \phi = \alpha_1 + \alpha_2\) (see Appendix B for more details). The relative angular deviation in CMU \(i\)

\[
\Delta (\alpha)_{rel,i} = 2 \frac{\alpha_1 - \alpha_2}{\alpha_1 + \alpha_2} |_i = 2 \frac{\alpha_1 - \alpha_2}{\Delta \phi} |_i, \tag{1}
\]

provides a measurement of the mismatch between the two reconstructed track segments. Large values of the mismatch between \(\alpha_1\) and \(\alpha_2\) indicate that one or both track segments are reconstructed with poor precision, in which case they may also be wrongly associated, yielding to a wrong muon sign determination.

In the following a weight is constructed such that large angular mismatches result in a small weight.

The distribution of the reconstructed \(\Delta (\alpha)_{rel}\) for 200,000 negative muons simulated following MC–I (see Section 3) is shown in Figure 4. It has been fitted with a Voigtian distribution \(V(x)\), the convolution of a Gaussian \(G(x)\) and a Lorentzian \(L(x)\) distribution,

\[
V(x) = G(x) \otimes L(x) = \frac{1}{\sqrt{2\pi} \sigma} e^{-\frac{1}{2} \left( \frac{x-\mu}{\sigma} \right)^2} \otimes \frac{1}{2\pi} \frac{\gamma}{(x-\mu)^2 + \frac{1}{4} \gamma^2}, \tag{2}
\]

where \(\mu, \gamma\) and \(\sigma\) are obtained from the fit. \(A\) is a normalization factor. The central value \(\mu\) is fully compatible with 0. The relative error on the angle difference given by the precision on its measurement is well reproduced by a Gaussian distribution except for the long tails that are described by the convolution

Figure 2: Schematic top view of one of the two OPERA spectrometers. The six Precision Tracker (PT) stations are used for the track reconstruction. Each Charge Measurement Unit (CMU) delivers a measurement of charge/momentum, provided the track is reconstructed on both sides of the magnet arm. PT1–PT4 form the first CMU and PT3–PT6 form the second CMU. The charge sign determination in the first CMU uses the deflection angle \(\Delta \phi = \phi_2 - \phi_1\). The OPERA detector has a total of four CMUs, two per spectrometer.

Figure 3: The particle trajectory in the magnetic field is shown (arc of a circle \(AB\) of radius \(r\)). Vectors \(a\) and \(b\) (intersecting at \(C\)) are tangents to the circular path at the entry (A) and exit (B) points. A, B and C refer to points in Figure 2. \(\Delta \phi = \phi_2 - \phi_1\) is the deflection angle.
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Figure 4: (a) The black histogram shows the distribution of the relative angular deviations $\Delta (\alpha)_{rel}$ (Eq. 1) and the red curve the Voigtian distribution that best fits to it. The central value $\mu$ is indicated by the dashed line. The weight $w_i$ attributed to the charge sign measurement obtained in a single CMU, is given by the integral defined in Eq. 4, 5 and 6. It corresponds to the green area. The smaller $\Delta (\alpha)_{rel}$ is, the larger is the weight. Figure (b) shows, for simulated $\mu^-$, the dependence of the charge weight estimator $q_w$ (Eq. 8) on the true Monte Carlo momentum $p_{ZX \, true}$ projected in the horizontal plane. The sign of $q_w$ fixes the sign of the reconstructed muon charge (see Section 4.2). For both figures the simulation method MC–I is used with negative muons (see Section 3), with the difference that for Figure (b) the momentum is uniformly distributed between 1 and 100 GeV/c instead of in steps of 1 GeV/c.

with a Lorentzian distribution. The quality of the track reconstruction in CMU, is given by its weight

$$w_i = 1 - \int_{d_i}^{a_i} V(\Delta (\alpha)_{rel}) \, d\Delta (\alpha)_{rel}. \quad (4)$$

The integration limits are

$$d_i = \mu + |\Delta (\alpha)_{rel,i} - \mu| \quad (5)$$

$$a_i = \mu - |\Delta (\alpha)_{rel,i} - \mu|. \quad (6)$$

For small values of $\Delta (\alpha)_{rel,i}$ a weight of -1 is attributed to the measurement, while it approaches 0 for large values of $|\Delta (\alpha)_{rel,i}|$ (Figure 4a).

4.2. Charge sign determination

The OPERA detector consists of four CMU each allowing the determination of the deflection angle $\Delta \phi$. For muons originated in CNGS neutrino interactions, taking into account the polarity $P_i$ of the magnetic field in CMU, the charge sign $c_i$ is given by

$$c_i = \frac{\phi_i - \phi_{i1}}{|\phi_i - \phi_{i1}|} P_i, \quad (7)$$

where $\phi_{i1}$ represents the reconstructed angle in front of ($j = 1$) and behind ($j = 2$) the magnet arm of CMU. A charge sign estimator is defined as

$$q_w = \frac{1}{n} \sum_{i=1}^{n} c_i \cdot w_i, \quad (8)$$

where $n$ denotes the number of used CMUs. The sign of $q_w$ corresponds to the reconstructed particle charge sign. Its modulus measures the quality of this determination. Figure 4b shows, for simulated $\mu^-$, the charge sign estimator $q_w$ as a function of the true MC momentum projected in the horizontal plane $p_{ZX \, true}$. Negative muons with $q_w > 0$ have their charge misidentified. The momentum dependence of the wrong sign determination is small and further discussed in Section 5. In the range of momentum relevant to the physics of OPERA, this can be an important advantage in comparison with conventional methods in particle physics as these are strongly momentum dependent (e.g. Kalman tracking [14]). The statistically optimal behavior of the Kalman fit, or equivalently a $\chi^2$ fit, is actually valid only within linear approximations which may not hold in presence of energy loss and multiple scattering. Our result shows that a non–conventional approach, applied to specific cases and to extract only partial information (charge sign), may be more appropriate. The width of the $q_w$ distribution is dominated by the measurement errors on the angles and is essentially momentum independent except at low momentum where the muon trajectory inside the magnets is modified by multiple Coulomb scattering.
5. Charge misidentification results

5.1. Performances of AMM

To demonstrate the potential of the new charge–sign algorithm the simulation MC–I was used, and the impurity $\eta$ as well as the efficiency $\epsilon$ for $\mu^+$ and $\mu^-$ were calculated. The impurity is defined by

$$\eta = \frac{n_w}{n_c}$$  \hspace{1cm} (9)

where $n_w$ is the number of wrong charge sign determinations, and $n_c$ is the total number of charge sign assignments. The efficiency is defined by $\epsilon = n/n_p$, where $n = n_c - n_w$ is the number of correct charge sign assignments and $n_p$ is the number of possible charge sign assignments, where at least one CMU is crossed by the particle. If a cut on the estimator $q_w$ is applied the discarded events are not included in $n_c$ and $n_w$. If no cut is applied to $q_w$ then $\eta = 1 - \epsilon$.

At very low momentum, purity and efficiency suffer from the multiple Coulomb scattering inside the magnet, and, at very high momentum, from the finite resolution of the PT. A cut on the weight $q_w$ increases the purity as shown in Figure 5a at the cost of a reduction of the efficiency. The results obtained for the impurity are shown in Table 1 and in Figure 5b for both OSM and AMM. The following observations are made for AMM:

- Even in the absence of cuts on the weight $q_w$, the impurity remains smaller than 0.1% at momenta larger than 5 GeV/c, if the vertex is set in the target of SM1. In the momentum range considered in the search for $\nu_e$ candidate events, $p_\mu < 15$ GeV/c, it does not exceed 0.01% except for momenta smaller than 5 GeV/c where it increases to 0.4% (Figure 5b).

- If the vertex is set in the target of SM2 the impurity increases, but still does not exceed 1.6% at high momentum and 0.2% for 5 $\mu$ 15 GeV/c. For $p_\mu > 5$ GeV/c it increases to 0.5% (Figure 5b).

A cut on the weight $|q_w| > 0.1$ (or 0.2) removes most of the impurities if the vertex is set in the target of SM1 even at very low or very high momentum at the cost of a reduction in the efficiency as large as 10% at very high momentum. For 5 GeV/c $< p_\mu < 15$ GeV/c, however, the efficiency remains larger than 99.7% but it falls to 99% (or 96%) for $p_\mu > 5$ GeV/c when the cut on the weight is applied.

Table 1: Comparison between the total impurities, averaged over the momentum range 1–100 GeV/c, obtained with new AMM and OSM.

<table>
<thead>
<tr>
<th>Vertex position</th>
<th>$\eta_{OSM}$ (all) [%]</th>
<th>$\eta_{AMM}$ (all) [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>target of SM1</td>
<td>1.35 $\pm$ 0.02</td>
<td>0.06 $\pm$ 0.01</td>
</tr>
<tr>
<td>target of SM2</td>
<td>1.55 $\pm$ 0.02</td>
<td>0.69 $\pm$ 0.01</td>
</tr>
<tr>
<td>all</td>
<td>1.45 $\pm$ 0.01</td>
<td>0.37 $\pm$ 0.01</td>
</tr>
</tbody>
</table>

The already small fraction of wrong charge sign determination obtained with OSM is reduced by an order of magnitude when the vertex is placed in the target of SM1 and by a factor of 4 on average. The potential impact of this improvement on the physics results of OPERA is discussed in Section 7.

5.2. Simulation of CNGS neutrinos CC interactions

A sample of CNGS beam CC neutrino interactions has been generated in the detector target, using the full OPERA simulation chain MC–II described above [22]. Figure 6 shows the distribution of the product of the reconstructed muon momentum $p_\mu$ and its charge in a range extending from –150 GeV/c to 100
Neutrino interactions were selected in which the muon propagates through both spectrometers (number of used CMU \( n_{CMU} = 4 \)) and has one charge measurement in disagreement with the other three measurements. The single sign measurement is more likely to be incorrect than the other three measurements. Figure 8 shows as an example the weight of the three stations in agreement, \( q_{w,d} \), and the weight of the one station in disagreement, \( q_{w,a} \). Compared to \( |q_{w,a}|, |q_{w,d}| \) is generally very small, \( |q_{w,d}| < 0.2 \).

The aim of the second investigation is to estimate the impurity, \( \eta_{SM} \), for muons crossing one complete spectrometer (\( n_{CMU} = 2 \)). For that purpose, the data sample with particles crossing both spectrometers is used (\( n_{CMU} = 4 \)). It has been verified that all four CMU have equal systematics \((\approx 20\%) \) and therefore an equal impurity \( \eta_{SM} \) is expected for both spectrometers. The fraction of tracks with a different charge sign measurement in both spectrometers is then given by

\[
\frac{n^{+}}{n} = 2\eta_{SM} (1 - \eta_{SM}),
\]

where \( n \) is the total number of muons and \( n^{+} \) is the number of events where different charge signs are obtained. The charge sign is reconstructed independently in each spectrometer. Figure 9 shows the impurity obtained by this method in the muon charge determination, as a function of momentum, for real data and for MC predictions. The impurity is kept below 0.5% and the muon charge is correctly determined with an efficiency larger than 99.5% for momenta below 15 GeV/c, the momentum range relevant for the study of \( \nu_\mu \to \nu_\tau \) oscillations (Figure 9a). An additional cut at \( |q_{w}| > 0.1 \) allows a further reduction of the impurity at the cost of an increase of the fraction of sign indetermination (Figure 9b). This result is relevant for most of the OPERA events as in 80% of the CC interactions, the muon crosses at least one full spectrometer. In 35% of the cases both spectrometers are crossed allowing a further reduction of the impurity.

6. Charge misidentification for real data

In order to test the new method with real data, two investigations were carried out.
Figure 8: Real data and MC comparison: Tracks that propagate through the all four charge measurement units and where three stations are in agreement and one station is in disagreement are used. \( q_{w,a} \) is the weight of the stations in agreement while \( q_{w,d} \) is the weight of the station in disagreement. This station is expected to have more often delivered a wrong charge sign, and indeed it yields a small absolute value of the weight.

7. Conclusion and outlook

A new method (AMM) has been developed in the framework of the OPERA experiment to improve the determination of the muon charge sign in the spectrometers. In each CMU a weight is assigned to the matching between the measured angles of the two straight track segments at the entry and exit of the magnet arm, projected in the plane of curvature. These weights are then combined to compute a charge sign estimator, the sign of which determines the charge sign of the muon. Its modulus measures the quality of this determination. A lower cut applied to the weight improves the purity – the fraction of correct charge sign determinations – at the cost of some reduction in the efficiency, the fraction of muons for which the charge is determined. The purity naturally increases with the number of CMUs that are crossed by the muon. It has only a small momentum dependence and is affected by the two irreducible effects: a) at small momentum, the multiple Coulomb scattering suffered by the muon inside the magnet, and b) at high momentum and small deflection, the finite resolution in the measurement of the track segment angles.

AMM has been used to evaluate the purity in the charge sign measurement by one spectrometer for real CNGS beam data by comparing how often both spectrometers measure the same sign. The impurity is kept below 0.5% in the momentum range relevant for the OPERA main analysis.

AMM analysis is part of a campaign of studies to reduce the backgrounds for the OPERA experiment. The estimation of the large–angle muon scattering background which was formerly based on conservative assumptions has been recently updated\cite{26} and reduced to a level where charm decays now contribute for about 95% of the background in the muonic channel. This allows for a more significant role of the AMM algorithm in improving the sensitivity of the experiment.

The use of AMM is not, a priori, restricted to the configuration of the OPERA spectrometers and could be adapted to other experiments, for example to decrease the fraction of CC events with wrong muon charge sign determination or to better control the systematics in the separation between \( \nu_\mu \) and \( \bar{\nu}_\mu \) CC interactions. Experiments with point–like track measurements in the magnetic field (e.g. \cite{27}) may adapt the method for their purposes by using three points to form the triangle shown in

![Figure 8: Real data and MC comparison](image1.png)

![Figure 9: Evaluation of the impurity \( \eta \) with real data compared to the MC expectation as a function of the muon momentum \( p_\mu \) for one SM using AMM (Eq. 8). The red band corresponds to the \( \pm 1\sigma \) statistical uncertainty. The simulation method is MC–II. In Figure 9a no cut is applied on the weight. In Figure 9b a cut is applied at \( |q_{w}| > 0.1 \).](image2.png)
Figure 3 instead of two tangents.

Appendix A

The OSM used so far by the OPERA experiment for the charge sign determination is described in detail in [13]. In each CMU, a weight $w_i$ is computed that takes account the measurement precision of the angles $\phi_1$ and $\phi_2$ made by the two track segments with the transverse direction $X$ in the horizontal plane of projection, the plane of curvature,

$$w_i = \frac{\phi_2 - \phi_1}{\sqrt{\sigma_{\phi_1}^2 + \sigma_{\phi_2}^2}} \quad (A.1)$$

If all signs are equal, that sign represents the result. The weights of each measurement are added in quadrature to form a global weight for the final result. If the signs differ, the sign measured by the majority of the CMU is used. Only the weights of the stations belonging to the majority are used and added up for the output. If an equal number of positive and negative signs is obtained, it is assumed, that the measurement is disturbed by the presence of additional hits due to the leakage of the tail of the hadronic and electromagnetic showers from the target. Since showers are rapidly absorbed by the magnet, the sign from the CMU closest to the main event vertex is rejected.

Appendix B

The quantities defined at the beginning of Sec. 4.1 satisfy the Hessian normal form (see also Figures 2 and 3)

$$\begin{pmatrix} x_j & \cos \phi_j \\ z_j & -\cos \phi_j \end{pmatrix} \begin{pmatrix} \sin \phi_j \\ \sin \phi_j \end{pmatrix} = 0, \quad (B.1)$$

$\Delta \phi = |\phi_2 - \phi_1|$ being the deflection angle. If energy loss and multiple scattering are neglected the charged particle trajectory in the magnetic field is an arc of a circle tangent to both track segments at their magnet entry exit point of the downstream segment.

One defines the quantities projected in the bending horizontal plane:

- $L$, a direction vector of the line connecting $A$, the entry point of the upstream segment in the magnet and $B$, the exit point of the downstream segment.
- $a, b$, a direction vector along the upstream segment and a direction vector opposite to the downstream segment, respectively.

If follows that

$$b = \begin{pmatrix} z_2 - z_1 \\ x_1 (z_2) - x_1 (z_1) \end{pmatrix} \quad (B.2)$$

$$a = \begin{pmatrix} z_1 - z_2 \\ x_2 (z_1) - x_2 (z_2) \end{pmatrix} \quad (B.3)$$

$$L = \begin{pmatrix} z_2 - z_1 \\ x_2 (z_2) - x_1 (z_1) \end{pmatrix} \quad (B.4)$$

where $x_j (z_j)$, defined by Eq. (B.1), is the $X$ coordinate of the intersection point of track segment $j = 1, 2$ with respectively the front face of the magnet arm at $z = z_1$ and the back face at $z = z_2$. It also follows

$$\begin{align*}
\alpha_1 &= \arccos \frac{b \cdot L}{|b||L|} \cdot s_1 \\
\alpha_2 &= \arccos \frac{a \cdot L}{|a||L|} \cdot s_2, \quad (B.5, B.6)
\end{align*}$$

where signs $s_{1,2}$ are given by

$$s_{1,2} = \frac{x_{1,2} (z_{2,1}) - x_{1,2} (z_{2,1})}{|x_{1,2} (z_{2,1}) - x_{1,2} (z_{2,1})|}, \quad (B.7)$$

In order to calculate both angles ($\alpha_1$ and $\alpha_2$), one uses the second parameter of the track segment fit ($d_0$), usually neglected for the charge sign determination. Assuming a perfect circular trajectory in the magnet (no energy loss, no multiple Coulomb scattering, homogeneous field) and infinite measurement precision, one get $\alpha_1 = \alpha_2$ and $\Delta \phi = \alpha_1 + \alpha_2$.
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