FOREWORD

We would like to sincerely thank Professor Hans A. Weidenmüller, who was kindly available to come again to Varenna for his celebration, unanimously and enthusiastically endorsed by the International Advisory Committee, during this 14th Conference on Nuclear Reaction Mechanisms (NRM). It was a nice privilege to listen to his enlightening talk in the course of the special evening session and to benefit from his continuous presence throughout the week.

Remaining faithful to the specific identity and traditional structure of the NRM meetings, this year’s program featured about 75 oral presentations, filling 17 regular sessions that, put together, compose a rich landscape including novel progresses in fundamental nuclear physics as well as forefront applications, especially focused on the medical field.

A special thought is dedicated to Prof. Giuseppe Viesti, who served in the past on the Organizing Committee, as an eminent exponent of the Padua’s school, and passed away in January 2015. A vivid memory of him was offered by Prof. Laszlo Sajo Bohus last June.

In acknowledging the essential support we got from several institutions and colleagues and the motivating interest of all the participants, we renew the Varenna appointment for 2018.
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Studies of fission fragment properties at LANSCE

Los Alamos National Laboratory, Los Alamos, New Mexico, USA

Abstract
The fission processes is studied at the Los Alamos Neutron Science Center (LANSCE) in order to provide high accuracy nuclear data for applications and advance our understanding of this complex many-body process. Frisch-gridded ionization chambers have been used to study correlated kinetic energy release and masses in fission with 4-5 amu resolution for incident neutron energies from thermal to 30 MeV. A new instrument, SPIDER, was developed for higher resolution mass measurements and has been used to determine the fission product yields for thermal neutrons. Some preliminary results from these studies will be presented here together with plan for future research directions.

1 Introduction
Nuclear fission has been extensively studied since it was first discovered in 1938, and much has been learned about the properties of the fission fragments and other aspects of the fission process over the years. There are, however, certain types of experimental information that would be very useful for guiding and benchmarking advanced fission modelling that currently are in short supply. One limitation of the existing data relates to the excitation energy of the fission system: many experiments have been performed at various excitation energies, but there are very few studies that observe systematic trends in fission properties as a function of excitations energy. Another limitation is the lack of data that describes the correlations in fission, as most experiments only determine one observable at a time.

There has been a renaissance in fission research in recent years, mainly for two reasons. One is that nuclear data continues to be important for modelling and simulation in nuclear technology. As new advanced reactor designs are considered and current applications needs to be better modelled we rely on nuclear data to support that effort. The other reason is the advances that have been made in models describing the fission process. The macroscopic-microscopic approach to describing fission potential energy barriers has proven to be very successful, and models building on that work are showing promise for predicting fission fragment properties for systems where no data exists.

In order to provide accurate information about fission fragment properties for science and technology an experimental program has been developed at LANSCE. Here we will describe the status of two experimental efforts: high efficiency, low mass resolution measurements with a Frisch-gridded Ionization Chamber (FGIC) and low efficiency, high mass resolution studies with the SPIDER instrument. Preliminary results on the average total kinetic energy release (<TKE>) as a function of incident neutron energy, correlations between <TKE> and fragment mass, and independent fission product yields will be presented for \(^{235}\text{U}(n,f)\).
2  Experimental approach

The experiments were carried out at the Los Alamos Neutron Science Center (LANSCE), and made use of two different flight paths at the Lujan Center and the Weapons Neutron Research (WNR) facilities at LANSCE. The detector systems used were a Frisch-gridded Ionization Chamber (FGIC) and the SPectrometer for Ion DEtermination in fission Research (SPIDER).

2.1  Neutron Source

Neutrons are produced at LANSCE through spallation when an 800-MeV proton beam hit tungsten targets. The experiments were carried out at WNR where a bare tungsten target produces high-energy neutrons with energies of hundreds of keV up to hundreds of MeV, and at the Lujan Center where the tungsten target is surrounded by moderators and thus generate a thermalized neutron spectrum.

Incident neutron energy was determined using the time-of-flight (TOF) method. For the experiments at WNR a 10-meter flight path was used, and neutron time-of-flight was measured with 2 ns resolution over the 1.8 μs that separated the proton micro-pulses. At the Lujan Center the flight path was approximately 25 meters, and the proton pulse repetition rate is 20 Hz. In this case the neutron time-of-flight is measured over 20 ms with a resolution of 25ns.

2.2  Targets

The targets were prepared by W. Loveland at Oregon State University, and consist of approximately 1 mg of actinide material deposited on thin carbon film. The actinide deposits are 2 cm in diameter, and the carbon films have areal densities of 100 μg/cm², which allows both fragments to escape the target with energy loss in the 5-10% range.
2.3  Fission detectors

As previously mentioned two types of detectors were used to investigate the properties of fission fragments emitted in neutron-induced fission: the FGIC and SPIDER.

2.3.1  Frisch-Gridded Ionization Chamber (FGIC)

The Frisch-Gridded Ionization Chamber (FGIC) was used to measure the kinetic energy of the two fragments emitted in fission, which in turn is used to determine the total kinetic energy (TKE) as well as mass splits with 4-5 amu resolution using momentum and nucleon number conservation.

The FGIC is a gas ionization detector with a central cathode where the transparent target is placed, and two identical arrangements of a Frisch-grid and anode on either side of the cathode. As fission is induced in the actinide target the two fragments each ionizes the gas in the two sections of the chamber, and an electric fields applied between the electrodes causes the positive ions and electrons created to drift in opposite directions. The grid shields the anode from the positive ions, and thus electrons drifting between the grid and anode generate the anode signal. The anode signal is directly proportional to the amount of energy deposited by the fragments in the gas.

The FGIC experiments ran on the 4FP90L flight path at LANSCE-WNR, and the data collected for each fission event was the neutron time-of-flight, the anode signals that are proportional to the fragment energies, and the grid signals that are used to measure the polar emission angle. Detail of the setup can be found in Ref. [1].

2.3.2  SPectrometer for Ion DEtermination in fission Research (SPIDER)

The SPIDER instrument measures the velocity and kinetic energy of fission fragment in order to determine the mass. This method provides more precise measurements of the fragment mass than the FGIC, and has to date been able to provide about 1.5 amu resolution for light fragments. The goal is to reach 1 amu.

The current SPIDER instrument has two spectrometer arms, which allows for coincidence measurements of the fragments emitted in binary fission. Each arm consists of a time-of-flight section under vacuum, where the fragments pass thought two fast timing detectors. After clearing the approximately 60 cm long TOF section the fragment enters into an ionization chamber through a thin silicon nitride window where the kinetic energy is measured. The SPIDER instrument is described in detail in Ref. [2].
Fig. 3: Preliminary results for the average total kinetic energy release in fission of $^{235}$U as a function of incident neutron energy. Also shown are calculations by D. Madland and J. Lestone.

Fig 4: Preliminary results for fission product mass yield for thermal neutron-induced fission.
3 Results and Conclusions

The average total kinetic energy (TKE) release as a function of incident neutron energy for $^{235}\text{U}$ is shown in Fig. 3. This is a preliminary experimental result, and is compared to a fit to previously measured data by D. Madland [3] as well as a semi-empirical prediction by J. Lestone [4]. Previous measurements only went up to 9 MeV, so this new data extends that energy range. The average TKE is observed to generally decrease with increasing incident neutron energy, with a local increase at the threshold for second- and third-chance fission.

The $^{238}\text{U}$ and $^{239}\text{Pu}$ $<\text{TKE}>$ was studied as well, and show similar trends with increasing incident neutron energy. These results will be published elsewhere.

The preliminary result for mass yields in thermal neutron induced fission is shown in Fig. 4, and compared to the evaluation by England and Rider [5]. The estimated mass resolution is 1.5 amu for the light peak and 2 amu for the heavy peak, which explains the yield discrepancy between measurement and evaluation for $M=134$. The independent fission product yields are difficult to measure experimentally, and the evaluation is largely based on calculations using the cumulative yields. This new data set is therefore important for confirming the current evaluation. The next step will be to perform the same measurement at higher excitation energy in order to study the relative change in yield of individual masses as a function of incident neutron energy.

The correlation between fragment mass and TKE for $^{235}\text{U}$ at $E_n=3$ MeV is shown in Fig. 5. This clearly shows how the more asymmetric mass splits results in lower total kinetic energy release, while symmetric mass splits will result in significantly higher TKE values. This correlation will be studied at different excitation energies and different fission systems, in order better understand the underlying processes involved.

The study of fission fragment properties continues at the LANSCE facility, and the current focus is on building a larger detector array based on the SPIDER design. This will allow us to perform the high mass resolution studies for higher incident neutron energies, and thus provide higher fidelity data for mass yields and their correlation with TKE over a broad range of incident neutron energies.
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Abstract
For nuclear modelling and improved evaluation of nuclear data, knowledge of fluctuations of the prompt neutron multiplicity as a function of incident neutron energy is requested for the major actinides $^{235}\text{U}$ and $^{239}\text{Pu}$. Experimental investigations of the prompt fission neutron emission in resonance-neutron induced fission on $^{235}\text{U}$ are taking place at the GELINA facility of the IRMM. The experiment employs an array of scintillation detectors (SCINTIA) in conjunction with a newly designed 3D position-sensitive twin Frisch-grid ionization chamber.
In addition, the mass-dependent prompt neutron multiplicity, $\langle n(A) \rangle$, has attracted particular attention. Recent, sophisticated nuclear fission models predict that the additional excitation energy, brought into the fission system at higher incident neutron energies, leads to an increased neutron multiplicity only for heavy fragments, as observed in the $^{237}\text{Np(n,f)}$ reaction.
A first feasibility study has been performed at the JRC-IRMM VdG accelerator to measure $\langle n(A) \rangle$ for $^{235}\text{U(n,f)}$.

1 Introduction
The energy spectrum as well as the multiplicity of prompt neutrons emitted in nuclear fission plays an important role in many applications. In particular, accurate predictions of nuclear criticality using neutron transport codes are dependent on the underlying nuclear data, especially the prompt neutron multiplicity and the prompt fission neutron spectrum. Both observables have received recently a lot of attention. On the one hand for the prompt fission neutron spectrum an IAEA Coordinated Research Project has been launched, and the final report is being published [1]. On the other hand recent OECD-Nuclear Energy Agency (NEA), Working Party of Evaluation Cooperation (WPEC) documents [2, 3] state the lack of inclusion of prompt neutron multiplicity fluctuations for the major isotopes $^{235}\text{U}$ and $^{239}\text{Pu}$, in the resonance region relevant for fission cross section evaluations. In Ref. [2] it has been clearly stated that both reliable measurements and modelling of the shape of the prompt neutron multiplicity (nubar) in the resonances are still lacking. In addition, at higher incident neutron energy, recent theoretical modelling [4, 5] has confirmed the increase of prompt neutron multiplicity mainly for heavy fragment masses, if the incident neutron energy is increased. This is so far not considered in the correction for the energy dependence of prompt neutron multiplicity as a function of mass (see e.g. Fig. 8 in Ref. [6]). For pre-neutron mass determination from 2E experiments this may have important consequences in the post-neutron yield distributions [7].

The nuclear data facilities at the JRC-IRMM are predestined to tackle the above mentioned problems. With the white neutron source GELINA and using the neutron time-of-flight technique the resonance region is accessible. The Van de Graaff (VdG) accelerator gives high neutron flux at
incident neutron energies in the MeV region to study the change of the prompt neutron multiplicity as a function of fragment mass.

The experimental technique used to study prompt neutron emission both in resonance-neutron induced fission at the GELINA facility and at higher incident neutron energy at the VdG accelerator is based on techniques pioneered by Bowman et al. [8]. The method involves extracting fission fragment masses by measuring either velocity ($2v$) or energy ($2E$) of the two fragments, and coincident measurements of fission neutron time-of-flight at known angles with respect to the fission axis. In an experiment on prompt fission neutrons in $^{252}$Cf(SF) Budtz-Jørgensen and Knitter exploited the combination of a twin Frisch-grid ionization chamber for fission fragment properties ($2E$ technique) and a liquid scintillator for neutron detection [9]. Their result serves as the basis for our experimental setup for studying prompt neutron emission. The ionization chamber has a large solid angle, which not only facilitates the fragment-neutron coincidence rate, but also introduces a less biased selection of coincident events. The ionization chamber allows determining the fission fragment emission angle relative to the chamber axis. By placing the neutron detector along the chamber axis this angle coincides with the angle relative to the momentum of detected neutrons.

In the following sections the different experiments will be highlighted and first results discussed.

2 Prompt fission neutron multiplicity

2.1 Introduction

The total prompt fission-neutron multiplicity is an important quantity for nuclear applications and needs to be known to very high accuracy in the 0.25% range [1, 10] for major actinides. For the analysis of fission yield data also the information about the prompt fission neutron multiplicity as a function of fission fragment mass, $\nu(A)$, is needed. In recent years the focus was put towards the behaviour of this quantity $\nu(A)$ as a function of incident neutron energy. Improved model calculations predict that the additional excitation energy, brought into the fission system at higher incident neutron energies, leads to an increased neutron multiplicity only for heavy fragments [4, 5], like observed in the $^{235}$Np(n,f) reaction [11]. In Ref. [7] an analysis of the impact of the prompt fission neutron multiplicity correction on the fission fragment yield of $^{235}$U(n,f) was performed. The result showed an effect in the order of up to 30% on the most abundant fission fragments whether the standard correction (e.g. as done in Ref. [6]) with an upscale of the neutron multiplicity as a function of mass or a solely higher heavy fragment neutron multiplicity was used.

An experiment campaign has been started to verify the theoretical predictions in collaboration with Uppsala University within the frame of the EUFRAT project [12].

2.2 Experiment

The data presented in this paper were measured at the 7 MV Van de Graaff accelerator of the IRMM in Geel, Belgium. Neutrons of 0.5 MeV were produced via the reaction $^7$Li(p,n). A twin Frisch-Grid ionization chamber (FGIC) was used to detect the fission fragments. The chamber was operated with P-10 (90% Ar and 10%CH$_4$) as counting gas, and the gas pressure was set to $1.05 \times 10^5$ Pa with a gas flow of 0.1 l/min. A thin, transparent $^{235}$U sample was mounted at the common cathode. The prompt fission neutrons from the $^{235}$U(n,f) reaction were measured with two NE213 equivalent scintillation detectors. The experimental setup is shown in Fig. 1. The beam was thermalized with the help of a thick layer of paraffin. The thermal neutron induced fission of $^{235}$U was studied in this experiment. In future experiments the energy range will be extended towards higher incident neutron energies.
MCNP and FLUKA simulations have been performed to see the influence of the direct beam and the moderated beam (using paraffin of 7.5 cm thickness) on the neutron detectors. Using a direct beam of only 0.5 MeV neutron energy helped in this experiment a lot as the sensitivity of the used scintillation neutron detectors is very low at this neutron energy. In addition the neutron detectors were shielded towards the direct beam by an additional 10 cm of paraffin, 3 cm of lead and 5 mm of copper.

The data from the ionisation chamber and the neutron detectors were acquired using waveform digitizers of 250 MHz and 12 bit pulse height resolution. Data analysis was done using the ROOT software package [13] and digital signal processing routines developed at JRC-IRMM.

2.3 Preliminary results

The analysis of the fission fragment signals taken without coincidences with the neutron detectors can be used as quality check of the set-up. In Fig. 2a the pulse height distributions for forward (red) and backward (blue) emission of the fragments are shown. Both distributions are in very good agreement showing that all the corrections needed to be applied to the raw signals are well under control. Fig. 2b shows the cosine of the angular distribution of the fission fragments again for forward (red) and backward (blue) direction of the fragment emission. Also the cosine of the angle from both emission directions of the fragments is in good agreement.

Fig. 3 shows the pulse shape information from the neutron scintillation detectors versus the time-of-flight information. Despite the large γ-ray background the neutrons of interest could be identified in the encircled region. Further analysis is still in progress.
3 Neutron-fission fragment correlations in the resolved resonance region

3.1 Introduction

For nuclear modelling and improved evaluation of nuclear data the knowledge about fluctuations in the prompt neutron multiplicity as a function of incident neutron energy is requested for the major actinides $^{235}$U and $^{239}$Pu [2, 3]. Fluctuations in fission fragment mass and total kinetic energy (TKE) in both isotopes have been observed in resonance neutron induced fission [14, 15]. Independently, fluctuations in the number of emitted neutrons have also been observed [16]. In view of the fact that both neutron number and fission fragment properties have been found to vary it is necessary to study the correlations of prompt neutron multiplicity and fission fragments properties in the resonance region [17]. Furthermore, the knowledge of the prompt neutron multiplicity as a function of mass and TKE is needed when determining post-neutron emission fission fragment mass distributions experimentally via the double kinetic energy or double velocity techniques. Experimental investigations of correlations between the prompt fission neutron multiplicity with fragment properties.
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in resonance-neutron induced fission on $^{235}$U and $^{239}$Pu are taking place at the GELINA facility of the JRC-IRMM.

3.2 Experiment

The experimental setup for investigating correlations of prompt neutrons with fission fragments in resonance neutron induced fission on $^{235}$U and $^{239}$Pu is illustrated in Fig. 4. The fission target is placed inside the ionization chamber, about 9.2 m away from the neutron production target of the GELINA facility. An array of neutron detectors (SCINTIA) is employed in order to achieve a reasonable fission-neutron coincidence count rate. The SCINTIA array consists of 7 NE213 equivalent liquid scintillators (Scionix LS-301) and 5 para-therphenyl crystalline scintillation detectors.

![Fig. 4: Schematic drawing (left) and photograph (right) of the experimental arrangement at the GELINA facility.](image)

When employing an array of neutron detectors, each detector forms an axis of symmetry around which the orientation of the fission axis needs to be known. Hence, the traditional ionization chamber is no longer sufficient to reconstruct the kinematics in the fragment rest frame. In order to solve this problem, the ionization chambers anode plate is replaced by a position sensitive readout structure.

![Fig. 5: Time-of-flight spectrum with resonance of $^{235}$U(n,f).](image)
This allows determination of all three space components of the fission fragments direction of travel. A 22 channel, fully digital data acquisition is used.

The acquisition is triggered by the current signal from the ionization chamber cathode, giving the instant of a fission event in time with a resolution better than 1 ns FWHM. For each fission event the digital waveforms of all channels, sampled at 400 MS/s with 14-bit resolution, are stored on disk for off-line treatment together with the incident neutron time-of-flight for each event. In Fig. 5 a time-of-flight spectrum of the on-going $^{235}\text{U}(n,f)$ experiment is shown.

### 3.3 Preliminary results

The top panel of Fig. 6 shows the average total kinetic energy (TKE) as a function of incident neutron energy in the range up to 45 eV. Each point corresponds to either a single resonance or resonance group. The red points highlight the strongest resonances in the fission cross section of $^{235}\text{U}$. A clear fluctuation exceeding the experimental uncertainty is observed. This was already pointed out in Ref. [14]. However, the statistical significance has very much improved in the present work leading to a clearer picture of the energy dependent changes compared to the earlier work.

In the lower panel of Fig. 6 the ratio of the neutron multiplicity for a given resonance or resonance group relative to the mean neutron multiplicity is shown. Again, the strongest resonances are highlighted in red. At the current moment of data collection, an anti-correlation, i.e., high TKE corresponds to lower neutron multiplicity, is observed when all points in the given incident neutron energy interval are plotted. This is expected from energy conservation. Of course, also possible changes in the mass distribution need to be accounted for. Nevertheless, there seem to be no sizable fluctuations in the neutron multiplicity in the strong resonances.

![Fig. 6 Top panel: average total kinetic energy (TKE) as a function of incident neutron energy in the range up to 45 eV. Lower panel: ratio of the neutron multiplicity for a given resonance or resonance group relative to the mean neutron multiplicity. The red points highlight strong resonances in the fission cross section of $^{235}\text{U}$. The dashed line refers to the thermal value.](image-url)
Conclusions

In conclusion, new experiments have been started to measure prompt neutron multiplicity in neutron-induced fission of $^{235}\text{U}$. Presently both the thermal and the resonance region are covered. Measurements at higher incident neutron energies are planned for the near future. We are confident that the new data will shed light in the understanding of the observed neutron multiplicity fluctuations in the resonance region and the behaviour of the neutron multiplicity as a function of mass and incident neutron energy.
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Abstract

The total prompt $\gamma$-ray energy distributions for the neutron-induced fission of $^{235}\text{U}$, $^{239,241}\text{Pu}$ at incident neutron energy of 0.025 eV – 100 keV, and the spontaneous fission of $^{252}\text{Cf}$ were measured using the Detector for Advanced Neutron Capture Experiments (DANCE) array in coincidence with the detection of fission fragments by a parallel-plate avalanche counter. DANCE is a highly segmented, highly efficient $4\pi$ $\gamma$-ray calorimeter. Corrections were made to the measured distribution by unfolding the two-dimension spectrum of total $\gamma$-ray energy vs multiplicity using a simulated DANCE response matrix. The mean values of the total prompt $\gamma$-ray energy, determined from the unfolded distributions, are ~ 20% higher than those derived from measurements using single $\gamma$-ray detector for all the fissile nuclei studied. This raises serious concern on the validity of the mean total prompt $\gamma$-ray energy obtained from the product of mean values for both prompt $\gamma$-ray energy and multiplicity.

1 Introduction

The total prompt $\gamma$-ray emission in fission accounts for about 40% of the total energy released by $\gamma$-ray emission that makes up about 10% of the total energy released in reactor core. The heating in nuclear reactors attributed to the total $\gamma$-ray emission in fission is underestimated up to 28% using the evaluated data for the main reaction channels, $^{235}\text{U}(n,f)$ and $^{239}\text{Pu}(n,f)$ [1]. This discrepancy is significantly greater than 7.5%, an upper bound of the uncertainty deemed necessary to adequately model the heat deposit in the fuel core [2,3]. Therefore, efforts are needed to improve the experimental data on the $\gamma$-ray emission in fission. As a matter of fact, the request for the new data on the prompt fission $\gamma$ rays at thermal energy and above for those two isotopes has been categorized as the high-priority by the Nuclear Energy Agency under the Organization for Economic Co-operation and Development [4]. The majority of measurements made for the prompt $\gamma$-ray emission in fission always employed a single or a few $\gamma$-ray detectors. For example, a single NaI detector was used by Verbinski et al. [5] more than 40 years ago and the cerium-doped LaBr$_3$, CeBr$_3$, and LaBr$_3$ detectors were used recently by Billnert et al. [1] and Oberstedt et al. [6,7].

Below we describe results on the total $\gamma$-ray emission in fission measured by the DANCE array [8,9]. DANCE consists of 160 equal-volume, equal-solid-angle BaF$_2$ detectors, covering a $4\pi$ geometry space, and is located at the Los Alamos Neutron Science Center (LANSCE). Several unique features exhibited by DANCE are particularly attractive for those measurements, such as the nearly $\gamma$-ray energy independence for the detection efficiency, the multiplicity response, and the peak-to-total ratio, all of which are described in detail in Refs. [10-12]. For example, it enables one to measure the total $\gamma$-ray energy as a function of multiplicity. The only limitation is the energy resolution, which is about 14% for the measured total $\gamma$-ray energy. A series of measurements of the prompt $\gamma$ rays in the neutron-induced fission of $^{235}\text{U}$ and $^{239,241}\text{Pu}$, and the spontaneous fission of $^{252}\text{Cf}$ has been carried out.
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recently using DANCE in coincidence with the detection of fission fragments by a compact parallel-plate avalanche counters (PPAC) [13]. The results on the measured and unfolded fission prompt γ-ray energy and multiplicity distributions for those isotopes have been published [12,14]. An independent analysis of the same data for 239Pu, by assuming a general parameterized correlation between Eγ and Mγ, was presented in Ref. [15]. We also reported the total prompt γ-ray energy distributions for those isotopes, obtained by unfolding the measured two-dimensional spectrum of total γ-ray energy vs multiplicity [16]. This unfolding procedure and the implication on the γ heating in nuclear reactors are described.

2 Experiments and data analysis

The measurements of the prompt γ emission in the neutron-induced fission of 235U and 239,241Pu as well as the spontaneous fission in 252Cf were performed at the Lujan Center of LANSCE. The experimental setup and the data analysis have been described in detail in our early publications [12,14-16]. A brief summary of the experiments is given here. For the neutron-induced fission experiment, neutrons with energies from thermal up to several hundred keV were produced first by bombarding an 800-MeV proton beam at a repetition rate of 20 Hz on a tungsten target then moderated by water. The prompt γ rays emitted in fission were detected by the DANCE array in coincidence with the detection of fission fragments by a compact PPAC [13]. More than 10^6 fission events with at least one γ ray detected by DANCE were collected for all isotopes studied. The hardware threshold for detecting γ-ray energy by DANCE was 150 keV. The summed energy of all γ rays detected by DANCE within a time window of 40 ns was defined as the total prompt γ-ray energy (Eγ,tot) in fission for a given event. With this time window extended to 100 ns, little change was observed for the Eγ,tot spectrum [15]. The possible background contribution to Eγ,tot is due to capture of thermalized prompt fission neutrons by Ba isotopes, which is on the order of μs and too long in the time scale for prompt γ rays. Additional suppression of neutron contribution is made by placing a gate on the pulse height spectrum of PPAC in addition to the 8-ns gate on the time spectrum between PPAC and DANCE, show in Fig. 1. All the offline data analysis was carried out using the code, FARE [17]. Note that both DANCE and PPAC have a similar intrinsic time resolution of ~ 1.2 ns [13]. The total γ-ray multiplicity (Mγ) in fission is established not according to the number of detectors observing the γ ray, but instead according to the number of clusters by grouping adjacent detectors catching the γ ray in the same time window. This counting method for Mγ is closer to the simulated results using the γ-ray calibration sources [10-12]. In addition, the nearly γ-ray energy independence of the DANCE response to Mγ, indicated by the numerical simulations, enables one to unfold approximately the measured Mγ distribution in fission for the first time [12,14].

Corrections have to be made to the measured Eγ,tot distribution to obtain the physical one, which would be useful for the applications. This can be accomplished by unfolding the two-dimensional spectrum of Eγ,tot vs Mγ. The two-dimensional unfolding is necessary because of the strong dependence of Eγ,tot on Mγ. It is numerically implemented by adopting the iterative Bayesian method [18-20]. The DANCE response matrix for Eγ,tot vs Mγ is simulated using the GEANT4 [21] geometrical model of both DANCE and PPAC [12,14,22]. To make sure this two-dimensional response matrix has a sufficient coverage of the phase space beyond the measured one, the value of Mγ up to 25 and Eγ,tot up to 40 MeV are included. The Eγ,tot has a bin size of 200 keV and an energy threshold of 150 keV. So the response matrix has a size of 200 × 25.

For any given grid point (Eγ,tot, Mγ) in the response matrix, a two-dimensional DANCE response matrix of a size of 200 × 25 is generated using GEANT4 with a given assembly of no more than 20,000 samples. Note that the DANCE response to the total prompt γ-ray is relatively insensitive
to the content of $\gamma$ rays for a given sample since the $\gamma$-ray detection efficiency (84 to 88%) and the peak-to-total ratio ($\sim$ 55%) remain nearly constant for the $\gamma$-ray energy ranging from 150 keV to 10 MeV [10-12]. Each sample has a matching number of $\gamma$ rays to $M_0$, selected randomly according to the unfolded $\gamma$-ray energy distributions [12,14] with the condition on the total $\gamma$-ray energy that is equal to $E_{\gamma,\text{tot}} \pm 100 \text{ keV}$. This simulation is repeated for all the grid points within the lower and upper bound of $E_{\gamma,\text{tot}}$ for a given $M_0$, established by this random sampling technique.

The resulting $(E_{\gamma,\text{tot}}, M_0)$ DANCE response matrix consists of $\sim$ 3300 two-dimensional matrices with a size of $200 \times 25$ each. This numerically simulated DANCE response matrix is unique for each isotope studied, and was used to unfold the measured two-dimensional spectrum of $E_{\gamma,\text{tot}}$ vs $M_0$ into a physical one using the iterative Bayesian method. During the iteration stage, a single factor was applied to and varied for the response matrix at any given grid point.

3 Results and discussions

Typically it takes about 30 iterations to reach the convergence in the unfolding of the two-dimensional spectrum of $E_{\gamma,\text{tot}}$ vs $M_0$ using the Bayesian method. The results for the spontaneous fission in $^{252}$Cf are shown in Fig. 2 where the unfolded $E_{\gamma,\text{tot}}$ vs $M_0$ spectrum together with the measured one are given. In addition, the comparisons of the projected $E_{\gamma,\text{tot}}$ and $M_0$ distributions between the unfolded and measured ones are also given. The general trend of the results is that the mean value and the width of projected $E_{\gamma,\text{tot}}$ and $M_0$ distributions increases noticeably after the unfolding.

Given in Table 1 is the comparison of $\langle M_0 \rangle$ derived from the unfolded $M_0$ distribution between the recent work (2-D) and the early one using the one-dimension unfolding technique [14] for all isotopes studied. For $^{235}$U, the recent (2-D) mean value of 7.35 is 0.37 higher than 6.98 in the earlier 1-D work. However, the latter value is known to be underestimated by about 0.30. Since these values
were derived from the same data set, this consistence in the derived mean \( M_\gamma \) from both the one- and two-dimensional unfolding techniques gives us a certain confidence in the validity of our work. This trend is the same for \(^{239,241}\text{Pu}\) and \(^{252}\text{Cf}\). The comparison with other measurements and evaluations also is given in Table 1. Our measured \( \langle M_\gamma \rangle \)’s for all isotopes studied are consistently higher than the weighted-average of earlier measurements [23] by \( \sim 10\% \) except for the most recent measurements [1,6,7], where their measured \( \langle M_\gamma \rangle \) is \( \sim 11\% \) greater than ours for \(^{235}\text{U}\) but near in agreement with ours for both \(^{241}\text{Pu}\) and \(^{252}\text{Cf}\). Moreover, ours are consistent with the evaluated data listed in ENDF/B-VII.1 [24]. The uncertainty for our derived \( \langle M_\gamma \rangle \) has an upper bound of about 0.3-0.4 or \( \sim 5\% \).

The comparison of \( \langle E_{\gamma,\text{tot}} \rangle \) between our measurements and previous ones is given in Table 2. For \(^{235}\text{U}\), the recent (2-D) derived mean \( E_{\gamma,\text{tot}} \) of 8.35 MeV is higher than 6.53(20) MeV, the weighted average of previous measurements [23], and 6.60 MeV, the evaluated data listed in ENDF/B-VII.1. It also is higher than 6.92(9) MeV, the most recent measurement [6]. The same comparisons are also made for the neutron-induced fission in \(^{239,241}\text{Pu}\) and the spontaneous fission in \(^{252}\text{Cf}\). Our measured \( \langle E_{\gamma,\text{tot}} \rangle \) are consistently higher than the previous ones [1,6,7,23] by \( \sim 20\% \) for all isotopes studied. The

<table>
<thead>
<tr>
<th>Isotope</th>
<th>2-D</th>
<th>1-D</th>
<th>Ref. 15</th>
<th>ENDF/B-VII.1</th>
<th>Ref. 23</th>
<th>Refs. 1, 6, 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>(^{235}\text{U})</td>
<td>7.35</td>
<td>6.95</td>
<td>7.15</td>
<td>7.04</td>
<td>6.60(10)</td>
<td>8.19(11)</td>
</tr>
<tr>
<td>(^{239}\text{Pu})</td>
<td>7.93</td>
<td>7.50</td>
<td>7.15</td>
<td>7.78</td>
<td>7.06(20)</td>
<td>8.21(9)</td>
</tr>
<tr>
<td>(^{241}\text{Pu})</td>
<td>7.97</td>
<td>7.50</td>
<td>8.18</td>
<td>8.18</td>
<td>8.18</td>
<td>8.21(9)</td>
</tr>
</tbody>
</table>

Fig. 2: Shown in panel (c) and (d), respectively, are the measured and unfolded total prompt \( \gamma \)-ray energy vs. multiplicity distribution for the spontaneous fission of \(^{252}\text{Cf}\). Comparison of the projected total \( \gamma \)-ray energy and multiplicity distributions between measured (dashed line, open circles) and unfolded one (solid line, filled circles) are given in panels (a) and (b), respectively.
uncertainty for our derived $\langle E_{\gamma,\text{tot}} \rangle$ is dominated by the systematic error and roughly estimated to be better than 5%, assuming a similar uncertainty to that of the derived $\langle M_\gamma \rangle$.

An independent analysis of the same DANCE data for $^{239}$Pu by assuming a very general parameterized correlation between $E_\gamma$ and $M_\gamma$ has been carried out by Ullmann et al. [15], which yields the $\langle E_{\gamma,\text{tot}} \rangle = 7.46$ MeV and $\langle M_\gamma \rangle = 7.15$. The $\langle E_{\gamma,\text{tot}} \rangle$, derived from the $E_{\gamma,\text{tot}}$ distribution, agrees within 6% of that obtained by using the 2-D unfolding technique. This agreement is significant and indicates the importance of the correlation between $E_\gamma$ and $M_\gamma$ to be considered in the determination of $\langle E_{\gamma,\text{tot}} \rangle$. It raises serious concern on the validity of the equation, $\langle E_{\gamma,\text{tot}} \rangle = \langle E_\gamma \rangle \times \langle M_\gamma \rangle$, which ignores the correlation between $E_\gamma$ and $M_\gamma$ exhibited in Fig. 2.

Table 2: Comparison of the mean $E_{\gamma,\text{tot}}$ (MeV) between our recent measurements and previous ones for the neutron-induced fission of $^{235}$U and $^{239,241}$Pu as well as the spontaneous fission of $^{252}$ Cf.

<table>
<thead>
<tr>
<th>Isotope</th>
<th>2-D</th>
<th>Ref. 15</th>
<th>ENDF/B-VII.1</th>
<th>Ref. 23</th>
<th>Refs. 1, 6, 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{235}$U</td>
<td>8.35</td>
<td>6.60</td>
<td>6.53(20)</td>
<td>6.92(9)</td>
<td></td>
</tr>
<tr>
<td>$^{239}$Pu</td>
<td>7.94</td>
<td>7.46</td>
<td>6.74</td>
<td>6.78(10)</td>
<td></td>
</tr>
<tr>
<td>$^{241}$Pu</td>
<td>8.01</td>
<td>7.26</td>
<td>6.41(6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{252}$Cf</td>
<td>8.52</td>
<td>6.95(30)</td>
<td>6.64(8)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4 Summary

A systematic study of the total prompt $\gamma$-ray emission in the neutron-induced fission of $^{235}$U and $^{239,241}$Pu as well as the spontaneous fission of $^{252}$Cf has been carried out using the DANCE array together with a compact PPAC to select the fission event by detecting its fission fragments. The total $\gamma$-ray energy vs multiplicity spectrum for all fissile nuclei studied was constructed and unfolded using a two-dimensional unfolding technique, numerically implemented by adopting the iterative Bayesian method. The $\langle E_{\gamma,\text{tot}} \rangle$ derived from the projected $E_{\gamma,\text{tot}}$ distribution of the unfolded $E_{\gamma,\text{tot}}$ vs $M_\gamma$ spectrum is about 20% higher than the previous measurements for all fissile nuclei studied. However, it agrees reasonably well with the result derived from the analysis by considering the correlation between $E_\gamma$ and $M_\gamma$ in a very general parameterization manner. In addition, the measured total prompt $\gamma$-ray energy vs multiplicity spectrum in fission enables one to evaluate the variance in addition to the average value of the energy deposited in a reactor core by the prompt fission $\gamma$ rays. This may improve our understanding of the $\gamma$ heating in many applications involving nuclear fission.
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Abstract
The accurate knowledge of neutron cross-sections of a variety of plutonium isotopes and other minor actinides, such as neptunium, americium and curium, is crucial for feasibility and performance studies of advanced nuclear systems (Generation-IV reactors, Accelerator Driven Systems). In this context, the $^{240}$Pu(n,f) cross-section was measured with the time-of-flight technique at the CERN n_TOF facility at incident neutron energies ranging from thermal to several MeV. The present measurement is the first to have been performed at n_TOF's newly commissioned Experimental Area II (EAR-2), which is located at the end of an 18 m neutron beam-line and features a neutron fluence that is 25-30 times higher with respect to the existing 185 m flight-path (EAR-1), as well as stronger suppression of sample-induced backgrounds, due to the shorter times-of-flight involved. Preliminary results are presented.

1. Introduction
The accurate knowledge of neutron cross-sections of a variety of plutonium isotopes and other minor actinides is crucial for feasibility and performance studies of advanced nuclear systems [1, 2]. Such isotopes, that present a fission threshold at a few hundred keV, accumulate during the operation of a conventional thermal reactor, but could be effectively transmuted in reactors with a fast neutron spectrum. Improved knowledge of the neutron-induced fission cross-sections of these isotopes is not only important for the design of advanced systems, but also for the more efficient operation of existing reactors, since safety margins can be more accurately defined. In particular, the non-fissile and long-lived $^{240}$Pu isotope contributes to the long-term residual activity of nuclear waste. It is included in the Nuclear Energy Agency (NEA) High Priority List [3] and the NEA WPEC Subgroup 26 Report on the accuracy of nuclear data for advanced reactor design [4]. In this context, an experiment to measure the $^{240}$Pu(n,f) cross-section was executed at the CERN n_TOF (neutron time-of-flight) facility [5, 6, 7, 8]. Preliminary results are presented in this article.

2. Experimental setup
2.1 The n_TOF facility and Experimental Area II (EAR-2)
Neutrons at n_TOF are spallation products created by a bunched 20 GeV/c proton beam delivered by CERN’s PS (Proton-Synchrotron) accelerator onto a lead target 40 cm in length and 60 cm in diameter. A 1 cm-thick layer of circulating water surrounds the target in order to cool it down and also act as a neutron moderator. Beyond the target and after an additional 4 cm-thick layer of (borated) water, a
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Fig. 1: A view of the chamber housing the samples and detectors, and the associated electronics placed in the neutron beam in EAR-2. The neutron beam arrives vertically from below and then continues in the vacuum tube above the chamber and onto the beam dump a few meters later. Approximately 15-20 cm of air are present before and after the chamber.

$^{240}\text{Pu}$

$\sim 185$ m vacuum tube leads to the first measuring station (Experimental Area I, or EAR-1) which has been in operation since 1999.

$^{240}\text{Pu}$

A new experimental area (Experimental Area II or EAR-2) [9, 10] was commissioned in the second half of 2014. EAR-2 is located at the end of an 18 m neutron beam-line placed vertically above the spallation target. The proximity to the target yields a gain in flux of 25-30 times compared to the existing experimental area (EAR-1), while the neutrons are delivered in an approximately 10 times shorter time interval. The very high instantaneous flux and extended energy range (from thermal to over 100 MeV) allow to cover the region of interest in a single experiment and mitigate the adverse effects of the strong $\alpha$-background produced by the samples and the low fission cross-section below and near the fission threshold.

$^{240}\text{Pu}$

Both experimental areas meet the requirements to operate as Type A Work Sectors [11], meaning unsealed radioactive samples can be handled.

$^{240}\text{Pu}$

2.2 Samples and detectors

Three plutonium oxide ($\text{PuO}_2$) samples were used [12], for a total mass of approximately 2.3 mg of $^{240}\text{Pu} (\sim 0.10$ mg/cm$^2$ per sample, 99.89% purity). The material was electro-deposited on an aluminium backing 0.25 mm thick and 5 cm in diameter, while the deposit itself had a diameter of 3 cm. Additionally, a $^{235}\text{U}$ sample with a mass of $\sim 0.6$ mg and a $^{238}\text{U}$ sample with a mass of $\sim 0.8$ mg were used as reference. All samples were manufactured at IRMM (Belgium). Contaminants present in the $^{240}\text{Pu}$ samples (most notably $^{239}\text{Pu}$) have a non-negligible contribution to the fission yield in certain energy ranges (mainly below 1 keV) which was subtracted during the analysis.

$^{240}\text{Pu}$

The measurements were carried out with Micromegas (Micro-MEsh GAseous Structure) gas detectors [13, 14, 15]. The gas volume of the Micromegas is separated into a charge collection region (several mm, 5 mm in this case) and an amplification region (typically tens of $\mu$m, 50 $\mu$m in this case) by a thin “micromesh” with 35 $\mu$m diameter holes on its surface. A chamber capable of holding up to 10 sample-detector modules was used for the measurement. The detectors were operated with an
Fig. 2: Pulse-height spectra obtained from a $^{240}$Pu sample during the measurements in EAR-1 (black) and EAR-2 (red). Counts are normalised per beam bunch for direct comparison. The significant suppression of the sample-induced $\alpha$-background is evident, as is the much higher rate of fission events.

Ar:CF$_4$:isoC$_4$H$_{10}$ gas mixture (88:10:2) at a pressure of 1 bar. A picture of the chamber placed in the experimental area is shown in Figure 1.

The analogue detector signals were digitised with 8-bit flash-ADCs [16] with a 500 MHz sampling rate. In order to minimise the volume of data to be transferred and recorded, a zero-suppression algorithm was applied to avoid recording long sequences of noise where no useful signals are present.

3. The previous measurement in EAR-1

This measurement was originally attempted in EAR-1, in parallel with the measurement of the $^{242}$Pu fission cross-section [17, 18]. Due to the lower neutron flux, it was necessary to measure over a period of several months to collect the necessary statistics. An unexpected effect of the high $\alpha$-activity of the $^{240}$Pu samples (>6 MBq per sample) was encountered in the course of the measurement [19], with a steady degradation of the fission fragment amplitude distribution. After the end of the measurement, a visual inspection of the detectors used with the $^{240}$Pu samples revealed a circular discolouration of the mesh whose dimension and position exactly matched those of the samples. Upon closer inspection with a microscope, it became clear that the micromesh had suffered serious damage, particularly around the rims of the holes which were evidently deformed. This lead to a degradation of the electrical field and therefore of the detector gain and overall performance. In time, this made the fission fragment and $\alpha$-particle signals virtually indistinguishable in the obtained pulse-height spectra. It should be noted that, even when detectors were operating normally, the long $\alpha$ pile-up tail greatly reduced the quality of the separation, as can be seen in Figure 2 (black).

4. Data analysis and results

The digitised raw data from each detector are analysed off-line by means of a pulse recognition routine that determines the amplitude and position in time of the detected signals, as well as the signal baseline, among other quantities. Throughout the measurement, beam-off data were taken in order to record
Measurement of the $^{240}$Pu($n,f$) cross-section at the CERN n_TOF facility: first results from EAR-2

Fig. 3: Resonances observed in the measured fission yields from the three $^{240}$Pu samples, after subtraction of contributions from contaminants. Several resonance clusters, attributable to the coupling between Class-I and Class-II states, are visible, while resonances can be observed up to a few tens of keV. Data are shown with a binning of 2000 bins per energy decade.

The $\alpha$- and spontaneous fission background produced by the samples. The behaviour of the detectors is studied by means of Monte Carlo simulations performed with the FLUKA code [20, 2], focusing particularly on the reproduction of the pulse height spectra of $\alpha$-particles and fission fragments for the evaluation of the detector efficiency and the correction associated to the signal amplitude threshold.

The interactions of the proton beam with the spallation target lead to a significant production of prompt $\gamma$-rays and other relativistic particles that reach the experimental area at (nearly) the speed of light and constitute what is commonly termed the “$\gamma$-flash”. This causes an initial signal lasting a few hundred ns, followed by a baseline oscillation that lasts for several $\mu$s or, in terms of neutron energy, down to less than 1 MeV. In order to remove this oscillation, an average shape is obtained from at least several hundred signals and then subtracted from each raw data “movie” before processing the data.

In Figure 2, the pulse-height spectrum obtained from one of the $^{240}$Pu samples (red) is compared to a spectrum recorded with the same sample during the measurement in EAR-1 (black). It can be clearly observed that the increased neutron flux leads to a considerably higher number of recorded fission events and that there is a much stronger suppression of the sample-induced $\alpha$-particle background, resulting in a considerably clearer separation from the fission fragments.

Figure 3 shows the fission counts as a function of incident neutron energy recorded in all three $^{240}$Pu samples between 10 eV and 30 keV, after applying an appropriate signal amplitude threshold to reject the background and subtracting the contribution of contaminants present in the sample. Several resonance clusters can be observed and resonances are visible up to a few tens of keV. Above 100 keV, data has been obtained up to at least several MeV, with statistical uncertainties below 2-3% and even below 1% in the range between 0.5-5 MeV.
5. Summary

The measurement of the $^{240}\text{Pu}$ fission cross-section is the first measurement to be performed at the newly commissioned Experimental Area II of the CERN n_TOF facility. Data were collected from thermal energies up to at least several MeV. Most notably, data showing clear resonant structures have been obtained even in the sub-threshold region (up to a few tens of keV) where the cross-section is lowest and where evaluations show a smooth behaviour of the cross-section. The success of this measurement is largely due to the favourable characteristics of EAR-2, in particular the increased neutron flux and stronger background suppression compared to EAR-1, where the measurement was not feasible. These features will allow n_TOF to expand its measurement capabilities to even more short-lived and rare isotopes, such as $^{230}\text{Th}$, $^{232}\text{U}$, $^{238}\text{Pu}$ and $^{244}\text{Cm}$.
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Abstract
Prompt fission neutrons and photons emitted in a fission event are studied through the lens of a Monte Carlo implementation of the Hauser-Feshbach statistical theory of nuclear reactions. Correlations in multiplicity, energy, angle, etc., are of particular interest, placing stringent constraints on fission physics models. Recent theoretical efforts are reviewed in light of new experimental data that probe more exclusive prompt fission quantities. The status of the integration of correlated fission physics codes into MCNP6 transport simulations is briefly described.

1. Introduction and Motivation

A nuclear fission event is characterized by a rich and vast data set, encompassing both pre- and post-scission data. While all those data are naturally correlated, limitations in our theoretical understanding and our predictive modeling tools lead to the segmentation of all fission data for the purpose of nuclear data evaluations. For instance, evaluated nuclear data libraries or/and transport code treating fission events do not include any correlation between the prompt fission neutrons, prompt fission photons, fission cross sections, fission fragment angular distributions, fission fragment yields in mass, charge and kinetic energy, etc. In recent times, significant efforts in both experiments and theory/modeling have been invested in trying to bridge this gap.

Current uncertainties in the evaluated prompt fission neutron spectra (PFNS) of several important actinides remain a major contributor to uncertainties in nuclear applications such as innovative energy production and stockpile stewardship activities \cite{1}. Those uncertainties are especially difficult to reduce in the low- and high-energy tails of the spectrum. Experimentally, measurements of the low-energy part of the PFNS below about 500 keV are limited by the significant multiple down-scattering of surrounding neutrons in this energy range. On the other hand, above about 8-10 MeV, the very small number of emitted neutrons generally lead to very limited statistics. Figure 1 shows a recent evaluation \cite{2} of the PFNS for fast neutron-induced fission of $^{239}$Pu, compared to existing experimental data with similar incident energies. The spread of experimental data in the low- and high-energy tails of the PFNS is quite significant.

However, many other data sets on prompt fission neutrons exist, such as the average prompt fission neutron multiplicity (PFNM), $\bar{\nu}$, the average PFNM as a function of the fragment mass, $\bar{\nu}(A)$, the same quantity as a function of the total kinetic energy (TKE) of the fragments, $\bar{\nu}(TKE)$, etc. All these quantities shed some light on a different aspect of the neutron emission mechanism(s) that can help constrain fission physics models that also happen to describe the PFNS. In addition to prompt fission neutrons, data on prompt fission $\gamma$ rays, emitted somewhat in competition with the neutrons, can also reveal interesting characteristics of the de-excitation process of the fission fragments and on the configurations of the nascent fragments near the scission point.

By combining all these data sets, one can surely improve our understanding of the underlying physics processes, and thereby produce more reliable predictions even for the average PFNS and PFNM, which remain crucial for many nuclear applications. Studying those data and their correlations also
open up new interesting applications, as in detector modeling and non-proliferation activities.

In this paper, we report on ongoing work and recent results obtained using our Monte Carlo Hauser-Feshbach code CGMF used to describe the decay of excited primary fission fragments. After a brief description of the theoretical framework used in CGMF, we discuss some results in the context of correlated fission data, and how they can help shed some light on various aspects of the nuclear fission process, including: evaporation of neutrons and $\gamma$ rays, competition neutron-$\gamma$-ray emissions, excitation energy sorting mechanism(s) between the two fragments, nuclear structure of the fission fragments, etc. In this context, we present our numerical results in comparison with experimental correlated data. Finally, we mention our ongoing work in bringing the physics of CGMF into the MCNP6 transport code.

2. Theoretical and Computational Approach

This approach has been described already in several publications [3, 4, 5] and will only be briefly reviewed here for sake of completeness. Only binary fission is considered. The scission of the fissioning compound nucleus $(A_c, Z_c)$ is then followed by the evaporation of prompt fission neutrons and $\gamma$ rays from the excited fission fragments. In this work, we are not interested in the fission cross sections, and the probability of producing particular fission fragments is contained in the fission yields, $Y(A, Z, TKE)$, which are an input in the present calculations.

The CGMF code [3, 4] was developed to follow the decay of the primary fission fragments on an event-by-event basis. It is a Monte Carlo implementation of the Hauser-Feshbach theory of nuclear reactions applied to the fission fragment evaporation stage. The primary fission fragment yields in mass, charge, and kinetic energy are first sampled using the Monte Carlo technique. The initial conditions in energy $U$, spin $J$ and parity $\pi$ are then chosen according to calculated probabilities. The intrinsic excitation energies $U_{L,H}$ in the light and heavy fragments are chosen such that the total excitation energy ($TXE$) is equal to the difference between the $Q$ value of the fission reaction and the total kinetic energy $TKE$ of the fragments. The further partition of $TXE$ between the two fragments is realized so that the experimental values for the average neutron multiplicity as a function of the fragment mass, $\nu(A)$, are best reproduced by the calculations.
The initial distribution of the angular momentum in the fragments is represented by a Gaussian whose mean value is a function of the temperature-dependent fragment moment of inertia. In this version of the code, we do not take into account any possible correlation between the angular momenta of the two fragments. Finally, the parity distribution is chosen to be equally positive and negative. Once the values for \((A, Z, TKE)\) are chosen according to the input primary fragment yields, the initial conditions in \((U, J, \pi)\) in each fragment are also sampled using the Monte Carlo technique.

Further assuming that the primary fragments can be represented as compound nuclei, the statistical Hauser-Feshbach theory \([6]\) can be used to compute the emission of neutrons and \(\gamma\) rays at each stage of the decay. Again here, we use the Monte Carlo technique, thereby keeping track of the complete sequence of emissions and of the correlations between the different emitted particles. Energies and angles of emission are recorded, providing a rather complete picture of the evaporation process. Important in this type of calculations is the knowledge of the low-lying nuclear structure and level density of nuclei, i.e., fission fragments. In the present calculations, the Reference Input Parameter Library RIPL-3 \([7]\) is used for all fragments. The probabilities for neutron emission are calculated using optical model calculations and the Koning-Delaroche global spherical optical potential \([8]\). The \(\gamma\)-ray emission probabilities are computed using the \(\gamma\)-ray strength function formalism for giant dipole resonances. At each stage of the decay, those probabilities are sampled, and the \(n - \gamma\) competition is naturally accounted for.

The raw results of the CGMF code are a long suite of fission events characterized by a specific fragmentation, and the detailed characteristics of each neutron and \(\gamma\)-ray emitted. Inferring distributions and correlations (multiplicity, energy, angle) of the evaporated particles is a rather straightforward statistical game. As an example, Fig. 2 shows the fission fragment yields in mass and kinetic energy distributions, in the case of \(^{252}\)Cf spontaneous fission, filtered by the number of emitted neutrons, e.g., 0 (cold fission) and greater than 3, which can be readily obtained from CGMF output files.

### 3. Results and Discussion

Several examples of numerical results obtained with the CGMF code are shown here.

Figure 3 shows the calculated prompt fission neutron and \(\gamma\)-ray multiplicity distributions, compared to experimental data. To reproduce correctly the \(\gamma\)-ray multiplicity distribution, it is important to consider the threshold for the detection of the \(\gamma\) rays used in particular experiments. In addition, the time coincidence window used to define prompt fission particles is specific to each experiment,
Fig. 3: Prompt fission neutron and γ-ray multiplicity distributions calculated with the CGMF code for 252Cf spontaneous fission. Santi and Miller evaluated data [9] are the result of an evaluation of several experimental data sets, with very small error bars. The calculated γ-ray multiplicity distribution is compared to Brunson’s distribution [10], fitted to available experimental data. The results are very sensitive to the threshold value for the γ-ray detector, here set at 140 keV.

making comparisons with just one calculated distribution delicate. The average prompt fission neutron multiplicity is very well reproduced, while discrepancies in \( P(\nu) \) remain.

Calculated γ-ray spectra for specific fragments are shown in Fig. 4. The hardening of the γ-ray spectra for fission fragments near a shell closure, e.g., \( A \sim 130 \), is clearly visible in the top right figure. Gating even more specifically on fission fragment mass chains (here, \( A = 144 \)) or even on a specific fragment (here, \( A = 144 \) and \( Z = 56 \)) shows distinct γ lines corresponding to discrete transitions in the known low-lying spectrum of those particular fragments. Recent experimental results by Oberstedt et al. [11] will be used to test the present calculations.

Similarly, recent data on the fragment mass-dependent prompt fission neutron spectra by Göök et al. [12] can be compared directly to CGMF calculations, shining some light on the nuclear structure of neutron-rich fission fragments. This study is ongoing.

As a final example, the total prompt fission neutron spectrum calculated in the neutron-induced fission reaction on \(^{239}\text{Pu}\) for 18 MeV incident neutron energy is shown in Fig. 5. At this energy, the correct treatment of multi-chance fission and pre-equilibrium neutron components is paramount to properly describe the PFNS.

4. Implementation in the MCNP6 Transport Simulation Code

A coding effort, sponsored by the U.S. Department of Energy for Nuclear Nonproliferation, is ongoing to incorporate the physics of correlated prompt data in fission events in the MCNP6 transport code. The CGMF as well as FREYA codes, both providing prompt fission neutron and γ-ray data on an event-by-event basis, are being incorporated to provide correlated neutron sources in transport simulations. Preliminary studies [13] [14] have shown that such correlations are important for neutron multiplicity counting studies where the appropriate neutron multiplicity distribution \( P(\nu) \) has to be sampled to produce correct results. Detector development and characterization would also strongly benefit from the use of such capabilities in the MCNP6 code.

Similar earlier work led to the development of the MCNPX−PoliMi code [15], which can sample
Fig. 4: Calculated $\gamma$-ray spectra in the case of Cf-252 spontaneous fission, with gates on specific mass chain (left) or even specific fission fragment (right- Te-144). The right plot shows that strong $\gamma$ lines originate mostly from $^{143}$Ba transitions in its ground-state rotational band ($0^+ \rightarrow 2^+, 2^+ \rightarrow 4^+$, etc.).

Fig. 5: The prompt fission neutron spectrum predicted by CGMF in the case of 18 MeV neutrons incident on $^{239}$Pu is composed of several contributions: pre-fission neutron emissions in the multi-chance fission process, pre-equilibrium neutrons, and evaporation from excited fission fragments.
prompt neutron multiplicity distributions and multiplicity-dependent prompt neutron spectra for a limited set of isotopes and fission reactions. Our more recent efforts aim at extending the scope of those earlier calculations, as well as improving the physics of the fission process included in the transport simulations. A new release of the MCNP6 code that will include such features is expected for the end of 2016.

5. Conclusions
Monte Carlo simulations of the evaporation of prompt fission neutrons and γ rays from fission fragments on an event-by-event basis represent a powerful tool to address fundamental physics questions related to the nuclear fission process. Only by studying various fission observables in a coherent and consistent fission model can we hope to significantly improve the prediction and evaluation of nuclear fission data. In addition, these Monte Carlo simulators also provide unprecedented capabilities to model detector responses and study prompt fission data correlations for use in nuclear technologies, such as in safeguards and non-proliferation activities.
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Abstract

Nuclear fission consists of splitting a nucleus into smaller nuclei. Several observables are available to study the fission process such as fission yields or fission fragment angular momentum. Currently, fission models cannot predict all the observables with an acceptable accuracy for nuclear fuel cycle studies for instance. Improvement of fission models is an important issue for the knowledge of the process itself and for the applications. In this work, we take an interest in fission fragment angular momentum distribution. Isomeric ratios (IRs) are a common observable giving access to investigate these distributions. We measured accurate IRs for \(^{88}\text{Br}\), \(^{132}\text{Sn}\) and \(^{132}\text{Te}\) with the fission fragment separator LOHENGRIN and developed a new analysis method to assess the mean value and uncertainty of the IR. An evaluation of the angular momentum distribution of \(^{132}\text{Sn}\) was also performed with the FIFFRELIN code.

1. Introduction

Although nuclear fission was discovered seven decades ago \cite{1,2}, the fission process has still some characteristics barely understood such as the fission fragment angular momentum. However, this observable is critical for the determination of the prompt \(^\gamma\) spectra, which are central in the calculation of \(^\gamma\) heating and damage of nuclear reactor components \cite{3}. A high accuracy of the prompt \(^\gamma\) spectra is required in order to design the next generation of nuclear reactors with a higher level of confidence. In this work, the assessment of the fission fragment angular momentum through isomeric ratio measurements is presented \cite{4,5,6}. In a first section, the experimental setup is exposed. Then the data analysis procedure to determine the isomeric ratio and its uncertainty is explained. The angular momentum distribution of \(^{132}\text{Sn}\) is then derived. Finally a brief discussion and interpretation of our results are proposed.

2. Experimental set-up

The experiments were performed at the LOHENGRIN mass separator \cite{7} located at the high flux reactor of Institut Laue-Langevin (ILL). Figure 1 (left) is a scheme of the LOHENGRIN spectrometer. The target of a fissile isotope is placed near the core of the reactor in a thermal neutron flux of \(\approx 5 \times 10^{14} \text{n.cm}^{-2}.\text{s}^{-1}\). In order to reduce the self-sputtering, the target may be covered by a sputtered Ta layer or a Ni foil (see Table 1) \cite{8}. The produced fission fragments are then separated according to the ratios of their mass \(A\) over their ionic charge \(q\) and their kinetic energy \(E_k\) over their ionic charge by the combination of a magnetic and an electrostatic sector. The refocusing magnet \cite{9} increases the particle density at the focal position 2.

133
Fig. 1: Scheme of the LOHENGRIN spectrometer (left). Detection system placed at the focal position 2 (right).

<table>
<thead>
<tr>
<th>Target</th>
<th>Thickness (µg.cm$^{-2}$)</th>
<th>Cover</th>
<th>Measured nuclei</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target 1 ($^{233}$U)</td>
<td>323</td>
<td>Ni foil (450 µg.cm$^{-2}$)</td>
<td>$^{132}$Te</td>
</tr>
<tr>
<td>Target 2 ($^{235}$U)</td>
<td>91</td>
<td>Sputtered Ta layers (195 µg.cm$^{-2}$)</td>
<td>$^{132}$Sn, $^{132}$Te</td>
</tr>
<tr>
<td>Target 3 ($^{233}$U)</td>
<td>113</td>
<td>None</td>
<td>$^{88}$Br</td>
</tr>
</tbody>
</table>

To identify the incoming fission fragments, an ionisation chamber (IC) surrounded by two clover detectors consisting of four high purity germanium (Ge) crystals were placed at the focal position 2 of the spectrometer [see Fig. 1(right)]. Since signals from the IC and Ge detectors were recorded with a triggerless digital acquisition, the data were analysed off-line.

3. Analysis path

The required observable is the isomeric ratio $IR$:

$$IR = \frac{\eta^{(m)X}}{\eta^{(m)X} + \eta^{(gs)X}}$$  \hspace{1cm} (1)

with $\eta(X)$ the fission rate of the isomeric state ($m$) or the ground state ($gs$) respectively. Several corrections are needed to assess this quantity from the raw data. In this section, the method developed to determine the IR mean value and uncertainty is presented. In this paper, only $\mu$s isomeric states are studied.

3.1 Count rate extractions from $\gamma$ spectra

Since the time of flight within the LOHENGRIN spectrometer is about $1-2$ $\mu$s, the detection of $\mu$s isomeric states is possible. All of the isomeric states studied in this work decay through an isomeric transition whereas ground states disintegrate through $\beta^-$ decay. The unique $\gamma$ signature for each of both states allows to identify them unambiguously.

To measure the isomeric state population, a time coincidence of $\approx 10T_{\text{isomer}}^{1/2}$ was performed between IC and Ge signals. The ion-gated $\gamma$ spectra were very clean and permitted to extract the isomeric state count rates with a high accuracy (see Fig. 1).

The measurement of the ground state was done by extracting its $\gamma$ lines from the ungated spectra.
Because of the background coming from different separated nuclei and the ambient background, the uncertainty of the ground state count rate was larger than for the isomeric state.

![Fig. 2: Ion-gated spectra for $^{88}$Br (left). The identification of the isomeric states is unambiguous. Ungated spectra for $^{88}$Br (right). The extraction of the ground state is more complex because of the $\gamma$ background.](image)

### 3.2 Total Monte Carlo Method to extract the isomeric ratio

To obtain the isomeric and ground state fission rate $\eta^{(IS)}(X)$ and $\eta^{(GS)}(X)$ from the count rates extracted, different corrections are needed such as the $\gamma$ lines intensity, detector efficiencies and the solution of the Bateman equation for the moment of fission taking into account the lifetimes and branching ratios.

Some parameters, like the lifetime of the isomeric and ground states, appear in different correction factors. The uncertainty propagation is then quite complex. In order to evaluate the uncertainty of the measurement without bias, a Monte Carlo method was developed. The principle is to draw every independent parameters according to a Gaussian distribution and calculate all the correction factors to evaluate the isomeric ratio. This procedure is then repeated (typically $10^6$ times) and permits to obtain the probability density function ($pdf$) of the isomeric ratio. From this distribution the mean value and the uncertainty of the isomeric ratio is derived. The $pdf$ is globally well reproduced by a Gaussian function, but for low number of counts with an important statistical uncertainty, the distribution is asymmetric. With a classical uncertainty propagation, this observation would not be possible.

### 3.3 Building of experimental correlation matrices

For a given experiment and nucleus, a set of IRs as function of kinetic energy $E_i$, was measured. Some parameters, $\gamma$ intensity for instance, are common for all of the IR measurements. The experimental covariance matrix can then be built from the method described above. Since the common parameters are independent from one another, the covariance matrix is the product of the sensibility $S_{ik}$ with a term linked to the independent parameters $a_k$ for each measurement:

$$IR(E_i) = f\left(\{a_k\}\right)$$

$$S_{ik} = \frac{\partial f}{\partial a_k} \left\langle \frac{f}{f(\{a_k\})} \right\rangle$$

$$\frac{\text{Cov}(IR(E_i), IR(E_j))}{IR(E_i)IR(E_j)} = \sum_k S_{ik} S_{jk} \frac{\sigma^2_{ak}}{\pi_k^2}$$  \hspace{1cm} (2)

with $f$ the function which relates the parameters and the isomeric ratio. The sensibilities are calculated from the Monte Carlo method. Indeed, for a given parameter, the other being fixed to their mean value,
a drawing was done according to a Gaussian distribution. A distribution of IRs was then obtained as a function of the parameter. The extracted slope around the mean value (the sensibility is a local parameter) permits to determine the sensibility.

4. Determination of the spin distribution for $^{132}\text{Sn}$

Fission models can determine the fission fragment angular momentum distribution. To derive this value from the isomeric ratio a $\gamma$ de-excitation code is required. In this work, we used FIFRELIN (FIssion FRagment Evaporation Leading to an Investigation of Nuclear data), which is a Monte Carlo code simulating the prompt fission neutron and $\gamma$-ray emission \footnote{\cite{10, 11}}. Its particularity is to describe the fission fragment nuclear structure through the combination of the experimental level scheme and models of nuclear level density. The probability to decay from an initial state to a final state is related to models of $\gamma$ strength function. In this article, CTM (Constant Temperature Model) \footnote{\cite{12}} and EGLO (Enhanced Generalized Lorentzian model) \footnote{\cite{13}} were used as nuclear level density and $\gamma$ strength function models.

For a given excitation state and angular momentum ($E^*, J^\pi$), called an entry state, FIFRELIN is able to produce a $\gamma$ de-excitation and then compute the probability to feed both isomeric and ground states. In other words, for each entry state, FIFRELIN calculates an isomeric ratio.

In this work, only the angular momentum distribution of $^{132}\text{Sn}$ was studied. Its entry states were divided by bins of 200 keV from the isomeric state energy, to the neutron binding energy. Indeed, since measurements were done after neutron evaporation, the angular momentum distribution after neutron emission is the more accurate. The binning in the $J^\pi$ axis is $\hbar$ from 0$^+$ to 30$^+$. Figure 3 presents the principle of the FIFRELIN calculation (left) and the IR as a function of the entry state (right).

![Fig. 3: Scheme of connection between initial fission entry state and isomeric ratio (left). In this work only the levels up to the binding energy were considered to be filled by the fission process. IR calculated with FIFRELIN as a function of the initial entry state (after neutron emission)(right).](image)

The calculated IRs are then averaged:

$$IR_{calc}(E^*) = \sum_J \sum_{\pi} P(\pi) P(J) IR_{calc}(E^*, J^\pi)$$  \(3\)

with $P(\pi) = \frac{1}{2}$ and $P(J)$ following \footnote{\cite{14}}:

$$P(J) \propto (2J + 1) \exp\left(-\frac{(J + 1/2)^2}{J_{rms}^2}\right)$$  \(4\)
with $J_{rms}$ a free parameter also called spin cutoff. Its value is determined through a Bayesian comparison between experimental isomeric ratios and calculated ones. Figure 4 presents the probability to reproduce experimental results as a function of the excitation energy and the spin cutoff (left). The warmer the colors, the more probable the initial distributions are. In this example, an angular momentum distribution parametrized by a spin cutoff of $J_{rms} \approx 5 \hbar$ is more probable than with $J_{rms} \approx 10 \hbar$. This assessment is only valid if the calculated IRs (with the most probable spin cutoff value) are in agreement with the experimental results, which is the case as shown in Fig. 5.

Fig. 4: Exclusion plot for $^{132}$Sn at $E_k = 75$ MeV obtained from the comparison between experimental and calculated IRs (left). Spin cutoff as a function of the measured kinetic energy (right). A clear dependence is shown. The mean excitation energy is obtained without any prior in the analysis.

5. Results and discussion

An angular momentum distribution was extracted from our measurement of the isomeric ratio of $^{132}$Sn. Figure 5 presents the experimental results, compared with the calculations performed by FIFRELIN (with the most probable spin cutoff determined through a comparison with experimental IRs) and the experimental correlation matrix. A clear dependence of the IRs and the spin cutoff [see Fig. 4 (right)] as a function of the kinetic energy is shown. This observation would lead to exclude the common mechanism of generation of fission fragment angular momentum, the so-called bending and wriggling modes [15]. Indeed in this model, a deformed pair of fission fragments is required. Otherwise the angular momentum is expected to be equal to zero [16, 17, 18]. Since the $^{132}$Sn is supposed spherical at the scission point, our results are in contradiction with these modes. New theoretical calculations must be performed in order to interpret this result. It seems that $^{132}$Sn is particularly appropriate to test the limits of angular momentum generation models. However, for deformed nuclei, the role of the deformation energy must be investigated in order to describe the mechanism of angular momentum generation.

In addition, results on $^{132}$Te and $^{88}$Br tend to show the significance of the covered target role in the kinetic energy dependence of IRs. A thick target washes out the correlation between these two quantities whereas the cover shifts the kinetic energy. Figure 6 illustrates this phenomenon by comparing IRs with differently covered targets.

6. Conclusion

The measurement of IRs as function of kinetic energy can provide useful information for theoretical works on the fission process and more exactly on the generation of the fission fragment angular mo-
Fig. 5: Comparison between experimental and calculated IRs as a function of the measured kinetic energy for $^{132}$Sn (left). The experimental correlation matrix shows the weight of the systematics to the total uncertainty (right).

Fig. 6: IRs as a function of the measured kinetic energy. The slope depends drastically on the thickness of the target. Results are shown for $^{88}$Br (left) and $^{132}$Sn (right).

The role of the covered target was emphasized. Thus the use of a thin target with a thin and regular cover is required to investigate properly the dependence of the IRs with kinetic energy. A new method of analysis was developed and permitted to obtain the probability function of IRs. Experimental correlation matrices were built and shed light on the leading role of systematics in the total uncertainty. To go further and reduce the uncertainties, an emphasis on the nuclear structure of the studied nuclei must be done.

A complete set of data, with different fissioning system and nuclei, will permit to validate the different models describing the fission fragment angular momentum. In this framework, $^{132}$Sn is a cornerstone to test in depth the model robustness.
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Abstract
The configuration-interaction shell model approach provides an attractive framework for the calculation of nuclear level densities in the presence of correlations, but the large dimensionality of the model space has hindered its application in mid-mass and heavy nuclei. The shell model Monte Carlo (SMMC) method permits calculations in model spaces that are many orders of magnitude larger than spaces that can be treated by conventional diagonalization methods. We discuss recent progress in the SMMC approach to level densities, and in particular the calculation of level densities in heavy nuclei. We calculate the distribution of the axial quadrupole operator in the laboratory frame at finite temperature and demonstrate that it is a model-independent signature of deformation in the rotational invariant framework of the shell model. We propose a method to use these distributions for calculating level densities as a function of intrinsic deformation.

1. Introduction
Nuclear level densities are an integral part of the calculation of transition rates through Fermi’s Golden rule and of the Hauser-Feshbach theory [1] of statistical nuclear reactions. However, their microscopic calculation in the presence of correlations is a challenging many-body problem. Theoretical models of level density are often based on mean-field and combinatorial methods [2] but they can miss important correlations.

The configuration-interaction (CI) shell model approach accounts for correlations and shell effects, but conventional diagonalization methods are limited to spaces of dimensionality $\sim 10^{11}$. The shell model Monte Carlo (SMMC) method [3, 4, 5, 6] permits calculations in model spaces that are many orders of magnitude larger than those that can be treated by conventional methods. Quantum Monte Carlo methods for fermions often have a sign problem that limits their applicability. However, the dominant collective components [7] of effective nuclear interactions have a good Monte Carlo sign in SMMC and are sufficient for realistic calculation of level densities and collective properties of nuclei. Small bad-sign components of the nuclear interaction can be treated in the method of Ref. [4].

As a finite-temperature method, SMMC is particularly suitable for the calculation of state densities [8]. It has been applied successfully to mid-mass nuclei [9] and to heavy nuclei [10] [11].

2. SMMC and the calculation of state densities
2.1 SMMC method
The Gibbs ensemble $e^{-\beta H}$ describing a nucleus with Hamiltonian $H$ at inverse temperature $\beta$, can be decomposed as a superposition of ensembles $U_\sigma$ of non-interacting nucleons in external auxiliary fields...
\( \sigma(\tau) \) that depend on imaginary time \( \tau \) \( (0 \leq \tau \leq \beta) \)

\[
e^{-\beta H} = \int D[\sigma]G_\sigma U_\sigma ,
\]

(1)

where \( G_\sigma \) is a Gaussian weight. This representation is known as the Hubbard-Stratonovich transformation \([12]\). The Hamiltonian \( H \) is taken to be a CI shell model Hamiltonian that is defined in a truncated single-particle space with \( N_s \) orbitals. The thermal expectation value of an observable \( O \) can be written as

\[
\langle O \rangle = \frac{\text{Tr}(Oe^{-\beta H})}{\text{Tr}(e^{-\beta H})} = \int D[\sigma]W_\sigma \Phi_\sigma \langle O \rangle_\sigma ,
\]

(2)

where \( W_\sigma = G_\sigma |\text{Tr} U_\sigma| \) is a positive-definite function, \( \Phi_\sigma = \text{Tr} U_\sigma / |\text{Tr} U_\sigma| \) is the Monte Carlo sign, and \( \langle O \rangle_\sigma = \text{Tr}(OU_\sigma) / \text{Tr} U_\sigma \).

Since \( U_\sigma \) is a one-body propagator, the quantities in the integrands of (2) can be calculated using matrix algebra in the single-particle space. For example, in the grand canonical ensemble

\[
\text{Tr} U_\sigma = \det(1 + U_\sigma) ,
\]

(3)

where \( U_\sigma \) is the \( N_s \times N_s \) matrix that represents \( U_\sigma \) in the single-particle space. The grand canonical expectation value of a one-body observable \( O = \sum_{ij} O_{ij} a_i^\dagger a_j \) is calculated from

\[
\langle a_i^\dagger a_j \rangle_\sigma = \left[ \frac{1}{1 + U_\sigma} \right]_{ji} .
\]

(4)

In SMMC we use the canonical ensemble of fixed numbers of protons and neutrons. This is accomplished by representing the particle-number projection as a discrete Fourier transform \([13]\).

The number of auxiliary fields is very large and the integration is carried out by using Monte Carlo methods. Auxiliary-field samples \( \sigma_k \) are chosen according to the positive-definite weight \( W_\sigma \) and the expectation value of an observable \( O \) in (2) is estimated from

\[
\langle O \rangle \approx \frac{\sum_k \langle O \rangle_\sigma \Phi_\sigma}{\sum_k \Phi_\sigma} .
\]

(5)

### 2.2 State density

In SMMC, we calculate the thermal energy at inverse temperature \( \beta \) as the canonical expectation value of the Hamiltonian, \( E(\beta) = \langle H \rangle \). The nuclear partition function \( Z(\beta) \equiv \text{Tr} e^{-\beta H} \) is then calculated by integrating the thermodynamic relation \( -\partial \ln Z / \partial \beta = E(\beta) \). We have

\[
\ln Z(\beta) = \ln Z(0) - \int_0^\beta E(\beta) d\beta .
\]

(6)

where \( Z(0) \) is given by the total number of many-particle states in the model space. The state density is given by an inverse Laplace transform of \( Z(\beta) \)

\[
\rho(E) = \frac{1}{2\pi i} \int_{-i\infty}^{i\infty} d\beta e^{\beta E} Z(\beta) .
\]

(7)
We evaluate the average state density in the saddle-point approximation to \( (7) \) \[ (8) \]
\[
\rho(E) \approx \left( -2\pi \frac{dE}{d\beta} \right)^{-1/2} e^{S(E)},
\]

where \( S(E) \) is the canonical entropy given as a Legendre transform of \( \ln Z(\beta) \)
\[
S(E) = \ln Z + \beta E ,
\]
In \( (8) \) and \( (9) \) we use the value of \( \beta \) which is determined by the saddle-point condition
\[
E = -\frac{\partial \ln Z}{\partial \beta} = E(\beta) .
\]

The density calculated in SMMC is the state density, in which the magnetic degeneracy \( 2J + 1 \) of each level with spin \( J \) is taken into account. However, the density measured in the experiments is often the level density, in which each level is counted once irrespective of its magnetic degeneracy. We introduced a method \[ [15, 16] \] to calculate the level density \( \tilde{\rho} \) directly in SMMC by using
\[
\tilde{\rho} = \begin{cases} 
\rho_{M=0} & \text{even-mass nucleus} \\
\rho_{M=1/2} & \text{odd mass nucleus}
\end{cases}
\]

where \( \rho_M \) is the density at a given value \( M \) of the spin component \( J_z \). This \( M \)-projected density is calculated by implementing a spin-projection method in the Hubbard-Stratonovich transformation \[ [17] \].

3. Application to heavy nuclei

We applied SMMC to nuclei as heavy as the lanthanides using a proton-neutron formalism that allows for different sets of single-particle orbitals for protons and for neutrons. In studies of rare-earth nuclei, we used the \( 50 - 82 \) shell plus the \( 1f_{7/2} \) orbital for protons, and the \( 82 - 126 \) shell plus the \( 0h_{11/2}, 1g_{9/2} \) orbitals for neutrons. The single-particle energies and orbitals are determined by a Woods-Saxon potential plus spin-orbit interaction. The interaction includes an attractive monopole pairing interaction and attractive multipole-multipole interactions with quadrupole, octupole and hexadecupole components. The interaction strengths were determined empirically as discussed in Refs. \[ [10, 11] \]. At large values of \( \beta \) the matrices \( U_\sigma \) become ill-defined and require stabilization. Stabilization methods were developed for strongly correlated electron systems in the grand canonical ensemble \[ [18] \] and we extended them to the canonical ensemble \[ [10] \].

3.1 Collectivity in the CI shell model

Heavy nuclei are known to exhibit various types of collectivity that are well described by empirical models. An important question is whether these types of collectivity can be described within a spherical CI shell model framework, in which the single-particle model space is truncated. The large dimensionality of the many-particle model space in heavy nuclei necessitates the use of quantum Monte Carlo methods such as SMMC. The various types of collectivity are usually identified by their characteristic spectra. While SMMC is a powerful method that allows the accurate calculation of thermal observables, it is difficult to extract detailed spectroscopic information from the thermal expectation values \[ (2) \].

To overcome this difficulty, we identified an observable whose low-temperature behavior is sensitive to the type of collectivity. This observable is \( \langle J^2 \rangle_T \), where \( J \) is the total angular momentum of the nucleus. Assuming an even-even nucleus which is either vibrational or rotational, the low-temperature
The behavior of $\langle J^2 \rangle_T$ is given by

$$\langle J^2 \rangle_T \approx \begin{cases} 
30 \frac{e^{-E_{2+}/T}}{(1-e^{-E_{2+}/T})^2} & \text{vibrational band} \\
\frac{6}{E_{2+}} \frac{E_{2+}}{T} & \text{rotational band}
\end{cases}$$

where $E_{2+}$ is the excitation energy of the lowest $2^+$ level.

In Fig. 1 we show the SMMC results (open circles) for $\langle J^2 \rangle_T$ as a function of temperature $T$ for a family of even samarium isotopes $^{148-154}$Sm. This family of isotopes are known to describe a crossover from vibrational collectivity in the spherical $^{148}$Sm nucleus to rotational collectivity in the deformed $^{154}$Sm nucleus. We observe in the SMMC results for $\langle J^2 \rangle_T$ a crossover from a “soft” response to temperature in $^{148}$Sm to a rigid linear response in $^{154}$Sm, in agreement with (12).

The solid lines in Fig. 1 are obtained from the experimental data by taking into account a complete set of measured energy levels up to certain excitation energy and by using a back-shifted Bethe formula (BBF) above that energy. This density is determined from level counting at low energies and neutron resonance data at the neutron separation energy.

### 3.2 State densities

We calculated the SMMC state densities in families of samarium and neodymium isotopes $^{111,19}$. To compare with experimental data, it is necessary to determine the excitation energy $E_x = E - E_0$, where $E_0$ is the ground-state energy. It is thus important to determine an accurate ground-state energy.

#### 3.2.1 Even-even nuclei

The ground-state energy $E_0$ of even-even nuclei can be determined accurately from large $\beta$ calculation of the thermal energy. Fig. 2 shows the SMMC state densities (open circles) in even-mass samarium and neodymium isotopes. The results are generally in good agreement with level counting data at low excitation energies (histograms) and with neutron resonance data (triangles) when available $^{20}$. The solid lines describe BBF state densities determined empirically from the level counting and the neutron resonance data.
Fig. 2: State densities vs. excitation energy $E_x$ in even-mass samarium (top panels) and neodymium (bottom panels) isotopes. The SMMC densities (open circles) are compared with level counting data (histograms) and neutron resonance data (triangles) when available [20]. The neutron resonance data was converted to a total state density assuming a spin cutoff model with rigid-body moment of inertia. The solid lines are empirical BBF densities (see text). Adapted from Refs. [11, 21].

3.22 Odd-even nuclei

SMMC calculations at low temperatures in odd-even nuclei have a sign problem that originates from the projection on odd number of particles, leading to large error bars in the thermal energy. Consequently, we can calculate the thermal energy only up to $\beta \sim 4 \text{ MeV}^{-1}$ and it is difficult to determine an accurate ground-state energy. A method to calculate an accurate ground-state energy for a system with odd number of particles despite the odd particle-number sign problem was introduced in Ref. [22] and applied to mid-mass nuclei. However, its application in heavy nuclei requires additional development. For the heavy nuclei we determine the ground-state energy $E_0$ from a one-parameter fit of the SMMC thermal energy to the thermal energy calculated from experimental data [19]. The corresponding state densities in odd-mass samarium and neodymium isotopes are shown in Fig. 3 and compared with experimental data.

4. Deformation in the CI shell model

Knowledge of state densities as a function of nuclear deformation is useful in the modeling of fission. Nuclear deformation is a key concept in our understanding of the physics of heavy nuclei. However, it is based on a mean-field approximation that breaks rotational invariance. The challenge is to study nuclear deformation in the framework of the CI shell model approach which preserves rotational symmetry.

4.1 Quadrupole distributions in the laboratory frame

We calculated the SMMC distribution $P_T(q)$ of the axial quadrupole operator $\hat{Q}_{20}$ in the laboratory frame [23] at inverse temperature $\beta$ by using its Fourier representation

$$P_T(q) = \frac{1}{\text{Tr}e^{-\beta H}} \frac{1}{2\pi} \int_{-\infty}^{\infty} d\phi e^{-i\phi q} \text{Tr} \left( e^{i\phi Q_{20}} e^{-\beta H} \right)$$  \hspace{1cm} (13)
together with the Hubbard-Stratonovich representation of $e^{-\beta H}$. We divide an interval $[-q_{\text{max}}, q_{\text{max}}]$ into $2M + 1$ intervals of length $\Delta q = 2q_{\text{max}}/(2M + 1)$ and use a discrete Fourier representation

$$\text{Tr}(\delta(Q_{20} - q_m)U_\sigma) \approx \frac{1}{2q_{\text{max}} k = -M} e^{-i\phi_k q_{\text{w}}} \text{Tr}(e^{i\phi_k Q_{20}} U_\sigma),$$

where $q_m = m\Delta q$ ($m = -M, \ldots, M$) and $\phi_k = \pi k/q_{\text{max}}$ ($k = -M, \ldots, M$).

The distributions $P_T(q)$ are shown for $^{154}$Sm in Fig. 4 at three temperatures. At a low temperature ($T = 0.1$ MeV) we find a skewed distribution that is qualitatively similar to that of a prolate rigid rotor (dashed line) whose intrinsic axial quadrupole moment is taken from a finite-temperature Hartree-Fock-Bogoliubov (HFB) approximation. In the HFB approximation, we observe a shape transition from a deformed to a spherical shape around a temperature of $T = 1.2$ MeV. At this temperature the quadrupole distribution is still skewed. At high temperatures, e.g., $T = 4$ MeV, the distribution is close to a Gaussian. We also calculated the quadrupole distributions for $^{148}$Sm which is spherical in its

The SMMC quadrupole distributions $P_T(q)$ in the laboratory frame for $^{154}$Sm at a low temperature $T = 0.1$ MeV, an intermediate temperature $T = 1.2$ MeV (close to the HFB shape transition temperature) and a high temperature $T = 4$ MeV. Adapted from Ref. [23].
mean-field ground state and found that they are close to a Gaussian already at low temperatures. We conclude that the quadrupole distribution in the laboratory frame is a clear model-independent signature of nuclear deformation in the framework of the rotational-invariant CI shell model approach.

### 4.2 Quadrupole distributions in the intrinsic frame

For the formalism developed here to be useful for calculating level densities as a function of intrinsic deformation, it is necessary to determine the quadrupole distribution in the intrinsic frame. The intrinsic frame is usually defined within a mean-field approximation, so a direct calculation of this distribution in the CI shell model approach is not feasible. To overcome this difficulty, we consider the second rank quadrupole tensor \(q_{2\mu}(\mu = -2,\ldots,2)\). In the intrinsic frame (characterized by a set of three Euler angles \(\Omega\)), the quadrupole shape is characterized by two shape parameters \(\beta, \gamma\). Note that we use the same symbol \(\beta\) to denote both the inverse temperature and the axial shape parameter, and the correct meaning should be clear from the context. The probability density \(P_T(\beta, \gamma)\) in the intrinsic frame is a rotational invariant and therefore we can expand \(-\ln P_T(\beta, \gamma)\) in rotational invariant combinations of \(q_{2\mu}\). There are only three quadrupole invariants up to fourth order in \(q_{2\mu}\) and they are given by 

\[
\beta^2, \beta^3 \cos 3\gamma, \beta^4. 
\]

Thus

\[
-\ln P_T(\beta, \gamma) = N + A\beta^2 - B\beta^3 \cos 3\gamma + C\beta^4 + \ldots, \tag{15}
\]

where \(A, B, C\) are temperature-dependent parameters and \(N\) is a normalization constant. Eq. (15) is similar to the Landau expansion of the free energy in which the quadrupole tensor is considered as the order parameter of the shape transition \([24, 25]\). The parameters \(A, B, C\) in (15) can be determined from the expectation values of the above three quadrupole invariants. In calculating these expectation values from the density \(P_T\) it is necessary to take into account the volume element

\[
\prod_{\mu} dq_{2\mu} \propto \beta^4 |\sin 3\gamma| d\beta d\gamma d\Omega. \tag{16}
\]

In Ref. [23] we showed that the above three quadrupole invariants are related to moments of \(Q_{20}\) in the laboratory frame and thus can be directly calculated from the SMMC distribution \(P_T(q)\) in the laboratory frame.

In Fig. 5 we show \(-\ln P_T(\beta, \gamma = 0)\) as a function of the axial deformation parameter \(\beta\) for \(^{154}\text{Sm}\) at three temperatures \(T = 0.25, 1.19\) and 4 MeV. The curves in Fig. 5 derived in the CI shell model framework without the use of a mean-field approximation, seem to mimic the shape transition that is found in the HFB mean-field approximation. The minima of these curves describe a shape transition from a prolate minimum at low temperatures (e.g., \(T = 0.25\) MeV) to a spherical minimum at high temperatures (e.g., \(T = 4\) MeV).

By using the saddle-point approximation, the distributions \(P_T(\beta, \gamma)\) at constant temperature can be converted to intrinsic shape distributions \(P_{E_x}(\beta, \gamma)\) at constant excitation energy. The joint level density distribution as a function of excitation energy and intrinsic deformation can then be determined from \(\rho(E_x, \beta, \gamma) = \rho(E_x)P_{E_x}(\beta, \gamma)\).

### 5. Conclusion

The SMMC method is a powerful method to calculate microscopically nuclear state densities in the presence of correlations, and was applied to nuclei as heavy as the lanthanides. We have also introduced a method to calculate the distribution of the quadrupole deformation in both the laboratory frame and in the intrinsic frame within the rotationally invariant CI shell model approach. We plan to use this method to calculate level densities as a function of intrinsic deformation.
\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure5.png}
\caption{$-\ln P_T(\beta, \gamma = 0)$ vs. axial deformation $\beta$ for $^{154}$Sm at three temperatures.}
\end{figure}
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Abstract
We are witnessing an era of intense experimental efforts that will provide information about the properties of nuclei far from the valley of $\beta$ stability, regarding resonant and scattering states as well as (weakly) bound states. This talk describes our formalism for including these necessary ingredients into the No-Core Shell Model by using the Gamow Shell Model approach. Applications of this new approach, known as the No-Core Gamow Shell Model, both to benchmark cases as well as to unstable nuclei will be given.

1. Introduction
The atomic nucleus, which at energies in the range of mega-electron volts can be viewed as a quantum system of strongly interacting protons and neutrons \cite{1,2,3}, is a very fascinating object. One of the most intriguing challenges is the description of its time evolution. Indeed the nucleus can be naturally found in quantum states that decay by emitting photons, electrons or even nucleons and heavier particles. This endeavor becomes even more necessary in the rise of new experiments that probe new modes of radioactivity which will need theoretical justification \cite{4}. One way is to solve the time-dependent Schrödinger equation by means of time discretization techniques \cite{5,6,7}. A different approach lies in the solution of the time-independent Schrödinger equation in the complex energy or momentum space. The time dependence is then absorbed by the complex nature of the solution, whose imaginary part is associated with the decay time. Metastable nuclear states and resonances could then be described in a time-independent formalism \cite{8,9,10,11}. Formulating the structure and reaction problem in the complex energy plane \cite{12,13,14,15,16,17,18,19,20,21,22}, provides with an alternative step towards the unification of structure (bound states) and reaction (resonances) aspects in nuclear physics, which will lead in a more controlled and model independent evaluation of observables. Noted that there already exists vivid progress on the \textit{ab-initio} description of structure and reactions on the real-axis by Lawrence Livermore and TRIUMF groups \cite{23,24,25}, by Los Alamos/Argonne groups \cite{26} and also on the lattice by \cite{27,28}.

2. The NC(GSM) formalism
One of the ways to obtain complex energy solutions of a physical system is by turning the Schrödinger equation into an eigenvalue problem and diagonalizing the complex Hamiltonian matrix. The basic code that has been employed for the description of resonances, by diagonalizing a very large non-Hermitian complex symmetric Hamiltonian matrix, is the Gamow Shell Model (GSM) code \cite{29,30,31,32,33}. The orthonormal underlying basis, upon which the Hamiltonian matrix is diagonalized, is known as Berggren basis \cite{9} which provides a symmetric description of bound states, resonances and scattering states. The Hamiltonian matrix is non-Hermitian and complex symmetric with complex eigenvalues. The matrix is sparse and a relatively small number of eigenvectors and eigenvalues is of interest. At this point there is no conceptual difference between GSM with a core and the NCGSM besides the underlying Hamiltonian. Indeed, in the GSM case the Hamiltonian consists of the one-body kinetic energy,
the one-body mean-field (either schematic or Hartree-Fock) and the residual NN interaction, whereas in the NCGSM case the one-body mean field is not present in the A-body Hamiltonian [32]. The nucleon-nucleon interaction is expressed in the Berggren basis using the potential separable expansion (PSE) [34] in a HO basis method [35, 36, 32]. In this way, matrix elements between scattering and/or resonant states never diverge, due to the Gaussian fall-off of the HO radial form factor, and in addition one can conveniently transform matrix elements from the relative frame to the lab frame. For matrix elements of other operators, such as electromagnetic transition operators, the renormalization of integrals relies on the method of external complex scaling (ECS). We note here though that the PSE method has also been employed for the calculation of the recoil matrix elements of the intrinsic Hamiltonian, since in this case the ECS technique does not provide converged results.

For the diagonalization of the large complex symmetric matrix we have used a complex extension of the Lanczos algorithm [31]. The largest matrix that has been diagonalized has a dimension of \( \sim 10^6 \). This number materializes to about \( A=4.5 \) for ab-initio no-core calculations in the Berggren basis and to 7-8 active valence particles when assuming a frozen configuration (also known as “core”) but allowing only a portion of the particles occupying the continuum (Berggren) orbitals (particle-hole truncations). The second alternative is the Davidson method [31] (see also a recent application on the description of tunneling for a two-body atomic system [37]). We would like to highlight a unique feature of the GSM diagonalization. Both the Lanczos and the Davidson methods calculate the ground state of the system as the lowest eigenvalue. In the GSM where the Hamiltonian matrix is non-Hermitian, the lowest eigenvalue is not guaranteed to coincide with the ground state and it may as well be a scattering state. A criterion is established which separates the state of interest from the wealth of scattering states; that is the overlap method [31]. In the overlap method a smaller diagonalization takes place first, in a space spanned by a few states (usually single particle bound states and resonances). This smaller space sometimes is also called the “pole approximation”. The solution is the reference eigenvector. At a second step a diagonalization in the full space (bound states+resonances+scattering states) takes place and the solution is the one that maximizes the overlap with the reference eigenvector.

Table 1: Comparisons [38] between the NCGSM and the computer program MFDn. \( N_{\text{shell}} = 2n+\ell \) and \( \hbar \omega = 20 \) MeV.

<table>
<thead>
<tr>
<th>Nucleus</th>
<th>MFDn</th>
<th>NCGSM</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>(^2\text{H} \ 1^+ \ (N_{\text{shell}} = 4))</td>
<td>-1.6284</td>
<td>-1.6284</td>
<td>( \leq 0.1 ) keV</td>
</tr>
<tr>
<td>(^2\text{H} \ 1^+ \ (N_{\text{shell}} = 8))</td>
<td>-2.1419</td>
<td>-2.1419</td>
<td>( \leq 0.1 ) keV</td>
</tr>
<tr>
<td>(^3\text{H} \ 1/2^+ \ (N_{\text{shell}} = 4))</td>
<td>-7.6016</td>
<td>-7.6016</td>
<td>( \leq 0.1 ) keV</td>
</tr>
<tr>
<td>(^3\text{H} \ 1/2^+ \ (N_{\text{shell}} = 8))</td>
<td>-8.3203</td>
<td>-8.3203</td>
<td>( \leq 0.1 ) keV</td>
</tr>
<tr>
<td>(^3\text{He} \ 1/2^+ \ (N_{\text{shell}} = 8))</td>
<td>-7.6084</td>
<td>-7.6084</td>
<td>( \leq 0.1 ) keV</td>
</tr>
<tr>
<td>(^4\text{He} \ 0^+ \ (N_{\text{shell}} = 4))</td>
<td>-27.3685</td>
<td>-27.3684</td>
<td>0.1 keV</td>
</tr>
<tr>
<td>(^6\text{Li} \ 1^+ \ (N_{\text{shell}} = 4))</td>
<td>-24.9778</td>
<td>-24.9776</td>
<td>0.2 keV</td>
</tr>
<tr>
<td>(^6\text{Li} \ 3^+ \ (N_{\text{shell}} = 4))</td>
<td>-22.4959</td>
<td>-22.4957</td>
<td>0.2 keV</td>
</tr>
</tbody>
</table>

Together with the GSM, another algorithm known as the Density Matrix Renormalization Group (DMRG) has also been used [39, 40, 41, 42, 32]. The method is a truncation algorithm which aims in reducing the sizes of the matrices to be diagonalized, while keeping the same accuracy as in the full calculation. DMRG is an iterative method for which at each step the space is increased by adding basis states one-by-one and the truncation is dictated by the density matrix which is constructed in each step. At each step a complex symmetric non-Hermitian matrix is diagonalized via the Lanczos method and
the matrix is smaller than the typical matrix of a full-fledged GSM calculation. Several diagonalizations of such smaller matrices are performed until a convergence criterion is reached. A recent variant of the DMRG method [43] has shown that very large model spaces can be reached and many “sweeps” can be performed in a timely manner, making it tempting to use such a variant also in Berggren basis DMRG based calculations.

3. Applications of the NCGSM approach

3.1 Benchmarks

Aiming at a predictive theory it becomes increasingly important to complete a quality control on the solvers which are employed for the solution of the many-body problem, a task that implies validation and cross-checks (benchmarks) of existing codes [44]. To test the NCGSM algorithm we have performed benchmark calculations, in which we compared the NCGSM results with results obtained using the NCSM [45] Many-Fermion Dynamics nuclear (MFDn) computer program [46, 47], and in Table (1) we present applications for systems up to $^6$Li. For this benchmark we employed a Harmonic Oscillator (HO) basis in a Full Configuration Interaction (FCI) truncation and the JISP16 realistic interaction [48]. Nevertheless, chiral interactions were also tested successfully [38]. This agreement reassures that the calculations are not contaminated with unintentional errors or flaws. It should be noted that there has also been two other successful works that benchmarked the GSM algorithm, using central interactions and a $\alpha$-core, against the complex scaling technique [49, 50].

3.2 ANCs and widths

In its current implementation the NCGSM is not ready to provide scattering observables on the real-axis, such as cross-sections, even though such a goal is not far from reach after the combination of the GSM with the Resonating Group Method [51] using phenomenological interactions/optical potentials [52, 15]. We are able however to compute overlaps between nuclear states and access information asso-

![Fig. 1:](Color online) Overlap function and tail fit with a Hankel function. $C_{ij}$ stands for the ANC. Figure is from [32].

associated with the “tail” of the overlap. The relevant quantity in the study of asymptotic properties of the nuclear wavefunction or actually its projection onto cluster (sub-cluster) states [53] is the Asymptotic
Normalization Coefficient (ANC). Recently there is a collective effort in nuclear theory to compute asymptotic quantities and we are witnessing an abandonment of quantities such as spectroscopic factors in favor of ANCs and widths or partial widths. The basic argument behind this endeavor, besides the physics interest (e.g. relevance to astrophysical processes for both resonance widths and ANCs), is the fact that asymptotic quantities are less model dependent and closer to the notion of an observable quantity [54, 55]. At the same time ANCs can serve as an internal consistency test between many-body methods since calculations at distances far away from the nuclear interaction range always pose challenges and difficulties (see e.g. discussion at [56] for some of the ab-initio methods). The GSM or the NCGSM which are formulated on a basis that has a correct asymptotic behavior and captures the relevant long range physics, become appropriate for the calculation of asymptotic quantities. For a detailed review of the progress that has been made in the calculation of ANCs and also the experimental situation we refer the reader to [56] and also [57] for ANCs calculations within the GSM.

In this contribution we present calculations that were published in [32] of ANCs within the NCGSM using realistic interactions. The model space of the calculation, as it was described in [32], includes single particle (s.p.) partial waves with angular momentum up to $\ell = 4$ (g-waves). For $^5$He, being particle unstable in its ground state, we employed a complex GHF basis consisting of the s.p. $0p_{3/2}$ resonant state and non-resonant $p_{3/2}$ states along the complex contour which encloses the s.p. resonant state, a necessary condition for the s.p. Berggren completeness to be satisfied. In order to obtain the many-body solution and calculate the overlap for the reaction: $^4\text{He}_0 + n \rightarrow ^5\text{He}_{3/2}$- we used the Davidson diagonalization [31] method and limited our selves to continuum configurations that allowed up to four particles occupying continuum orbits (4p-4h truncation). In the future it will be important to assess the importance of the configurations involving many particles in continuum orbits and also try to accompany the results with a truncation error associated with the missing configurations. It should also be noted that the creation operator for the calculation of the overlap does not only create on a single state, but there is a sum over all continuum states; a fundamental difference between NC(GSM) and traditional configuration interaction calculations in a HO basis [58].

We present our results in Fig.1 which was taken from [32] for the effective $V_{\text{lowk}}$ [59, 60, 61] $\Lambda = 1.9\text{fm}^{-1}$ chiral N$^3$LO NN interaction [62]. We see that the overlap exhibits both real and imaginary parts reflecting the complex nature of the Berggren basis. After fitting the asymptotic part of the overlap with a complex Hankel function we extract an ANC with a real part of $0.197\text{ fm}^{-1/2}$. Now knowing the ANC we are able to obtain the width of $^5\text{He}$ using the formula:

$$C = \sqrt{\frac{\Gamma_\mu}{\hbar^2 \Re(k)}} \tag{1}$$

that relates the width and the ANC [57], where $\mu$ is the reduced mass, $k$ is the real part of the complex linear momentum that corresponds to the neutron-separation energy of $^5\text{He}$ and $C$ stands for the ANC. The result for the width is $\Gamma = 311$ keV. Within the 4p-4h truncation, the complex Davidson diagonalization provided for the $S_{1n}$ the value of -1.561 MeV and a width $\Gamma$ of 370 keV. The small difference between the width obtained from the ANC formula and the one obtained from the diagonalization stems from an approximation that was made on the proof of formula (1). The approximation is that the real part of the linear momentum has to be considered. It has been shown in [32] that this approximation implies the condition $\frac{\Gamma}{2S_{1n}} \rightarrow 0$, namely, formula (1) will work for states that have widths much smaller as compared to two-times the separation energy. In our case $\frac{\Gamma}{2S_{1n}} = 11.8\%$, which explains the deviation from the exact diagonalization result.
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3.3 NCGSM results for $^4$H and $^4$Li

Next we are presenting calculations for $^4$H and $^4$Li. These systems have also been computed in approaches with realistic interactions, in [63] for a scattering benchmark calculation within several few body methods and in [64] within the complex scaling method. Especially for hydrogen isotopes there exists a recent experimental interest since measurements claim to observe a relatively narrow $^7$H resonance [65]. In addition, it is believed that the triplet of isotopes $^5$, $^6$, $^7$H resemble the Helium isotopic chain ($^6$, $^7$, $^8$He). Namely $^7$H resembling $^8$He is the most “bound” member of the triplet having a relatively small width, $^6$H resembling $^7$He is “unbound” reflecting its extremely large width while $^5$H is just a broad resonance (broader than $^7$H), resembling in this case $^4$He which is less bound than $^8$He. The theoretical investigation of the shell structure and the pairing correlations in the continuum will be a decisive factor in the understanding of the binding mechanism in this area of the chart and it will also be a challenging task.

In this work we are using a phenomenological WS potential for the generation of the basis. For $^4$H and $^4$Li the WS basis is created for the $^3$H + n or $^3$He + p systems respectively. Namely for $^4$H a neutron 0$p_{3/2}$ s.p. resonant state is considered whereas for $^4$Li a proton 0$p_{3/2}$ s.p. resonant state. The long-range Coulomb interaction in the case of $^4$Li is treated in the same way as in [32, 66, 67]. Besides the complex neutron and proton resonances and the associated complex continua, we consider s.p. partial waves up to h-waves ($\ell=5$) as HO basis states characterized by a frequency of $\hbar\omega = 20\text{ MeV}$. In particular, for $^4$H and for the neutron space we used a basis that consisted of 15p$^{3/2}$ complex s.p. states and 7s$^{1/2}$, 7p$^{1/2}$, 2d, 2f, 2g, 1h real HO s.p. states, while for the proton space all basis states are HO states with 7s$^{1/2}$, 7p$^{1/2}$, 2d, 2f, 2g, 1h. Noted that we are using a different truncation scheme that departs from the typical $N_{\text{max}}$ or $N_{\text{shell}}$ HO truncation. Here, and also in other NCGSM calculations, we choose to use more radial nodes for specific $\ell$ states. Here states with $\ell=0,1$ have been chosen to have more nodes since we noticed that they contribute more energy to the system. Further calculations that investigate this behavior are in progress. The same basis was used for $^4$Li but instead of a neutron s.p. resonant state we considered a proton s.p. resonant state. Our results for the g.s and first excited states of $^4$H and $^4$Li are shown on Fig 2. The energies are with respect to the one-neutron and one-proton particle thresholds. For the thresholds, the g.s. energies of $^3$H and $^3$He are found to be -7.92 MeV and -7.12 MeV respectively, for an effective $V_{\text{low k}} = 2.0\text{fm}^{-1}$ N$^3$LO Chiral EFT interaction. Overall we observe a good agreement with experimental measurements [68] and especially the small gap between...

Fig. 2: (Color online) Ground state and first excited state spectra of $^4$H and $^4$Li. Gray scale denotes the continuum/scattering regime which is described by adopting a complex Beggren basis.
the 1− and 2− states that has been observed is also predicted in our calculation. Even though the calculations for the widths show stability, the widths are very large, so we are not dealing with typical resonances that would have an appreciable impact on cross-sections. In the calculation presented here we restricted the occupation of continuum orbits to a maximum of three particles (3p-3h). In our future work we will provide results without truncations and also with investigations on the impact of missing excitations on energies and widths.

4. Conclusions and outlook

In conclusion, we presented applications of the NCGSM for the calculation of energies, widths and asymptotic quantities such as ANCs of unbound nuclei. At the same time we benchmarked our algorithm against another commonly used solver. Our immediate goals are to continue working on applications of the NCGSM for light unbound nuclear systems in the neutron and proton rich side of the nuclear chart. The success of the NCGSM is tied with advances in computer algorithms and the formulation of efficient complex symmetric diagonalization solvers. On the physics side, even when the most efficient solver will be at hand, a full calculation in the Berggren basis (no p-h truncations) for a system such as 11Li will be very demanding. Hence, one of our goals is to quantify at first the impact of missing truncations (we already know that the weight of many particles in continuum orbits is small). Also we aim at a construction of a realistic effective interaction, i.e. an interaction in the NCGSM nuclear medium that would stem from a realistic free-space interaction, which we will then utilize for NCGSM calculations (see e.g. for a Lee-Suzuki transformation for interactions in the complex energy plane and a multireference perturbation theory approach). Finally, we would like to contribute to the effort of bridging the gap between Lattice-QCD and low energy physics and a possible way was shown in [70]. This could be achieved once NCGSM will be utilized to handle NNN interactions. Then we could naturally compute resonant features of finite nuclei at any pion mass that is available at that time.
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1NCGSM medium here should be seen as the model space that the A-nucleons evolve, but in addition, scattering to continuum orbits will be allowed through the Berggren basis.
Abstract
Preliminary results are presented from a γ-spectroscopy study of low-spin states of several Ca isotopes, produced by neutron capture on a Ca target, at very high coincidence rates. The experiment was performed at the PF1B cold-neutron facility at ILL (Grenoble, France), using the array of HpGe detectors, named EXILL.

1. Introduction
Nuclei around doubly closed shells play a crucial role in determining both the nucleonic single-particle energy levels and the two-body matrix elements of the effective nuclear interactions. In addition, they offer an excellent tool to study the coupling between a particle/hole and collective excitation of the core. This is a key ingredient to explain important phenomena, such as the observed reduction of spectroscopic factors, the anharmonicity of vibrational spectra, the damping of Giant Resonances, etc. Experimentally, several indications have been found of discrete states of particle-phonon nature, mostly in medium-heavy nuclei, while only a few examples are known in lighter mass regions. The nuclei under examination in this work, $^{41,49}$Ca isotopes, have 1 neutron outside the doubly magic $^{40}$Ca and $^{48}$Ca cores and they represent good systems in which particle-vibration coupled states can be investigated. This is because phonons such as the $3^-$, have sizable collectivity.

In order to study the nature of the excited state in $^{41,49}$Ca isotopes, their energy, spin, parity and lifetime have to be measured experimentally with a good precision. Of particular importance is the comparison of experimental data with calculations either based on a shell-model approach or taking into account couplings between core excitations (such as vibrations) and single particle.

In this work we present a detailed low spin γ-spectroscopy study of Ca isotopes, produced by a neutron capture reaction on a $^{48}$Ca target. The experiment was performed at the PF1B cold-neutron facility at ILL (Grenoble, France), using the EXILL array, consisting of EXOGAM, GASP and ILL-Clover HpGe detectors.
2. The experiment

The experiment was performed at the PF1B cold-neutron facility at Istitut Laue Langevine (Grenoble, France), where the world’s brightest continuous neutron flux is delivered with a thermal-equivalent of $2 \times 10^{10}$ ns$^{-1}$cm$^{-2}$. The HpGe array EXILL was used, consisting of 8 EXOGAM clovers, 6 large coaxial detectors from GASP and 2 ILL-Clovers, placed at 90$^\circ$, 45$^\circ$ and 0$^\circ$ with respect to the beam direction (the latter at 180$^\circ$ with respect to the GASP detectors), respectively. The total photopeak efficiency was about 6%. A digital data acquisition allowed event rates up to 0.84 MHz to be handled.

The $(n, \gamma)$ reaction was performed using a 620 mg CaCO$_3$ target with 69.2%, 27.9% and 2.5% isotopic abundances of $^{48}$Ca, $^{40}$Ca and $^{44}$Ca, respectively. As a consequence, a large fraction of double and triple $\gamma$ coincidences were coming from $^{41}$Ca, $^{45}$Ca and from $^{49}$Sc, populated by $\beta$-decay of $^{49}$Ca.

In general, the populated nuclei of $^{41}$Ca, $^{45}$Ca and $^{49}$Ca were found to decay from the capture level by primary (E1) transitions of several MeV and to populate in a statistical way, excited states within few units of spin. Figure 1 shows the total spectrum measured in the n-capture reaction, with strong lines coming from the de-excitation of $^{41,45,49}$Ca and $^{49}$Sc.

3. The analysis

The experimental analysis is devoted to investigate the possible levels that are good candidate to be member of the multiplet generated by coupling single particle states and the $3^-$ octupole vibration of the core nucleus. As a starting point, the neutron separation energies were calculated by using several cascades and values of 8363.10(42), 7414.34(35) and 5146.46(50) keV were found for $^{41}$Ca, $^{45}$Ca and $^{49}$Ca, respectively. Such values agree, within the errors, with the ones reported in literature.

As a consequence of the low energy of the $1/2^+$ capture level in $^{49}$Ca, only two-steps cascades were observed in $^{49}$Ca, with intermediate states of negative parity. On the contrary, in $^{41}$Ca and $^{45}$Ca multisteps cascades were observed, populating intermediate states of both positive and negative parities. Figure 2 shows the preliminary level scheme of the $^{49}$Ca nucleus. The characterization of the levels and of the $\gamma$-transitions is the key aspect of this work. This can be done by measuring the angular correlation between two $\gamma$-rays of the same cascade. The symmetry of the EXOGAM detectors allowed angular correlation measurements at three relative angles between the detectors, i.e. 0$^\circ$, 45$^\circ$ and 90$^\circ$ degrees.

The expression for the angular correlation function between two consecutive $\gamma$ transitions, $\gamma_1$ and $\gamma_2$ (in a cascade emitted from an unoriented state with spin $J_1$, through an intermediate level with spin $J_2$ to

---

**Fig. 1:** Total $\gamma$ spectrum measured in the n-capture reaction with the Ca target. The strongest transitions from $^{41,45,49}$Ca and $^{49}$Sc are given. Background lines are marked by stars.
Study of Ca isotopes via neutron capture reactions

Fig. 2: Left panel: Preliminary level scheme of $^{49}$Ca with newly found transitions given in red. Right panel: Angular correlation of the 1074 and 4072 keV transitions (dotted arrows in right panel. Solid and dashed lines are the experimental fit and the theoretical interpolation (obtained by fitting the $\delta$ mixing parameter), giving the spin assignment $1/2$, $3/2$ and $3/2$, for the initial, middle and final states, respectively.

the final level with spin $J_3$) is well described by a linear combination of Legendre polynomials $P_k$

$$W(\vartheta) = \sum_{k=0}^{k_{\text{max}}} A_{kk} P_k(\cos \vartheta) Q_k(1) Q_k(2)$$

where $\vartheta$ is the angle between the directions of $\gamma_1$ and $\gamma_2$ and $Q_k$ are the attenuation coefficients. By fitting the parameters $A_{kk}$ it is possible to evaluate the spin of the initial, intermediate and final states, the multipolarity of the transitions and the possible mixing ratio. Right panel of Fig. 3 shows the results obtained considering the angular correlation between for the 1074 and 4072 keV transitions of $^{49}$Ca. The spin of the initial, intermediate and final states are confirmed to be $1/2$, $3/2$ and $3/2$, respectively, taking the 4073 keV line as a pure dipole and a mixing $\delta$ on the 1074 keV transition equal to $-1.87^{+0.19}_{-0.22}$, which indicates a strong dipole character.

4. Conclusions

Preliminary results were presented from a neutron capture experiment performed at ILL (Grenoble) on a Ca target. The setup consisted of the high-efficiency Ge array EXILL, which allowed to perform high-resolution $\gamma$-spectroscopy and angular correlation studies of $^{41,45,49}$Ca nuclei. The work aims, in particular, at identifying states arising by coupling single particles to core excitations, such as the $3^-$ octupole phonon in the corresponding $^{40,44,48}$Ca cores.
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Abstract
The population of bound states in the continuum and their spectral properties are studied on the nuclear and hadronic scale. The theoretical approach is presented and realizations in nuclear and charmonium spectroscopy are discussed. The universality of the underlying dynamical principles is pointed out. Applications to nuclear systems at the neutron dripline and for charmonium spectroscopy by $e^- e^+ \rightarrow D\bar{D}$ production are discussed.

1. Introduction
A general features observed in quantum system at all scales from atomic to hadron physics is the occurrence of long-lived states embedded into the spectral region of continuum states. The internal structure and dynamical properties of a discrete state coupled to a continuum are encoded in its line shape. Only in simple potential problems the line shapes of spectral distribution come close to the widely used Lorentz- or Breit-Wigner shapes. Under more realistic physical conditions the line shape of resonance is modified by the interaction between the discrete and continuum components of the spectra. This kind of interference among states of different configuration type is ubiquitous in quantum physics and leads to a plethora of interesting phenomena in nuclear, atomic, condensed matter and quantum optical physics. The foundations of quantum mechanical continuum spectroscopy was laid as early as 1961 by the pioneering work of Fano \cite{1}. The relevance of that approach for nuclear physics was soon recognized and the concept of bound states in the continuum was formulated in a systematic manner by Mahaux and Weidenmüller in their book \cite{2} published in the late 1960ties. An exciting recent progress on continuum interactions in atomic physics was the control of line shapes by the direct manipulation of spectral distributions with intense laser light with different frequencies \cite{3}. In that paper a representative list of other work in atomic, molecular, and laser physics is found. Obviously, this kind of immediate external influence is out of reach for nuclear and hadron physics. An early application of the Fano-approach to nuclear physics is found in \cite{4} and in Ref. \cite{5} the formalism was used to investigate pionic resonances. The basically different situation in nuclear and hadronic systems is their much shorter lifetime because of the strong interaction with neighbouring states. Hence, in sub-atomic systems the line shapes are often found to be convoluted by overlapping contributions and, additionally, are influenced by coupled-channels effects \cite{6,7,8}. In section \textsuperscript{2} we discuss continuum spectroscopy at the neutron dripline by the representative example of \textsuperscript{10}Li. Configuration interactions in the $D\bar{D}$ continuum and their influence on charmonium line shapes are discussed in section \textsuperscript{3}. A summary and an outlook is given in section \textsuperscript{4}.

2. Nuclear Bound States in the Continuum
Away from shell closures pairing and core polarization effects from particle-particle and particle-hole interactions, respectively, are playing an increasingly significant role. A full picture of the spectral properties in weakly bound nuclei should account for bound and continuum interactions on the same
Fig. 1: Spectral distributions seen in elastic partial wave cross sections for the scattering of a neutron on $^9\text{Li}$ by the HFB mean-field and Gorkov-coupling. Full HFB Gorkov-pairing and bare mean-field results are compared for partial waves up to d-waves. The attractive pairing self-energy produces resonances in the p-wave channels.

footing. In our previous work [6, 7] we have descried interplay of closed and open channels in nuclear continuum spectra. In [7] it was pointed out that pairing interactions lead in weakly bound nuclei already on the mean-field level to a mixing of particle- and hole-type states. We denote their respective wave functions by $u_{\alpha q}$ and $v_{\alpha q}$ carrying quantum numbers $\alpha = (n \ell jm)$ and where $q = p, n$ denotes protons and neutrons. In addition to the overall single particle mean-field potential $U_q$, close to the particle threshold the pairing fields $\Delta_q$ are of special importance because they lead to coupled channels effects already on the mean-field level. The problem is properly described by the Gorkov equations [7]:

$$
\begin{pmatrix}
T_q + U_q - 2\lambda_q + e_\alpha \\
-\Delta_q(r)
\end{pmatrix}
\begin{pmatrix}
\Delta_q(r) \\
-(T_q + U_q - e_\alpha)
\end{pmatrix}
\begin{pmatrix}
u_{\alpha q}(r) \\
u_{\alpha q}(r)
\end{pmatrix} = 0
$$

(1)
derived from an underlying energy density functional [7]. $T_q$ is the kinetic energy operator and the chemical potentials $\lambda_q$ account for particle number conservation. The quasiparticle energy is expressed in terms of the quasi-hole energy $e_\alpha < \lambda_q$. For weakly bound exotic nuclei with separation energies well below 1 MeV the continuum gap is easily overcome by residual interactions. Thus, the dominance of the static nuclear mean-field is broken and is competing with induced interactions in the particle-particle, hole-hole and the particle-hole channels. As discussed in [6, 7] the increased polarizability of dripline nuclei leads to the dissolution of shell structures in the bound state region and initiates a rich spectrum of sharp particle resonances above the particle threshold. They are produced by complex many-body states containing interfering contributions from closed channels due to multi-particle-hole core excitations and open channels given by single particle scattering states. The closed channel states cannot decay by themselves but only through the coupling to the single particle continua. That mechanism is an universal feature of all open quantum systems. In Fig. 4 the dynamical principles are depicted schematically. Since close to the dripline, the usual BCS approach is no longer meaningful, we solve Eq. 1 as a coupled
Fig. 2: Spectral distribution for the p-wave elastic scattering continua of $^{10}$Li = $^{9}$Li + n. Pure mean-field and core polarization results are compared. The sharp resonances in the $3/2^-$ (left) and the $1/2^-$ partial wave are due to core polarization.

channels problem thus accounting properly for the asymptotics of bound and unbound states [7]. Core polarization is described by an extended system of coupled equation. Integrating out the core degrees of freedom we end up at a set of equations describing single particle motion under the influence of residual particle-hole interactions [6]:

$$\left( H_{MF}^{(\alpha)} - \epsilon_\alpha \right) \phi_{\alpha k} + \sum_{\beta n} F_{\alpha\beta} \phi_{\beta n} = 0 \quad (2)$$

The mean-field (HFB) Hamiltonian for the core state $\alpha$ is denoted by $H_{MF}^{(\alpha)}$ and the effective single particle energy $\epsilon_\alpha \equiv E - E_\alpha$ is given by subtracting the energy $E_\alpha$ of the core state $|\alpha\rangle$ from the total energy $E$. The transition form factors are given by matrix elements of the residual interaction, $F_{\alpha\beta} = \langle \alpha | V_{res} | \beta \rangle$. For further details we refer to ref. [7]. Both Eq.(1) and Eq.(2) can be recast formally into an effective single particle equation

$$\left( H_{MF}^{(\alpha)} + \Sigma_{\alpha k}(\omega) - \omega \right) \phi_{\alpha k} = 0 \quad (3)$$

with an energy dependent, non-local complex self-energy $\Sigma_{\alpha k}(\omega) U_r G(\omega) U_r$ and the transition potentials $U_r$ are given either by the pairing field or the core polarization form factors, respectively. The real and imaginary part of the self-energy modify the spectral distributions substantially by energy shifts and decay and damping widths, thus expressing the finite life time of single particle states in an interacting quantum many-body system.

The spectral distributions obtained by Eq. (3) for the $^{10}$Li = $^{9}$Li + n system are displayed in Fig. 1. Two distinct regions can be identified: 1) the region of discrete bound states for $2\lambda_q < \epsilon_\alpha < \lambda_q$ with $2\lambda_q - \epsilon_\alpha < 0$ (negative particle energies); 2) the continuum region $\epsilon_\alpha < 2\lambda_q$ with $2\lambda_q - \epsilon_\alpha > 0$ (positive particle energies) [7]. Although the hole wave functions are still bound states they obtain continuous spectral distributions with peak structures slightly shifted from the bare mean-field positions. These effects are much more enhanced when core polarization is taken into account. In Fig. 2 the p-wave single particle continuum spectral distributions for $^{10}$Li = $^{9}$Li + n are shown. In both the $\frac{3}{2}^-$ and the $\frac{1}{2}^-$ partial wave sharp resonances occur, mainly caused by the coupling to the $^9Li(2^+, 2.691)$ and a few other core states. The single particle and the core spectrum are obtained fully microscopically by HFB and QRPA calculations, respectively. The effect is especially pronounced in the $\frac{1}{2}^-$ channel where the mean-field resonance couples strongly to the core excitations and is fragmented considerably. The width and energy shifts are determined by the channel coupling, reflecting the real and imaginary parts
Angle-integrated cross section for the $d^{(9}\text{Li},^{10}\text{Li})p$ reaction at 2.36 AMeV \cite{7}, including the experimental energy resolution and compared with data from Refs. \cite{10}. Two resonances are seen in the $1/2^-$ and $3/2^-$ partial waves.

of the dynamical self-energies discussed above. These interaction effects lead to a suppression of the spectral strengths, given by the residues of the spectral distributions at the pole positions, to values well below unity. In \cite{6} corresponding results for $^{15}\text{C}$ have been used to describe sharp resonances, experimentally observed well above the neutron threshold. Pairing spectral distributions corresponding to Fig. 1 were used in \cite{7,9} to analyse $^{10}\text{Li}$ data, observed the first time in a $d^{(9}\text{Li},^{10}\text{Li})p$ REX-ISOLDE experiment \cite{10}. As seen in Fig. 3 the data are well described by the Gorkov spectral functions, Fig. 1 and DWBA transfer calculations, treating the transfer kernel by the Vincent-Fortune method. Recently, the same reaction has been remeasured at TRIUMF with a much better energy-resolution. The new data are presently being analysed and theoretical calculations including core polarization are in preparation.

3. Charmonium Line Shapes

Next we turn our attention to configuration mixing effects of the same kind as discussed in the previous section but with a quite different realization in charmonium spectroscopy. Following closely the Fano-formulation, we assume a pre-diagonalization of the confined $c\bar{c}$ states and of the continua given by the $D\bar{D}$ meson channels. As before, the two types of configurations are coupled by residual interactions, e.g. giving rise to a finite life time to the confined $c\bar{c}$ states. As in \cite{8} we investigate specifically the $\psi(3770)$ state, considered as a bare $1^3D_1$ $c\bar{c}$ charmonium state interacting with the $D\bar{D}$ continuum, as schematically depicted in Fig. 4. Of course, this ansatz is easily extended to higher lying states and other open charm channels, e.g. the $\psi(4040)$ state and $D^*\bar{D} + c.c.$ channel. The confined $c\bar{c}$ states define the set of closed channels with respect to $c\bar{c}$ motion. Because of confinement, the QCD-type $c\bar{c}$ channels remain closed channels at all energies while sub-threshold hadronic $D\bar{D}$ channels eventually change to open channels.

We assume that the bare $c\bar{c}$ states, their wave functions $\phi_c$ and mass $m_c$ are known, as well as the hadronic $D\bar{D}$ scattering states and their relative motion wave functions $\phi_{D\bar{D}}$. At total center-of-mass
energy $\omega = \sqrt{3}$ we expanded the wave function into the basis of these states,

$$\Psi_\omega = z_c(\omega)\phi_c(\omega) + \int d\omega' z_d(\omega')\phi_d(\omega')$$  \hspace{1cm} (4)

For simplicity, we consider the simplest case given by a single closed channels $c$ and a single open channel $d$. We separate intermediate propagators into pole and principle values parts and consider that the coupling to closed channels lead to dispersive, but not absorptive self-energies, as shown in the original Fano paper [1]. Interactions modify the closed channel wave functions by dressing by a cloud of virtual $D\bar{D}$ states

$$\chi_c(\omega) = \phi_c + P \int d\omega' \frac{V_{cd}(\omega')}{\omega - \omega'} \phi_d(\omega')$$  \hspace{1cm} (5)

and the correlated state vector is obtained as

$$\Psi_\omega = x_c(\omega)\chi_c(\omega) + x_d(\omega)\phi_d(\omega)$$  \hspace{1cm} (6)

The channel interaction may lower one or a few eigenstates below the particle emission threshold, and one may speculate whether $\psi(3686)$ is of such a nature, see e.g. Ref. [11]. The amplitudes $x_{c,d}$ are obtained for the solution of a set of coupled equations and by the proper normalization of the state vector [1, 6, 8]. Their detailed forms are of no special interest here. A more important message of Eq. (4) is that the observed charmonium states like $\psi(3770)$ have to be considered as varying mixtures of $c\bar{c}$ and $DD$ configurations. While the bare $c\bar{c}$ closed channel by itself lives indefinitely long, the configuration interactions $V_{cd}$ induce a spectral distribution of a width $\Gamma_c(\omega) = 2\pi|V_{cd}(\omega)|^2$ and a related energy dependent mass shift $\Delta m_c(\omega)$. Here, $V_{cd}(\omega)$ denotes the matrix element of the configuration mixing interaction. The coupling to closed channels induces in the open channels an additional configuration mixing phase shift, derived in the present context as

$$\tan \delta_{cd}(\omega) = \frac{x_c(\omega)}{x_d(\omega)} = \frac{m_c\Gamma_c(\omega)}{m_c^2 - \omega^2}$$  \hspace{1cm} (7)

where $m_c = m_c^0 + \Delta m_c$ includes the mass shift. However, because of the extremely small width, $\Gamma_c \ll m_c$, both $m_c$ and $\Gamma_c$ can be taken as constant in the resonance region. The phase shift $\delta_{cd}$ varies rapidly with energy on a scale set by $V_{cd} \sim \sqrt{\Gamma_c}$. $\delta_{cd}$ has to be added to bare $DD$ channel phase shift varying on
a much larger energy scale, given by $t$- and $u$-channel interactions from the exchange of light mesons. Hence, in (hypothetical) $D\bar{D}$ scattering one would observe a sharp resonance around $\omega \sim m_c$, superimposed on and interfering with a slowly varying background.

In order to work out the role played by $c\bar{c}$ states in the resonances observed in $e^+e^-$-annihilation reactions we need to combine properly the reaction model on the one side and the configuration model on the other side. Starting from an initial reaction channel $|\tau\rangle$ at total energy $\omega$, let be $M_\tau$ the transition operator for the production of the state $\Psi_\omega$. In the following formulae we omit partial wave indices because we are studying the production and decay of $1^{--}$ charmonium vector states which couple to $D\bar{D}$ $P$-waves. Obviously, the formalism is easily extended to any other partial waves. The charmonium production amplitude out of the incident channel $|\tau\rangle$ is described by the matrix element of the corresponding operator $M_\tau$

$$\langle \Psi_\omega | M_\tau | \tau \rangle = x_c(\omega) \langle \chi_c | M_\tau | \tau \rangle + x_s(\omega) \langle \phi_d | M_\tau | \tau \rangle \quad . \quad (8)$$

The reaction amplitude is given by a production form factor which we express as $|1,8\rangle$

$$|F_\epsilon|^2 = |\langle \phi_d | M_\tau | \tau \rangle|^2 \frac{|q_{c\tau} - \epsilon|^2}{1 + \epsilon^2} \quad , \quad (9)$$

where $\epsilon = \cot \delta_{cd} = (-\omega^2 + m_c^2)/m_c\Gamma_c$ is due to configuration mixing. The parameter

$$q_{c\tau}(\omega) = \frac{\langle \chi_c | M_\tau | \tau \rangle}{\langle \phi_d | M_\tau | \tau \rangle} \quad (10)$$

plays a central role in our approach. Obviously, $|q_{c\tau}|^2$ is the a measure of the population probability of the (dressed) closed $c\bar{c}$ QCD-channel relative to the population probability of the purely hadronic $D\bar{D}$ channel. To a very good approximation we are allowed to use $q = q_{c\tau}(m_c) = const$. Eq. (9) shows that $q$ is controlling the line shape of the spectral distribution: a dip, eventually down to zero, will appear at an energy $\omega_0$ where $q = \epsilon(\omega_0)$. For $q = 0$ an inverted resonance line shape with a minimum at $\omega = m_c$ will occur. The widely used Breit-Wigner profile is recovered if $q \gg \epsilon$ over the whole resonance region:

$$F_c(s) = \frac{A_c}{s - m_c^2 + im_c\Gamma_c} \quad . \quad (11)$$

The latter two cases correspond to the limiting scenarios of the reaction, namely for $q = 0$ exclusive annihilation into the hadronic $D\bar{D}$ channel and, as the other extreme, exclusive annihilation into the $c\bar{c}$ channel for $q \to \infty$. The latter case describes, by the way, sub-threshold charmonium production for which the form factor, Eq. (9) reduces to the $c\bar{c}$ amplitude. Thus, besides fixing the line shape, $q$ provides information on the reaction mechanism. As such, it depends naturally on the type of reaction and we have to expect different line shapes when populating the same final state in different reactions. Thus, spectral distribution of different shapes have to be expected in charmonium production in leptonic $\ell\bar{\ell}$ and hadronic $h\bar{h}$ annihilation reactions. If many open channels are contributing, the interference minimum will be superimposed on a finite background. The structural properties of charmonium are imprinted in $\epsilon$, given by the configuration mixing phase shift $\delta_{cd}$. Hence, $\epsilon$ contains the full spectral information on the mass and the width of the resonance. In the specific case of $c = \psi'(3770)$ the width is given by the $P$-wave relation $|16\rangle$

$$\Gamma_\psi(s) = \frac{8\pi^6}{3} \left( p_0^3(s) + p_\pm^3(s) \right) \quad (12)$$
Fig. 5: Total cross section of $e^+e^- \rightarrow D^0\bar{D}^0$ (left) and $e^+e^- \rightarrow D^+D^-$ (right) charmonium production. The results are compared to data obtained by the BES collaboration [13].

where the c.m. momenta are $p_i(s) = \sqrt{s/4 - m_{D_i}^2}$ for neutral ($i = 0$) and charged ($i = \pm 1$) $D\bar{D}$ channels.

Finally, the yet missing population probability of the hadronic $D\bar{D}$ component in Eq. (9) is defined by the ansatz

$$|\langle \phi_d | M_\tau | \tau \rangle|^2 = |A_{\psi'F_d}|^2$$

The energy dependence is described by the form factor

$$F_d(s) = \frac{1}{s - m_d^2 + im_d\Delta_d},$$

mimicking the weak energy dependence induced by the non-resonant $D\bar{D}$ interactions. The quantities $m_d$ and $\Delta_d$, which are purely numerical parameters, are determined by the data, as listed in Tab.1.

The magnitude of the $e^+e^- \rightarrow D\bar{D}$ production amplitude is fixed by the residue $A_{\psi'} = m_{\psi'}^2 g_{\psi'\bar{D}D}/g_{\psi'\gamma}$, determined essentially by the $g_{\psi'\bar{D}D}$, dimensionless coupling constant of $\psi'(3770)$ to $D\bar{D}$.

For the present investigations, we determine the photo-vector coupling constant $g_{\psi'\gamma}$ phenomenologically. The electronic width of vector charmonium states is given by $\Gamma_{\psi' e^+e^-} = 4\pi \alpha^2 m_{\psi'}/3 g_{\psi'\gamma}^2$, see e.g. [17] where $\alpha \simeq 1/137$ denotes the electromagnetic fine structure constant. With $\Gamma_{\psi' e^+e^-} = 0.265$ keV from the recent compilation of the Particle Data Group [12] the photo-vector coupling constant $g_{\psi'\gamma}$ at $m_{\psi'} = 3770$ MeV could be determined to be 56.35.

We define the hadronic $e^+e^- \rightarrow D\bar{D}$ cross section, including the appropriate two-body phase space factor,

$$\sigma_{D\bar{D}}(s) = \frac{8\pi\alpha^2 p_i^3}{3s^{5/2}} |\langle \phi_d | M_\tau | \tau \rangle|^2.$$  

and obtain the full charmonium production cross section as

$$\sigma(s) = \frac{8\pi\alpha^2 p_i^3}{3s^{5/2}} |F_\tau|^2 = \sigma_{D\bar{D}}(s) \frac{|q - e|^2}{1 + e^2}.$$  

Table 1: Charmonium production in the $e^+e^- \rightarrow D^0\bar{D}^0$ and $e^+e^- \rightarrow D^+D^-$ annihilation reactions: Fano-parameters according to Eq. (9) from the fit to the data shown in Fig. 5.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$D^0\bar{D}^0$</th>
<th>$D^+D^-$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_{\psi'}$ (MeV)</td>
<td>3782.1 ± 1.6</td>
<td>3784.0 ± 2.0</td>
</tr>
<tr>
<td>$g_{\psi'D\bar{D}}$</td>
<td>11.8 ± 0.9</td>
<td>10.7 ± 1.3</td>
</tr>
<tr>
<td>$q$</td>
<td>-2.1 ± 0.3</td>
<td>-1.6 ± 0.3</td>
</tr>
<tr>
<td>$m_d$ (MeV)</td>
<td>3743.0 ± 5.4</td>
<td>3753.3 ± 3.9</td>
</tr>
<tr>
<td>$\Delta_d$ (MeV)</td>
<td>34.1 ± 5.2</td>
<td>33.3 ± 5.6</td>
</tr>
<tr>
<td>$\chi^2/d.o.f$</td>
<td>0.83</td>
<td>0.90</td>
</tr>
</tbody>
</table>

Hence, the charmonium production cross section is separated into the annihilation cross section populating the hadronic $D\bar{D}$ component and a form factor containing the population and spectroscopy of the confined $c\bar{c}$ component of the full charmonium state vector.

Applying the approach to the BESIII data [13], the spectral distributions in the $D^0\bar{D}^0$ and the $D^+D^-$ production cross sections are well described, as seen in Fig. 5. In order to illustrate possible applications to data analyses, the mass, width and line shape parameters, respectively, have been varied freely in a $\chi^2$ minimization process. The resulting parameter sets are shown in Tab. 1. The bare mass and width of $\psi(3770)$ in the neutral and charged channels are consistent with each other. The different behaviour of the two production cross sections results almost totally from the difference in phase space factors of the $D^0\bar{D}^0$ and $D^+D^-$ channels, namely the mass gap of neutral and charged $D$-meson. It should be mentioned that the dip at around 3.82 GeV could be reproduced with above prescription if the Belle data at high energies are included in the fit, as we have shown previously [8]. Finally, attempting a fit with a simple Breit-Wigner line shape (i.e. assuming $q \rightarrow \infty$) the description deteriorates as reflected by the increased values $\chi^2 = 2.72$ for the $D^0\bar{D}^0$ channel and $\chi^2 = 3.27$ for the fit to the $D^+D^-$ data, respectively.

The results for $q$ obtained from the $D^0\bar{D}^0$ and the $D^+D^-$ data are agreeing within the error bars. The slight differences may be taken as an indication on the reaction-dependence of spectral line shapes observed in production reactions. Despite of the remaining uncertainties due to the relatively large experimental errors the two $q$-values are indicating differences in the reaction mechanism, probably mainly caused by differences in the final states interactions. More precise data from future experiments, either at $e^-e^+$-facilities or from $p\bar{p}$ annihilation as planned at PANDA@FAIR are important for a more detailed analysis.

4. Summary

Universal aspects in nuclear and hadronic spectroscopy have been investigated by general methods, equally well applicable to various kinds of open quantum systems at any scale. The relation to atomic and molecular physics was pointed out. The scale-independent feature is configuration mixing of asymptotically open and closed channels. A theoretical scheme was developed which provides a microscopic approach to spectral distributions in nuclear and hadron spectroscopy. Frequently observed sharp resonances with non-standard, asymmetric line shapes and interference pattern have been explained dynamically in terms of configuration mixing effects. The theory was applied to continuum spectroscopy at the neutron dripline and charmonium production in $e^-e^+$ annihilation reactions.
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The potential energy governing the shape and the entrance and decay channels of the $^{12}$C, $^{16}$O, $^{20}$Ne, $^{24}$Mg, and $^{32}$S 4n-nuclei has been determined within a generalized liquid drop model. Different three-dimensional and planar shapes have been investigated: linear chain, triangle, square, tetrahedron, pentagon, trigonal bipyramid, square pyramid, hexagon, octahedron, octogon and cube. The rms radii of the linear chains are higher than the experimental rms radii of the ground states. The binding energies of the planar shapes at the contact point are lower than the ones of the three-dimensional configurations. The $\alpha$ particle plus A-4 daughter configuration leads always to the lowest potential barrier relatively to the sphere configuration.

**1. Introduction**

Hydrogen burning in stars leads to a dense and hot core of helium and to the nucleosynthesis of other nuclei having a possible n-$\alpha$ structure: $^{16}$O, $^{20}$Ne, $^{24}$Mg, $^{28}$Si, $^{32}$S... In these 4n-nuclei the cluster-type states coexist with the mean-field-type states [1]. In $^{12}$C the ground state wave function contains a large amount of 3$\alpha$ cluster wave function. Experimentally, a new high spin 5$^-$ state has been observed recently. It fits well the ground state rotational band of an equilateral triangular spinning top [2]. In $^{16}$O recent calculations lead for the ground state to a tetrahedral configuration of $\alpha$ particles in agreement with the energy spectrum and with the electromagnetic properties [3, 4] while some excited states are due to the mean-field-type excitation mode while other ones are due to the cluster structure of $\alpha$+$^{12}$C. In connection with the excited 0$^+_2$ Hoyle state of $^{12}$C and possible excited Hoyle state of $^{16}$O, the $\alpha$ condensate character of the $\alpha$-linear chain has been proposed after comparing a large number of Brink functions with Tohsaki-Horiuchi-Schuck-Röpke wave functions [5, 6].

The generalized liquid drop model (GLDM) previously defined to describe the fission, fusion... processes [7, 8, 9] has been used to determine the L-dependent potential energy of the following planar or three-dimensional $\alpha$ clusters: aligned $\alpha$ chains, isosceles triangle, square, tetrahedron, pentagon, trigonal bipyramid, square pyramid, hexagon, octahedron, octogon and cube.

**2. Generalized liquid drop model**

The GLDM energy is the sum of the volume, surface, Coulomb and proximity energies.

For two separated spherical nuclei:

\[
E_V = -15.494 \left[ (1 - 1.8I_1)A_1 + (1 - 1.8I_2)A_2 \right] \text{ MeV},
\]

\[
E_S = 17.9439 \left[ (1 - 2.6I_1^2)A_1^{2/3} + (1 - 2.6I_2^2)A_2^{2/3} \right] \text{ MeV},
\]

\[
E_C = 0.6e^2Z_1^2/R_1 + 0.6e^2Z_2^2/R_2 + e^2Z_1Z_2/r,
\]

where $I_i$ is the relative neutron excess.
The proximity energy must be added to the surface energy to take into account the effects of the nuclear forces between the surfaces in regard in a gap or a neck between nuclei.

3. $^{12}$C nucleus

Calculations using Antisymmetrized Molecular Dynamics and Fermionic Molecular Dynamics and without assuming $\alpha$ clustering led for the different states to triangular $\alpha$-configurations with different angles allowing the reproduction of the low-lying spectrum [10, 11]. Using effective field theory and Monte Carlo lattice calculations it has been shown that the $^{12}$C ground state and the first excited state have a compact triangular configuration while the Hoyle state and the second excited state have an obtuse triangular configuration of alpha clusters [12]. These predictions are strengthened by the observation of a new high spin $5^-$ state at 22.4 MeV compatible with a ground state rotational band of an equilateral triangular spinning top with a $D_{3h}$ symmetry. Then the Hoyle state is interpreted as the band head of the stretching vibration or breathing mode of this triangular configuration [2].

These oblate ternary configurations have been studied within the GLDM in placing three $\alpha$ particles at the tops on an isosceles triangle characterized by the angle $\theta$. At the contact point the energy of the linear chain of three $\alpha$ particles ($\theta=180$ deg.) is higher than the energy of the equilateral triangular shape, the energy difference reaching 7.4 MeV. This is also in favor of an equilateral triangular configuration of the ground state (the energy being almost constant between 120 and 180 degrees). The experimental rms charge radius of the ground state is $<r^2>^{1/2}=2.47$ fm. Within the GLDM, at the contact point the rms radius is 2.43 fm for a triangular shape and 3.16 fm for a linear chain. Furthermore the empirical electric quadrupole moment is negative which disagrees with the configuration of three-aligned $\alpha$ particles for the ground state shape [9].

4. $^{16}$O nucleus

For the ground state a tetrahedral molecule of alpha particles is predicted [3, 4] and for the first excited spin-0 state a square configuration [3]. In Fig. 1 the energies of these two configurations determined from the GLDM are shown. At the contact point between the four spherical $\alpha$ particles the rms radius is 2.54 fm for a tetrahedron, 2.83 fm for a square and 4.15 fm for a prolate linear chain. Experimentally the rms charge radius of the ground state is $<r^2>^{1/2}=2.70$ fm. The ground state has probably not a linear chain configuration. The binding energy is higher for the tetrahedral molecule than for the
square shape since for these configurations the proximity energy plays a very important role and the tetrahedron is linked by six bonds and the square by only four bonds. On the contrary, the Coulomb repulsion is lower for the square. The energy difference between the two shapes is 13.7 MeV which is close to $Q_{4\alpha}$ (14.4 MeV), the energy of the $0^+_6$ state (15.1 MeV) and 14.0 MeV the energy of a $0^+$ state. The relative energies at the contact point are respectively 0, 1.3, 4.4, 9.3 and 16 MeV for $L = 0, 2, 4, 6$ and $8\,\hbar$ for the tetrahedral shape and 0, 1.1, 3.5, 7.4 and 12.6 MeV for $L = 0, 2, 4, 6$ and $8\,\hbar$ for the square shape.

The ground state can also be described as double closed shell wave functions but several low-lying excited states are also described within the $^{12}\text{C}+^4\text{He}$ cluster. The potential energies of the $^{12}\text{C}+^4\text{He}$, $^8\text{Be}+^8\text{Be}$, and aligned $^6\text{Li}+^4\text{He}+^6\text{Li}$ systems have been calculated assuming a spherical shape for the compound nucleus and each nucleus (see Fig. 2). The threshold energies are : 7.2 MeV for $Q_{^4\text{He}+^{12}\text{C}}$, 14.4 for $Q_{^4\alpha}$, 14.6 for $Q_{^6\text{Be}+^8\text{Be}}$, and 35.3 for $Q_{^6\text{Li}+^4\text{He}+^6\text{Li}}$. The top of the barriers corresponds to separated nuclei maintained in unstable equilibrium by the balance between the attractive nuclear proximity forces and the repulsive Coulomb forces. Quasimolecular $^{12}\text{C}+^4\text{He}$ one-body shapes have almost the same energy than the spherical compound nucleus.

5. $^{20}\text{Ne}$ nucleus

The trigonal bipyramid, square pyramid and pentagonal molecules have been studied. Their energies are compared in Fig. 3. The rms radius is 2.76 fm for a trigonal bipyramid, 2.79 fm for a square pyramid and 3.29 fm for a pentagon at the contact point. The experimental rms charge radius is $<r^2>^{1/2} = 3.01$ fm, lower than the rms radius of a prolate linear chain. The binding energy of the trigonal bipyramid is the highest. The number of bonds is five for the pentagon, eight for the square pyramid and nine for the trigonal bipyramid. At the contact point, the energy difference between the trigonal bipyramid and the square pyramid is 21.3 MeV and 15.3 between the square pyramid and the pentagon, while $Q_{5\alpha} = 19.2$ MeV. For the trigonal bipyramid the relative energies to the ground state at the contact point are respectively 0, 1.7, 5.6, 11.7 and 20.1 MeV for $L = 0, 2, 4, 6$ and $8\,\hbar$. For the square pyramid the values are 0, 1.0, 3.2, 6.8 and 11.7 MeV for $L = 0, 2, 4, 6$ and $8\,\hbar$. For the pentagon it is : 0, 0.6, 2.0, 4.3 and 7.3 MeV for $L = 0, 2, 4, 6$ and $8\,\hbar$. Experimentally the energies of the $2^+_6$ and $4^+_6$ states are respectively 1.63 and 4.25 MeV.

The ground state band contains the $^{16}\text{O}+^4\text{He}$ cluster at most 70% and the potential energies of
Fig. 3: Potential energy of the trigonal bipyramid (on the left), square pyramid (on the right) and the pentagon (on the bottom) as functions of the angular momentum (in $\hbar$ unit) and rms radius.

Fig. 4: Potential energy governing the $^{16}\text{O}+^{4}\text{He}$, $^{12}\text{C}+^{8}\text{Be}$, $^{10}\text{B}+^{10}\text{B}$, and linear $^{8}\text{Be}+^{4}\text{He}+^{8}\text{Be}$ systems versus the distance between the mass centres (at $L = 0$).

The $^{16}\text{O}+^{4}\text{He}$, $^{12}\text{C}+^{8}\text{Be}$, $^{10}\text{B}+^{10}\text{B}$, and linear $^{8}\text{Be}+^{4}\text{He}+^{8}\text{Be}$ systems have been determined assuming spherical shapes for all the nuclei (see Fig. 4). The respective threshold energies are: 4.73 MeV for $Q^{^{16}\text{O}+^{4}\text{He}}$, 11.98 MeV for $Q^{^{12}\text{C}+^{8}\text{Be}}$, 19.35 MeV for $Q^{^{8}\text{Be}+^{4}\text{He}+^{8}\text{Be}}$, and 31.14 MeV for $Q^{^{10}\text{B}+^{10}\text{B}}$. In the $^{16}\text{O}+^{4}\text{He}$ channel quasimolecular one-body shapes have roughly the same energy than the spherical nucleus and
the minimum has a cluster structure corresponding to the two \(^{4}\text{He}\) and \(^{16}\text{O}\) nuclei in contact.

6. \(^{24}\text{Mg}\) nucleus

The energies of the hexagonal and octahedral \(\alpha\)-molecules are displayed in Fig. 5. The experimental rms charge radius of the ground state is only \(< r^2 >^{1/2} = 3.06\) fm. At the contact point the rms radius is 2.85 fm for an octahedron and 3.79 fm for an hexagon, which excludes the planar shape and the linear chain as possible ground state shapes. The binding energy is higher for the octahedral configuration since there are twelve bonds for the octahedron and only six for the hexagon.

The potential energies of the \(^{16}\text{O} + ^{8}\text{Be}\), \(^{12}\text{C} + ^{12}\text{C}\), \(^{8}\text{Be} + ^{8}\text{Be} + ^{8}\text{Be}\), and \(^{10}\text{B} + ^{4}\text{He} + ^{10}\text{B}\) systems are also shown in Fig. 5. The different \(Q\) values are: 9.32 MeV for \(Q_{^{4}\text{He} + ^{28}\text{Si}}\), 13.93 for \(Q_{^{12}\text{C} + ^{12}\text{C}}\), 14.14 for \(Q_{^{8}\text{Be} + ^{16}\text{O}}\), 28.48 for \(Q_{^{6}\alpha}\), 28.76 for \(Q_{^{8}\text{Be} + ^{8}\text{Be} + ^{8}\text{Be}}\), and 40.46 for \(Q_{^{10}\text{B} + ^{4}\text{He} + ^{10}\text{B}}\).

7. \(^{32}\text{S}\) nucleus

The octagonal and cubic \(\alpha\)-molecules have been investigated. Their energies are compared in Fig. 6. The experimental rms charge radius is \(< r^2 >^{1/2} = 3.26\) fm. The rms radius is 4.85 fm for an octagon and 3.37 fm for a cube at the contact point which seems to exclude the planar and linear configurations. The binding energy is higher for the cubic configuration than for the octagonal shape, indeed there are twelve bonds for the cube and only eight for the octagon.

The potential energies of the \(^{28}\text{Si} + ^{4}\text{He}\), \(^{24}\text{Mg} + ^{8}\text{Be}\), \(^{20}\text{Ne} + ^{12}\text{C}\), and \(^{16}\text{O} + ^{16}\text{O}\) systems are also given in Fig. 6. The threshold energies are: 6.95 MeV for \(Q_{^{4}\text{He} + ^{28}\text{Si}}\), 16.54 for \(Q_{^{16}\text{O} + ^{16}\text{O}}\), 17.02 for \(Q_{^{10}\text{B} + ^{16}\text{O}}\), 18.97 for \(Q_{^{12}\text{C} + ^{20}\text{Ne}}\), 20.96 for \(Q_{^{12}\text{C} + ^{8}\text{Be} + ^{12}\text{C}}\), 34.17 for \(Q_{^{14}\text{N} + ^{10}\text{B} + ^{14}\text{N}}\), and 45.42 for \(Q_{^{8}\alpha}\). The energy of the \(^{28}\text{Si} + ^{4}\text{He}\) one-body nucleus is relatively constant till the spherical nucleus allowing the cohabitation of different quasimolecular shapes. The superdeformed band contains the \(^{16}\text{O} + ^{16}\text{O}\) component by about 44\%.

---

**Fig. 5:** Potential energies of an hexagon and an octahedron from the contact point as a function of the rms radius and potential barriers governing the \(^{16}\text{O} + ^{8}\text{Be}\), \(^{12}\text{C} + ^{12}\text{C}\), \(^{8}\text{Be} + ^{8}\text{Be} + ^{8}\text{Be}\), and \(^{10}\text{B} + ^{4}\text{He} + ^{10}\text{B}\) reactions versus the distance between the mass centres.
Fig. 6: Potential energies of octagonal and cubic molecules from the contact point as a function of the rms radius and potential barriers governing the $^{28}$Si+$^4$He, $^{24}$Mg+$^8$Be, $^{20}$Ne+$^{12}$C, and $^{16}$O+$^{16}$O systems versus the distance between the mass centres.

8. Binding energy

The binding energy of these nuclei can be reproduced within the molecular structure picture by summing the binding energy of n alphas plus the number of bonds multiplied by around 2.4 MeV.

\[
B^{(12)C} = 3 \times B(\alpha) + 3(bonds) \times 2.42 \text{ MeV}, \tag{4}
\]
\[
B^{(16)O} = 4 \times B(\alpha) + 6(bonds) \times 2.41 \text{ MeV}, \tag{5}
\]
\[
B^{(20)Ne} = 5 \times B(\alpha) + 8(bonds) \times 2.40 \text{ MeV}, \tag{6}
\]
\[
B^{(24)Mg} = 6 \times B(\alpha) + 12(bonds) \times 2.37 \text{ MeV}. \tag{7}
\]

It is difficult to explain this value of 2.4 MeV per bond since it does not correspond to the sum of the mean Coulomb energy and proximity energy by bond.

The binding energy of these nuclei can also be obtained within a core+$\alpha$ cluster model since this energy is the sum of the binding energies of one alpha and the one of the daughter nucleus plus roughly the Coulomb energy and the proximity energy between the two nuclei.

\[
B^{(12)C} = B^{(8)Be} + B(\alpha) + 7.37 \text{ MeV}, \tag{9}
\]
\[
B^{(16)O} = B^{(12)C} + B(\alpha) + 7.16 \text{ MeV}, \tag{10}
\]
\[
B^{(20)Ne} = B^{(16)O} + B(\alpha) + 4.73 \text{ MeV}, \tag{11}
\]
\[
B^{(24)Mg} = B^{(20)Ne} + B(\alpha) + 9.32 \text{ MeV}. \tag{12}
\]

9. Conclusion

Within an $\alpha$-particle model the energy of the $^{12}$C, $^{16}$O, $^{20}$Ne, $^{24}$Mg and $^{32}$S nuclei has been determined assuming different $\alpha$-molecule configurations: linear chain, triangle, square, tetrahedron, pentagon, trigonal bipyramid, square pyramid, hexagon, octahedron, octogon, and cube. Within a macroscopic approach the potential barriers governing the entrance and decay channels of these 4n-nuclei via alpha emission or absorption have also been compared.

The rms radii of the prolate chains seem incompatible with the experimental rms radii of the ground states. The binding energies of the three-dimensional molecules are higher than the binding
energies of the planar shapes. The core+α cluster system leads always to the lowest potential barrier. The binding energy can be obtained within the sum of the binding energy of n alphas plus 2.4 MeV multiplied by the number of bonds or by the sum of the binding energy of one alpha and the one of the daughter nucleus plus the Coulomb energy and the proximity energy between the two nuclei.
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Abstract
The reaction \( ^{16}\text{O}(\alpha, \alpha') \) was studied at 0\(^\circ\) at an incident energy of \( E_{\text{lab}} = 200 \) MeV using the K600 magnetic spectrometer at iThemba LABS. Proton and \( \alpha \)-decay from the natural parity states were observed in a large-acceptance silicon-strip detector array at backward angles. The coincident charged-particle measurements were used to characterize the decay path of the \( 0^+ \) state in \( ^{16}\text{O} \) located at \( E_x = 15.097 \) MeV. This state is identified by several theoretical cluster calculations to be a good candidate for the 4-\( \alpha \) cluster state. Preliminary results indicate the possibility that the \( 0^+ \) state in \( ^{16}\text{O} \) is contaminated by the presence of an unresolved state that does not have a \( 0^+ \) character.

1. Introduction
Clustering phenomena in light nuclei, in particular \( \alpha \)-clustering, have recently attracted much interest \([1]\). Light nuclei are expected to exhibit cluster-like properties in excited states with a low density structure. Such states should exist at excitation energies near the separation energies to these clusters, as described by the Ikeda diagram \([2]\). Aside from the interest in the nuclear structure of such states, they have astrophysical relevance as they can enhance element production in stars \([3, 4]\). The Hoyle state, the \( 0^+ \) state at 7.654 MeV in \( ^{12}\text{C} \), may be considered the prototype of a state that exhibits \( \alpha \)-particle condensation \([5]\), i.e. it is considered to have a 3-\( \alpha \) gas-like structure similar to a Bose-Einstein condensate consisting of three \( \alpha \) particles all occupying the lowest 0\(^S\) state.

It is expected that equivalent Hoyle-like states should also exist in heavier \( \text{N} \alpha \) nuclei such as \( ^{16}\text{O}, ^{20}\text{Ne} \), etc. \([5]\). Indeed a potential candidate in \( ^{16}\text{O} \) has been identified. Funaki \textit{et al.} \([6]\) solved a four-body equation of motion based on the Orthogonality Condition Model (OCM) that succeeded in reproducing the observed 0\(^+\) spectrum in \( ^{16}\text{O} \) up to the 0\(^+\) state. They showed that the 4-\( \alpha \) condensation state could be assigned to the 0\(^+\) state located at 15.096 MeV. The 0\(^+\) state obtained from the calculation is 2 MeV above the four-\( \alpha \) particle breakup threshold (\( S_{\text{4\alpha}}=14.437 \) MeV) and has a large radius of 5 fm, indicating a dilute density structure. Ohkubo and Hirabayashi showed in a study of \( \alpha + ^{12}\text{C} \) elastic and inelastic scattering \([7]\) that the moment of inertia of the 0\(^+\) state is drastically reduced, which suggests that it is a good candidate for the 4-\( \alpha \) cluster condensate state. Calculations performed with the Tohsaki-Horiuchi-Schuck-Röpke (THSR) \( \alpha \)-cluster wave function \([8]\) also supports this notion, and yields a total width of 34 keV keV for the 0\(^+\) state \([9]\), much smaller than the experimentally determined value of 166\(\pm\)30 keV \([10]\).

The measurement of particle decay widths of the 0\(^+\) state in \( ^{16}\text{O} \) is required for a characterization of its structure. Recent attempts at such measurements highlighted the need for an experiment that com-
Fig. 1: The scattering chamber viewed from downstream with internal structure exposed, illustrating the target ladder and the lampshade configuration of the CAKE positioned at backward angles.

Bines a high energy resolution experimental setup with a reaction capable of preferentially populating $0^+$ states. Haigh et al. [11] used the $^{12}\text{C}(^{13}\text{C},^{9}\text{Be})^{16}\text{O}$ reaction at $E_{\text{lab}} = 141$ MeV to populate excited states in $^{16}\text{O}$. The $^{9}\text{Be}$ ejectile was observed in a Q3D magnetic spectrometer in coincidence with $^{16}\text{O}$ decay products observed in an array of double-sided silicon strip detectors (DSSSD). An energy resolution of several hundred keV allowed only for the extraction of precise values for $\Gamma_{\alpha 0}/\Gamma_{\text{tot}}$ as well as limits for $\Gamma_{\alpha 1}/\Gamma_{\text{tot}}$ for the $5^-$ state at 14.66 MeV and the $6^+$ state at 16.275 MeV. This was followed by a study of the $^{12}\text{C}(^{6}\text{Li},d)^{16}\text{O}$ reaction, using a similar experimental setup but with an improved excitation energy resolution of 60 keV [12]. However, $0^+$ states were not prominently excited due to momentum matching conditions not being fulfilled.

Inelastic $\alpha$-particle scattering at zero degrees has the advantage that it only excites natural parity states, and particularly the $0^+$ states. A measurement of the $^{16}\text{O}(\alpha, \alpha')$ reaction at zero degrees, coupled with coincident observations of the $^{16}\text{O}$ decay products, is therefore an ideal tool to measure particle decay widths of the $0^+_g$ state in $^{16}\text{O}$, provided the experimental energy resolution is adequate. The results of such a measurement performed at the iThemba Laboratory for Accelerator Based Sciences (iThemba LABS) in South Africa are reported.

2. Experimental method

A 200 MeV dispersion matched $\alpha$-beam was provided by the separated sector cyclotron at iThemba LABS. Inelastically scattered $\alpha$-particles from a $^{nat}\text{Li}_2\text{CO}_3$ target were momentum analyzed with the K600 magnetic spectrometer positioned at zero degrees [13]. The 510 $\mu$g-cm$^{-2}$ thick $^{nat}\text{Li}_2\text{CO}_3$ target was prepared on a 50 $\mu$g-cm$^{-2}$ thick $^{12}\text{C}$ backing [14]. The solid angle acceptance of the spectrometer (3.83 msr) was defined by a circular collimator with horizontal and vertical acceptance of ±2°. The focal-plane detectors of the spectrometer consisted of two multiwire drift chambers, followed by a 6.35 mm thick plastic scintillator. The scintillator provided the master trigger signal for the VME-based MIDAS data acquisition (DAQ) system [15], and also aided with particle identification by providing energy loss and time-of-flight (TOF) information, measured as the time difference between scintillator signals and the RF signal for the pulsed beam.
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The Li$_2$CO$_3$ excitation energy spectrum obtained from inelastic alpha particle scattering (black line), compared to the fitted contributions from nat Li (green line), the measured $^{12}$C spectrum (red line) as well as the measured instrumental background (blue line).

Fig. 2: The Li$_2$CO$_3$ excitation energy spectrum obtained from inelastic alpha particle scattering (black line), compared to the fitted contributions from nat Li (green line), the measured $^{12}$C spectrum (red line) as well as the measured instrumental background (blue line).

The decay products were observed with the Coincidence Array for K600 Experiments (CAKE), consisting of four TIARA HYBALL MMM-400 double sided silicon strip detectors (DSSSDs) as shown in Fig. 1. Each of the 400 $\mu$m thick wedge-shaped DSSSDs consists of 16 rings and 8 sectors, and were positioned at backward angles with the rings covering the polar angle range 114° < $\theta_{\text{lab}}$ < 166°, resulting in coverage of 21% of the decay particle solid angle. The target-detector separation was $\sim$ 100 mm which is sufficient for identification of protons and $\alpha$’s through TOF measurements. This was however not required due to the well separated kinematic loci of the different decay channels. For each focal-plane event all signals from CAKE within a time window of six $\mu$s were digitized, yielding both K600 singles as well as K600 + CAKE coincidence events. A beam pulse selector at the entrance of the cyclotron was employed to ensure a sufficient time window (273 ns) for coincidence measurements.

3. Results

The $^{16}$O excitation energy spectrum obtained from inelastic alpha particle scattering is shown in Fig. 2. An energy resolution of $\sim$85 keV (FWHM) was achieved, sufficient to allow for a deconvolution of the strength around 15 MeV into the 14.926 MeV $2^+$ and 15.097 MeV $0^+$ states. There are various background components to the spectrum due to the presence of nat Li and $^{12}$C on the target. Fortunately these components have little influence on the data extracted for the $^{16}$O states of interest due to the flat or slow varying nature of these background components. For the same reason, the unavoidable instrumental background contribution inherent to inelastic scattering measurements at zero degrees [13] is not a concern.

Good coincidence data were extracted by gating on the prompt peak in the coincidence time spectrum, which yielded a random-to-real coincidence ratio of $\frac{1}{50}$. The coincidence matrix for all events with the target excitation energy as measured by the K600 on the horizontal axis and the energy of the charged particle decay as measured in CAKE on the vertical axis is shown in Fig. 3. The resolution of CAKE is dependent on the MMM detector ring number due to target attenuation effects, and was found to vary between 60 keV and 90 keV at $\sim$5 MeV. Several $^{16}$O decay modes ($\alpha_0$, $\alpha_1$ and $p_0$) were clearly observed. For each of these decay channels the region around the $0^+_6$ state was found to be free from target or instrumental background. The excitation energy spectra for each of these decay channels,
Fig. 3: Two-dimensional coincidence matrix for inelastically scattered α-particles from a natLi₂CO₃ target summed over all CAKE channels. Three ¹⁶O decay channels (α₀, α₁, p₀) are indicated, as well as prominent low spin states in ¹⁶O. A display threshold of >3 was used in plotting the data.

selected by applying appropriate software gates to the coincidence matrix, are shown in Figs. 4(b)-(d).

In order to determine the branching ratios of the different decay channels of a particular state/resonance it is necessary to reliably extract the state population in the singles and coincidence datasets. The different excitation energy spectra were fitted with R-matrix Voigt lineshapes for all the natural parity states in ¹²C and ¹⁶O as well as states allowed by angular selection rules in ⁶,⁷Li. The results of the fitting procedure, together with the experimental excitation spectra, are shown in Fig. 4 for the singles results and various decay channels. The spectra for the decay channels represent data summed over all CAKE channels. The resonance energies were constrained to be within 2σ of the value known from literature, where σ represents the error from literature [16]. The Wigner limit was imposed as the upper limit of the reduced width parameter. The reduced chi-squared values obtained for the fits are 0.9, 1.37, 1.10 and 1.30 for the singles, α₀-, α₁- and p₀-decay channels, respectively. A complicated fit of this nature across a wide excitation energy range, while not absolutely essential in order to extract the strength of the 0⁺ state at 15.097, does instill confidence in the treatment of the background under the state.

The angular distributions of decay modes from resonances in ¹⁶O were extracted after a similar fitting procedure was applied to data from individual CAKE rings. The resonance widths and energies were fixed by the results of the fitting procedure to all CAKE channels. The angular distribution of the α₀ decay channel of the 11.520 MeV ²⁺ and 12.049 MeV ⁰⁺ states are shown in Fig. 5.

4. Discussion and summary

In order to assess the validity of the experimental method, the results of known states are considered first. From Fig. 5 it is clear that the angular distribution of the α₀ decay channel of the 11.520 MeV ²⁺ and 12.049 MeV ⁰⁺ states display the characteristic distributions associated with ²⁺ and ⁰⁺ states respectively. Also encouraging is the extracted branching ratio of 95.3 ± 0.5% for the α₀ decay channel of the 12.049 MeV ⁰⁺ state, known from literature to be 100% [10]. The branching ratio for the 11.520 MeV ²⁺ state will only be extracted at a later stage upon the completion of detailed angular correlation
Characterization of a potential 4-α cluster state

Fig. 4: Experimental and fitted excitation energy spectra for the singles dataset (panel a) as well as the various decay channels summed over all CAKE channels: α₀ (panel b), α₁ (panel c), and p₀ (panel d). Various prominent ¹⁶O peaks are highlighted: 11.520 MeV (green), 12.049 MeV (orange), 14.926 MeV (dark blue) and 15.097 MeV (light blue). The red line represents the combined fit.

calculations for this particular experimental setup.

From literature the 15.097 MeV state in ¹⁶O is known to have a width of 166±30 keV [10]. The total width extracted in this study from the singles spectrum is 162±4 keV. Assuming isotropic decay from the 0⁺⁶ state the branching ratios for the α₀ and α₁ decay channels were found to be 70 ±2% and 64 ±1% respectively. This problematic result follows from the seemingly incorrect assumption that the observed decays originate purely from a 0⁺ state. Early indications are that while the angular distribution of the 15.097 MeV α₁ decay channel exhibits an isotropic nature, surprisingly the distribution for the 15.097 MeV α₀ decay channel does not.

It is therefore postulated that there are 2 unresolved states in the region of what is considered to be the 15.097 MeV state in ¹⁶O. The angular distribution is indicative of the existence of a 0⁺ state combined with a 2⁺ state, although the exact nature can only be confirmed after the completion of angular correlation calculations for this experimental setup. The existence of two unresolved states could explain why the experimentally extracted width exceed that of theoretical calculations. Further analysis is underway to extract the angular distributions of the α₀, α₁, and p₀ decays in the region of the 15.097 MeV state, which will enable the extraction of accurate branching ratios and exact nature of the spin and parity of the resonances in the Eₓ = 15.097 MeV region.
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Abstract
Nuclear Field Theory of structure and reactions is confronted with observations made on neutron halo dripline nuclei, resulting in the prediction of a novel (symbiotic) mode of nuclear excitation, and on the observation of the virtual effect of the halo phenomenon in the apparently non-halo nucleus $^7$Li. This effect is forced to become real by intervening the virtual process with an external (t,p) field which, combined with accurate predictive abilities concerning the absolute differential cross section, reveals an increase of a factor 2 in the cross section due to the presence of halo ground state correlations, and is essential to reproduce the value of the observed $d\sigma(7^\text{Li}(t,p)9^\text{Li})/d\Omega$.

1. Foreword

At the basis of single-particle motion, fermionic elementary modes of nuclear excitation, one finds delocalization, measured by the quantality parameter ($q \ll 1$ localisation, $q \sim 1$ delocalization), ratio of the kinetic energy (ZPF) of confinement, and of the strength of the NN-interaction ($V_0 = -100$ MeV, $a \approx 1$ fm),

$$ q = \frac{\hbar^2}{m a^2} \frac{1}{|V_0|} \approx 0.4. \quad (1) $$

At the basis of BCS pairing one finds Cooper pairs and independent pair motion, in which the partner nucleons are correlated over distances of the order of

$$ \xi = \frac{\hbar v_F}{2E_{corr}} \approx 20\text{fm} \quad (2) $$

in keeping with the value of $E_{corr} \approx 1 -1.5$ MeV (see e.g. [2]) displayed by pair addition and pair subtraction modes [3, 6, 5] around closed shell nuclei ($E_{corr} \approx \Delta$ in superfluid systems ($\approx 1.5$ MeV in $^{120}$Sn) [6, 4]), and the fact that, for nuclei along the stability valley, $v_F/c \approx 0.3$. The (generalised) quantality parameter associated with Cooper pairs can be redefined as

$$ q' = \frac{\hbar^2}{2m \xi^2} \frac{1}{2E_{corr}} \approx 0.02, \quad (3) $$

implying localization. In other words, in a Cooper pair, each nucleon is solidly anchored to its partner leading to an emergent property: rigidity in gauge space. In keeping with the fact that the Cooper pair
**Fig. 1:** Monopole pairing vibrational modes associated with $N = 6$ parity inverted closed shell isotopes, together with low-energy E1-strength modes. The levels are displayed as a function of the two-neutron separation energies $S(2n)$. These quantities are shown in parenthesis on each level, the excitation energies with respect to the ground state are quoted in MeV. Absolute differential cross sections from selected (t,p) and (p,t) reactions calculated as described in the text (cf. [17, 18]), in comparison with the experimental data [23, 24].

Transfer cross section $\sigma \sim \sum_{\nu>0} U_{\nu} V_{\nu} = (\Delta/G)^2 \sim \langle N(0) \rangle^2$ is proportional to the square of the density of levels $N(0)$. Cooper tunneling takes place essentially as successive transfer (without breaking the pair) as a particle of mass $2m$ which sets instantaneously into rotation (vibration) superfluid (normal) nuclei, in gauge space [5]. Adding to independent particle motion and pair addition and subtraction modes correlated particle-hole vibrations, complete the elementary modes of excitation count [3] around closed shell nuclei. This basis of states is able to provide a first overall picture of the low energy spectra as probed by nuclear reactions.

However, the basis is non-orthogonal and violates Pauli principle, in keeping with the fact that all the degrees of freedom of the nucleus are exhausted by the nucleonic degrees of freedom. Pauli exchanging and orthogonalizing it with the help of NFT rules [7]-[10], together with two-nucleon transfer reaction theory (second order DWBA describing simultaneous and successive transfer corrected for non-orthogonality, see refs. [11] [12] [13] and refs. therein), one can calculate the variety of absolute cross sections and transition probabilities which can be directly compared with the experimental data.
2. Pairing vibrations of $N=6$ magic number isotopes

As a result of the (mainly quadrupole) dressing and Pauli exchange of the $2s_{1/2}$ and of the $1p_{1/2}$ orbitals respectively \[15,14\], parity inversion takes place in an island of light nuclei at the drip line. As a result, the $N=8$ closed shell dissolves, $N=6$ becoming a novel magic number. This has profound effects in the associated (multipole) pairing vibrational spectrum. In particular for $^{9}$Li$_{6}$, in which case one is confronted with exotic monopole and dipole pair addition modes ($|^{11}$Li(gs)$>$, $|^{11}$Li($1^{-}$;0.4MeV) > namely the Giant Dipole Pygmy Resonance (GDPR) and with an, apparently, normal pair removal mode ($|^{7}$Li(gs)$>$). At the basis of the almost degenerate $0^{+}$ and $1^{-}$ pair addition modes one finds the fact that in $^{10}$Li (not bound) the $s_{1/2}$ and $p_{1/2}$ orbitals are both at threshold lying close in energy ($\epsilon_{s_{1/2}} \approx 0.2$ MeV, $\epsilon_{p_{1/2}} \approx 0.5$ MeV). They are thus not available to contribute to standard nuclear Cooper pairing ($^{1}S_{0}$ short range NN-potential). Induced pairing becomes overwhelming. In keeping with the heavily dressed inverted pairing $s$, $p$ orbitals, the GDPR mode ($E_{x} \leq 1$ MeV, $\approx 8\%$ of TRK) exchanged between $s^{2}_{1/2}(0)$ and $p^{2}_{1/2}(0)$ configurations provides most of the glue binding the halo neutron Cooper pair to the core $^{9}$Li \[14\], as testified by $^{1}$H($^{11}$Li,$^{9}$Li(gs))$^{3}$H absolute cross section. The population of the first excited state of $^{9}$Li ($^{1}$H($^{11}$Li,$^{9}$Li(1/2$^{-}$))$^{3}$H) provides information on phonon induced pairing mechanism \[16,17,18\]. This is the reason why the pair of symbiotic states under discussion are boxed in Fig. 1. They are expected to be a new (composite) elementary mode of excitation.

Turning back to the probing of this $1^{-}$ mode, it could be illuminating in shedding light into its actual structure (low energy E1-vortex-like mode, i.e. a Cooper pair with angular momentum and parity $1^{-}$), to carry out the $^{9}$Li(t,p)$^{11}$Li reaction. Aside from weak $Q$–value effects and simple geometrical factors, one will be able to relate the “intrinsic” contribution to the absolute cross sections associated with the population of the ground state and of the $1^{-}$ state \[1\]. One can then test the role ground state correlations (gsc) play in both states. To the extent that the $1^{-}$ state can be viewed as a particle-hole-like (2qp) excitation, gsc will decrease the cross section, the inverse being expected to be the case if this state is the dipole pair addition mode of $^{9}$Li (vortex-like Cooper pair). These effects should be reversed concerning the intensity of the $\gamma$–decay, as discussed in \[19\]. How these relations get qualified in the case of the exotic system under discussion is an open question, which may benefit from the analogies to be drawn concerning the situation encountered in connection with the first $0^{++}$ excited state of $^{12}$Be.

In fact, it is posited that the pair of $0^{++}$, $1^{-}$ (boxed) states of $^{12}$Be displayed in Fig. 1, are (part

---

\footnote{These two states paradigmatically represent the competition between paired and aligned coupling schemes, which play such an important role in defining e.g. quadrupole shape transitions (see ref. \[2\] and refs. therein).}
Fig. 3: Absolute differential cross section associated with the reaction $^7\text{Li}(t,p)^9\text{Li}(\text{gs})$ calculated making use of the forwards-going and backwards-going amplitudes displayed in fig. 2. The dashed curve corresponds to the result obtained by neglecting the backwards-going amplitudes, normalising the X’s to 1 (TD approximation). In the inset the variety of contributions (successive, simultaneous, non-orthogonality) to the cross section are shown.

of $^7$Li, the corresponding symbiotic states of $^{11}$Li, modified by the extra binding energy provided by the fourth proton. In this case, the possibility of studying the new proposed elementary mode of excitation with a variety of probes is richer, due to the greater stability of the $|^{12}\text{Be}(0^+, 2.24 \text{ MeV})\rangle$ state as compared to the $|^{11}\text{Li}(\text{gs})\rangle$.

It is quite suggestive the presence in $^{12}$Be, of a quadrupole pair addition mode almost degenerate with the halo monopole pair addition mode $0^+$. One can thus expect important quadrupole dynamic deformation effects resulting from this degeneracy. Within this context, parity inversion arises because of Pauli repulsion between the $p_{1/2}$ nucleon in $^{10}$Li ($^{11}$Be) and that participating in the quadrupole vibration of the core ($^9$Li, $^{10}$Be). The polarization self energy processes make the $s_{1/2}$ particle heavier and thus closer to becoming bound [20, 21, see also [22].

The fact that one is now able to accurately calculate two-nucleon transfer absolute differential cross sections [13] opens a number of possibilities, in particular to find new elementary modes of excitation in exotic nuclei. A simple, but nonetheless instructive example of the consistency of the physics and associated accuracy of the results which is at the basis of clothed, physical elementary modes of excitation as building blocks of the nuclear spectrum, is provided by the $^7\text{Li}(t,p)^9\text{Li}(\text{gs})$ absolute differential cross section. As seen from Figs. 1 and 3, theory provides an accurate account of the experimental findings [18, 23]. The two-nucleon spectroscopic amplitudes were calculated by solving the $\alpha = -2$ monopole dispersion relation [5, 18] in the RPA. The results are shown in Fig. 2. Eliminating ground state correlations theory underpredicts experiment by about 50% (cf. Fig. 3). In other words, even the ground state of an apparent "normal" nucleus like $^7\text{Li}$ ($S_{2n} = 12.91$ MeV), resents of the properties displayed by the exotic nucleus $^{11}\text{Li}(\text{gs})$. In fact, the population of the pair removal
mode through ground state correlation proceeds by the pick-up of $s, p$ parity-inverted orbits, typical of the neutron halo pair addition mode.

Within this context one expects that much insight on the interplay between the GPDR and the monopole neutron halo pair addition modes emerges from the systematic study of the reactions $^{10}\text{Be}(p,t)^8\text{Be}(gs)$, $^8\text{Be}(t,p)^{10}\text{Be}$, $^{14}\text{Be}(p,t)^{12}\text{Be}$ as well as those associated with $(p,2n)$ knockout reactions and eventually $2n$-transfer induced by heavy ions (e.g. $^{18}\text{O}, ^{16}\text{O}$) (Fig. 1). An important example of such insight is provided by the fact that while the cross sections associated with the ground state and two-phonon (normal) monopole pairing vibrational states ($E_x \approx 4.8 \text{ MeV in } ^{10}\text{Be}$), i.e. $d\sigma(^8\text{Be}(t,p)^{10}\text{Be}(gs))/d\Omega$ and $d\sigma(^8\text{Be}(t,p)^{10}\text{Be}(0^+; 4.8 \text{ MeV }))/d\Omega$ are expected to have the same order of magnitude (cf. Fig. 13 of [18]), that associated with the $0^{++}$ state in $^{12}\text{Be}$ is predicted to be much smaller (observable?), reflecting the poor overlap between halo and core nucleons [24] (within this context see Table 3 of ref. [18] and associated discussion).

Arguably, one would be able to state that a real understanding of the neutron halo pair addition pattern displayed in Fig. 1 has been obtained, once the two-nucleon transfer predictions are tested, supplemented with one-particle and $\gamma$—decay data, worked out making use of microscopically calculated optical (polarization) potentials, with the help of the same physical modes to be probed.
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Abstract
The electric dipole response of atomic nuclei is presently attracting large attention from the nuclear physics community. In particular the E1 strength, located around the particle separation energy (6-12 MeV), commonly called Pygmy Dipole Resonance (PDR), is the object of a large experimental and theoretical effort to investigate the properties and the correlations with nuclear structure. In spite of the large amount of data about E1 strength distribution in stable nuclei, very few data are available in neutron rich exotic nuclei. A measurement to search for the pygmy dipole resonance in $^{64}$Fe and $^{62}$Fe nuclei was performed in GSI in 2012 and concluded in 2014, during the PreSPEC–AGATA experimental campaign. The PDR excitation was obtained through relativistic Coulomb excitation in inverse kinematics. This reaction mechanism coupled with the detection of gamma rays emitted by excited nuclei is a well established experimental technique to investigate nuclear properties in the energy region of pygmy.

1 Introduction
The E1 response of atomic nuclei has provided in the past important information about nuclear structure. In particular Giant Dipole Resonance (GDR) has proved to be one of the building blocks for nuclear models. The GDR dominates the dipole response of nuclei in all region of mass; it was widely studied and used as a tool to investigate nuclear features.

In last decades, the so-called Pygmy Dipole Resonance (PDR) has attracted a lot of interest: in spite of the fact its nature has not been fixed yet, connections with both nuclear structure and astrophysics were demonstrated [1,2,3]. An amount of E1 strength, corresponding to few percentage of the total strength, was measured around one particle separation energy in wide regions of mass[4]. A systematic experimental investigation has been carried on about stable nuclei, while data available about exotic nuclei are still scarce.

2 The experiment and the data analysis
The measurement here discussed was performed at GSI laboratories, during PreSPEC-AGATA campaign[5], aiming to investigate the dipole response below the particle threshold of exotic Iron isotopes $^{62,64}$Fe. In particular this will provide the evolution of this dipole strength at varying the neutron number. Analogue measurements were already performed for stable nuclei [6]: this measurement will allow to add information in exotic medium mass region.

The experimental technique used in this experiment, consisted in relativistic coulomb excitation in inverse kinematics coupled with the gamma decay measurement. The advantage of coulomb interaction at relativistic beam energy consists in a selection of dipole excitation against higher multipolarities.
The radioactive $^{62,64}$Fe beams were produced by fragmentation of the primary $^{86}$Kr beam delivered by the SIS synchrotron at 700 or 900 AMeV and focused on a Be target. The ions of interest were identified, selected and transported with the fragment separator FRS (Fig.1). The beam cocktail at 400-410 AMeV was then impinging on the Pb target (1 g/cm$^2$ thick) or Au target (2 g/cm$^2$ thick), which were surrounded by the $\gamma$-ray detectors. Coulomb excitation events were selected using LYCCA array [7]. E-$\Delta$E telescopes provided identification of products from reactions on the secondary target, while ion tracking detectors were used to reconstruct the beam scattering angle. Selection of $^{62,64}$Fe ions impinging and outgoing from the secondary target coupled with a required forward scattering angle, corresponding to a minimum impact parameter higher than 14 fm, guaranteed a pure coulomb interaction dataset.

The gamma decay measurement was performed using AGATA array[8] combined with LaBr scintillators array (HECTOR$^*$, [9]). AGATA array provided high energy resolution, thanks to the intrinsic properties of HPGe detectors and also the electronical segmentation that is exploited to reduce the Doppler broadening. In addition $\gamma$-ray tracking algorithms[10] were used for background suppression. LaBr scintillators, on the other hand, are characterized by high efficiency and good timing. AGATA $\gamma$-ray spectra at low energy, related to coulomb excitation dataset, show a peak at the energy
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of the first $2^+$ state decay for both the isotopes, 746 keV for $^{64}$Fe and 877 keV for $^{62}$Fe (Fig. 2a,b). The width of the measured peaks was also compared with the width expected by GEANT4[11] simulations for AGATA detectors. The comparison shows a good agreement between measurement and simulation. 2$^+$ state decay measurement is a key point because it provides a normalization for cross section, essential to deduce the B(E1) values related to high energy $\gamma$-ray transitions.

Preliminary AGATA high energy $\gamma$-ray spectra, shows some structures in the energy range of 6-8 MeV (Fig. 3). The multipolarity character of this $\gamma$-ray data was investigated. We evaluated the ratio between the E2 and E1 emission at different summed angles, this ratio was compared with the ratio between the summed angular distribution of data from $2^+$ decay and the data above 6 MeV. As shown in Fig. 4, though the width of error bars is quite large, the experimental data follows the expected trend. This comparison, coupled with reaction mechanism that select dipole excitation, shows that the high energy data are related to E1 transitions.

![Fig. 3](image1.png)

**Fig. 3**: Panel (a), Preliminary AGATA energy spectrum for $^{64}$Fe in the range 1-12 MeV. Panel (b), Preliminary AGATA energy spectrum for $^{62}$Fe in the range 1-12 MeV.

![Fig. 4](image2.png)

**Fig. 4**: Ratio of E2 yield with E1 yield at different summed angles. Grey line is the expected trend, considering the beam energy and the efficiency of gamma detectors; the squared points the experimental data.
3 Conclusion

A measurement of E1 response of $^{62,64}$Fe below the one particle separation energy was performed in GSI laboratories during PreSPEC-AGATA experimental campaign. The experimental investigation consisted in relativistic coulomb excitation in inverse kinematics and measurement of the gamma decay. The data analysis is still on going. The results obtained at this point of the analysis show that the data collected will allow to evaluate the B(E1) values of high energy $\gamma$-ray transition for both of the nuclei.
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Abstract
The CLYC scintillator has the capability to identify gamma rays and fast/thermal neutrons and it is characterized by a good properties for the gamma ray detection. In this work, the response to thermal and fast neutrons of two CLYC 1”x1” crystals (one enriched with \textsuperscript{7}Li and one with \textsuperscript{6}Li) was measured. The thermal neutrons were measured using both detectors. The measurements of fast neutrons were performed at Neutron Generator facility (Frascati, Italy) and at CN accelerator of LNL. At the neutron generator facility, neutrons at 2.5 and 14.1 MeV were measured. The response to fast neutrons was measured also from 1.9 MeV up to 3.8 MeV at LNL.

1 Introduction
The crystal Cs\textsubscript{2}LiYCl\textsubscript{6}:Ce (CLYC) is a very interesting scintillator material because of its excellent energy resolution and its capability to identify gamma rays and fast/thermal neutrons. The crystal Cs\textsubscript{2}LiYCl\textsubscript{6}:Ce contains \textsuperscript{6}Li and \textsuperscript{35}Cl isotopes, therefore, it is possible to detect thermal neutrons through the reaction \textsuperscript{6}Li(n,\alpha)\textsuperscript{3}H (cross section of 940 barns). While \textsuperscript{35}Cl ions allows to measure fast neutrons through the reactions \textsuperscript{35}Cl(n, p)\textsuperscript{35}S and \textsuperscript{35}Cl(n, \alpha)\textsuperscript{32}P (the cross section is of the order of 0.1 barns) \cite{1-6}. In this work, the response to thermal and fast neutrons of two CLYC 1”x1” crystals was measured: the first one, enriched with \textsuperscript{6}Li at 95\%, is ideal for thermal neutron measurements (CLYC-6) while the second one, with an enrichment of \textsuperscript{7}Li higher than 99\% (CLYC-7), is suitable for fast neutron measurements.

Thermal neutrons from an AmBe source were measured using both detectors, in the gamma spectroscopy laboratory of the University of Milano, Italy. The measurements of fast neutrons were performed at Frascati (Italy) Neutron Generator facility where a deuterium beam was accelerated on a deuterium or on a tritium target, providing neutrons of 2.5 MeV or 14.1 MeV, respectively. The response to fast neutrons was measured also at CN accelerator of Laboratori Nazionali di Legnaro (LNL), Italy. At LNL a proton beam was accelerated at 5.5, 5 and 4 MeV on a \textsuperscript{7}LiF target, to produce neutron with energy from 1.9 up to 3.8 MeV. The detector were placed at 0° or at 90° from the target to have for each beam energy two different neutrons energies.

The thermal neutron measurements are described in section 2. It is focuses on the differences between CLYC-6 and CLYC-7. Section 3 describes the fast neutron detection. In particular, section 3.1 is dedicated to the measurements performed at Neutron Generator of ENEA Laboratories in Frascati. Section 3.2, instead is dedicated to fast neutron detection exploiting both energy signal and the Time of Flight (TOF) technique at LNL. The conclusions of the work are in section 4.

2 Thermal Neutron Measurements
The thermal detection capability arises from \textsuperscript{6}Li ions, which have a 940 barns cross section for the reaction \textsuperscript{6}Li (n,\alpha)\textsuperscript{3}H \cite{3}. Thermal neutrons were measured with both CLYC-6 and CLYC-7 crystals placed in the same position relative to the AmBe source.
The only difference between the two crystals is the Li isotope enrichment. In particular, as already mentioned, our CLYC-7 crystal has an enrichment of $^7\text{Li}$ higher than 99% while the CLYC-6 detector has an enrichment of $\sim 95\%$ of $^6\text{Li}$. These two different isotopes produce different sensitivity to thermal neutrons. In figure 1 the comparison between the energy spectra measured with the CLYC-6 and the CLYC-7 detectors are shown in left and right panel respectively. Both detectors were placed over a 40 cm box of paraffin with a source of AmBe in the centre. The spectra of figure 6 are normalized on the $^{137}\text{Cs}$ peak. The 3.2 MeV electron equivalent peak, induced by thermal neutrons, clearly visible in CLYC-6 spectrum, is absent in the CLYC-7 one. By estimating the counts in the thermal neutron peak, we can conclude that the CLYC-7 detector has an efficiency to thermal neutrons of $\sim 0.3\%$ with respect to the CLYC-6 one. Similar results were observed by D’Olympia et al., as shown in Ref. [4].

![Fig. 1: the energy spectra measured with CLYC-6 (left panel) and CLYC-7 (right panel), respectively. An AmBe(Ni) source in a paraffin box and a $^{60}\text{Co}$ and a $^{137}\text{Cs}$ were present.](image)

3 Fast Neutrons Measurements

Fast neutrons are detected exploiting the reactions $^{35}\text{Cl} + (n, p)^{35}\text{S}$ and $^{35}\text{Cl} + (n, \alpha)^{32}\text{P}$. The energy of the outgoing proton or $\alpha$ particle is linearly related to the neutron energy. For this reason, CLYC scintillators are neutron spectrometers. Furthermore, the neutron kinetic energy can also be measured via the Time of Flight technique (FWHM < 1 ns) [5-6].

3.1 Fast Neutron Measurements at Neutron Generator

A measurement was performed at the Neutron Generator at ENEA laboratories in Frascati (Italy), which provided a monochromatic beam of 14.1 MeV and $\sim 2.5$ MeV neutrons. The two CLYC scintillators were coupled with HAMAMATSU R6233-100Mod photomultiplier tubes (PMT) and with two standard HAMAMATSU E1198-26 and E1198-27 voltage dividers. The signal of both detectors were digitized using Le Croy waveminer HDO 6054 12 bit oscilloscope.

The 14.1 MeV neutron emission was obtained by bombarding a tritium doped titanium target with a 300 keV deuterium beam [7]. The neutron beam at 2.5 MeV was produced by the primary beam impinging on the beam dump, containing deuterium atoms. For this reason, the flux of the 2.5 MeV neutrons was weaker and less monochromatic than the flux of the 14.1 MeV neutrons. The two samples of CLYC scintillators were placed at 1.25 m from the neutron source. The neutron generator is at 4.5 m from the floor and walls, to reduce the thermal neutron background. Both CLYC detectors were used for the measurement of 14.1 MeV neutrons, whereas only CLYC-7 was used to detect neutrons at 2.5 MeV since the energy of the thermal-neutron peak is expected to overlap with the proton energy produced by the $^{35}\text{Cl}(n, p)^{35}\text{S}$ reaction, because of the Q-value of the reaction, 0.6 MeV, to be added to the neutron energy.
The left and right panels of figure 2 show the PSD matrices obtained with 14.1 MeV neutrons measured in CLYC-6 and in CLYC-7 respectively. In both cases, the discrimination between gamma rays and neutrons is clearly visible. The thermal neutron peak is present only in the left panel of figure 2 at about 3.2 MeVee. In the figure, the neutron events show two components probably due to protons and α particles produced by the two reactions on $^{35}$Cl as suggested in Ref [4]. The neutron contribution appears as a continuum without any distinct peak. This feature may be connected to the different two-body and three-body reaction mechanisms that may occur in these crystals with neutrons of 14.1 MeV.

![Fig. 2: The PDS matrixes obtained with fast neutrons of 14.1 MeV with CLYC-6 (left panel) and CLYC-7 (right panel), respectively. The matrix obtained with CLYC-6 shows thermal-neutron peak. The peak is located at $x \sim 3200$ and $y \sim 0.8$. The z axis is in log scale.](image)

Figure 3 shows the resulting PSD matrix at 2.5 MeV measured with CLYC-7 scintillator. The fast neutron are highlighted by a red circle in the figure. The FWHM of the proton peak is dominated by the spread in the incident neutron energy. The additional time of flight measurement would allow the clean distinction between thermal and 2.5 MeV neutrons (see section 3.2).

![Fig. 3: The PDS matrix obtained with fast neutron of 2.5 MeV measured with CLYC-7 scintillator. The neutron peak, related to reaction $^{35}$Cl(n, p)$^{35}$S is indicated by the circle. The z axis is in log scale.](image)

### 3.2 Fast Neutron Measurements at LNL

The measurements were performed at LNL, on April 2015. The neutrons were produced making a proton beam impinging on a $^7$LiF target. We selected different proton beam energies (4.5 – 5 – 5.5 MeV) to produce neutrons with energies from 1.9 MeV (detector at 90° – proton beam energy 4.5 MeV) up to 3.8 MeV (detector at 0° – proton beam energy 5.5 MeV). Exploiting the RF time signal, it was also possible to measure the neutron kinetic energy with the TOF technique.
The two cylindrical 1" x 1" CLYC scintillators were coupled with HAMAMATSU R6233-100Sel photomultiplier tubes (PMT) and with two standard HAMAMATSU E1198-26 and E1198-27 voltage dividers. The detectors were placed at 0.7 m from the target for the TOF measurements and at 0° and 90°, from the beam line, to measure of each proton beam energy two different neutrons energies. The anode signal was digitized with a 12 bit, 600 MHz LeCroy waverunner HRO 66Zi oscilloscope (digital acquisition system). The energy spectra were obtained by integrating the signal for 3 μs. In the digital acquisition system, the neutron gamma discrimination was performed by integrating the signals within two different windows: the first one (W1) from the onset of the signal to 80 ns, the second one (W2) from 100 ns to 600 ns. The PSD ratio was defined as: \[ R = \frac{W2}{W2+W1} \] to be used to discriminate between gamma ray and neutrons. A digital CFD algorithm was used to provide the time spectra. The trigger of the experiment (for both the acquisition system) was the coincidence between the OR of the two CLYC detectors and the pulse beam.

**Fig. 4:** Panel (A): The time vs energy matrix of the CLYC-7 scintillator. The proton beam energy was 5 MeV and the detector was placed at 0°. Panel (B): The same matrix of panel (A) with the condition that the events have to be discriminated as neutrons from the PSD. Panel (C): The measured energy spectrum of the neutrons. The neutron events were selected by the PSD and by the TOF. The two peaks of the reaction $^{35}\text{Cl}(n, p)^{35}\text{S}$ and $^{35}\text{Cl}(n, \alpha)^{32}\text{P}$ are visible. Panels (D), (E) and (F) are the same of panels (A), (B) and (C), the difference is the neutron energy. The z axis of the matrix is in log scale.

Figure 4 shows the preliminary results of the experiment, using the digital acquisition system. Only two of the six configuration (three proton energies and two detector angles) measured during the experiment are shown in figure 3. The results for CLYC-7 scintillator are reported. Panels (A) and (D) show the time vs energy matrix. The proton beam energy was 5 and 5.5 MeV for top panels ((A)-(B)-(C)) and for bottom panels ((D)-(E)-(F)), respectively. The detector was placed at 0°, therefore the neutrons are expected with an energy of 3.3 and 3.8 MeV for panels top panels ((A)-(B)-(C)) and for bottom panels ((D)-(E)-(F)), respectively. Panels (B) and (E) show the same matrix of panels (A) and (D) selecting neutrons using PSD. The TOF difference between panel (B) and panel (E) is about ~2 ns. Panels (C) and (F) show the measured energy spectra of the neutrons. The neutron events was selected by the PSD and by the TOF. The two peak of the reaction $^{35}\text{Cl}(n, p)^{35}\text{S}$ and $^{35}\text{Cl}(n, \alpha)^{32}\text{P}$ are visible. The peak of $^{35}\text{Cl}(n, p)^{35}\text{S}$ of panel (C) is at ~3.9 MeV (3.3 MeV plus the Q value of 0.6 MeV), while the same peak of panel (F) is at ~4.4 MeV (3.8 MeV plus the Q value of 0.6 MeV).
Thermal and fast neutron detection with two CLYC scintillators

Similar results was found for the CLYC-6 detector. The CLYC-6 detects about 400 times more thermal neutrons than the CLYC-7. Therefore, the thermal neutrons are also detected, but they can be discriminated by the fast neutrons exploiting the TOF measurements.

Furthermore, the anode signal was formed with an amplifier (a modified BAFPRO unit [8]) with a shaping time of approximately 2 μs (slow component, the integral of the anode signal) and then was sent to an CAEN VME-ADC. The time spectra were obtained from the modified BAFPRO unit (shaping delay of 8 ns) and a CAEN VME-TDC. The BAFPRO unit provides also a fast component, that is proportional to the maximum of the signal. The PSD, between gamma rays and neutrons, was performed producing a fast vs slow matrix. The data were acquired with a KMAX environment DAQ system [9] (analog acquisition system).

4 Conclusions

In this work, we presented the results from the response of two 1”x 1” samples of CLYC scintillators at fast and thermal neutrons: one enriched with 95% of 6Li (CLYC-6) and the other with an enrichment of 7Li higher than 99% (CLYC-7).

The thermal neutrons, produced by an AmBe source surrounded by paraffin, were measured with both detectors. It was observed that the thermal neutron detection efficiency for the CLYC-7 is 0.3% with respect to the CLYC-6 sample.

In order to test the capability of these crystals to detect fast neutrons, two experiments were performed one at the Frascati Neutron Generator facility (Italy) and the other one at LNL (Italy). At the neutron generator facility, a deuterium beam was used to provide neutrons of 2.5 MeV or 14.1 MeV, respectively. We found a clear peak related to 2.5 MeV neutrons while a continuum energy spectrum for 14.1 MeV neutrons owing to a superimposition of different reaction mechanisms. Fast neutrons, from 1.9 MeV up to 3.8 MeV, were measured also at the CN accelerator of LNL. In this case, fast neutrons were identified by both the energy signal and the TOF technique. Exploiting the TOF technique, it is possible to subtract the thermal neutrons, especially for CLYC-6 detector.
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Abstract

Charge-current (CC) and neutral-current (NC) quasielastic (anti)neutrino scattering cross sections on $^{12}$C target are analyzed using a realistic spectral function $S(p, E)$ that gives a scaling function in accordance with the $(e, e')$ scattering data. The spectral function accounts for the nucleon-nucleon correlations by using natural orbitals from the Jastrow correlation method and has a realistic energy dependence. The standard value of the axial mass $M_A = 1.032$ GeV is used in the calculations. The role of the final-state interaction on the spectral and scaling functions, as well as on the cross sections is accounted for. Our results in the CC case are compared with those from other theoretical approaches, such as the Superscaling Approach (SuSA) and the relativistic Fermi gas (RFG), as well as with those of the relativistic mean field (RMF) and the relativistic Green’s function (RGF) in the NC case. Based on the impulse approximation our calculations for the CC scattering underpredict the MiniBooNE data but agree with the data from the NOMAD experiment. The NC results are compared with the empirical data of the MiniBooNE and BNL experiments. The possible missing ingredients in the considered theoretical methods are discussed.

1. Introduction

The observation of the $y$-scaling (e.g., [1, 2, 3]) and superscaling (e.g., [4, 5, 6, 7]) phenomena in the inclusive electron scattering on nuclei and their analyses within the relativistic Fermi gas (RFG) model [4, 5, 6] and beyond it, imposed the superscaling ideas to be exploited to describe the charge-current (CC) (anti)neutrino cross sections in nuclei for intermediate to high energies [8, 9]. Many theoretical models, such as the RFG, the RPA, the relativistic mean-field (RMF) model, the relativistic Greens function (RGF) model, the coherent density fluctuation model (CDFM), the phenomenological SuSA approach, the spectral function models and others (see, e.g., [7, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21]) have been devoted to analyses of the MiniBooNE [22, 23] data on quasielastic (CCQE) scattering of neutrino on nuclei. It turned out that the empirical cross sections are underestimated by most of the nuclear models. At the same time, the necessity to account for the multinucleon excitations has been proposed and a good agreement with the MiniBooNE data has been obtained in [24, 16, 25] using the standard value of the nuclear axial form factor $M_A = 1.032$ GeV/$c^2$. At the same time, it should be emphasized that the CCQE data for $\nu_p(\overline{\nu}_p) + ^{12}$C cross section measurements from 3 to 100 GeV of the NOMAD collaboration [26] do not impose an anomalously large value of $M_A$ to be used (as in some analyses of MiniBooNE data) and have been described well by various approaches based on the
impulse approximation. The superscaling analyses have been carried a step further in Ref. [27] to include neutral current (NC) (anti)neutrino scattering cross sections from $^{12}\text{C}$ involving proton, as well as neutron knockout in the QE regime. The CDFM scaling function was applied in [28] to analyses of NC (anti)neutrino scattering on $^{12}\text{C}$ (“$u$-channel” inclusive process). In our work [29] NCQE (anti)neutrino scattering on $^{12}\text{C}$ are analyzed using a realistic spectral function $S(p,\varepsilon)$ that gives a scaling function in accordance with the $(e,e')$ scattering data.

The main aims of our work are the following: i) To analyze CCQE (anti)neutrino cross sections on $^{12}\text{C}$ measured by MiniBooNE [22, 23] and NOMAD [26] by using a spectral function with realistic energy dependence and accounting for short-range NN correlations, and ii) To analyze by the above mentioned approach the NCQE neutrino cross sections on $^{12}\text{C}$ measured by MiniBooNE [30] and by BNL E734 experiment [31], as well as antineutrino-nucleus scattering by MiniBooNE collaboration [32, 33].

2. Charge-current QE (anti)neutrino scattering on $^{12}\text{C}$

Within the PWIA (see, e.g., [34, 35] and details therein) the differential cross section for the $(e,e'\text{N})$ process factorizes in the form

$$
\frac{d\sigma}{d\varepsilon' d\Omega' d\varepsilon N d\Omega N}^{PWIA}_{(e,e'N)} = K \sigma^{eN}(q,\omega,p,\varepsilon,\phi_N)S(p,\varepsilon),
$$

where $\sigma^{eN}$ is the electron-nucleon cross section for a moving off-shell nucleon, $K$ is a kinematical factor and $S(p,\varepsilon)$ is the spectral function giving the probability to find a nucleon of certain momentum and energy in the nucleus. In Eq. (1) $p$ is the missing momentum and $\varepsilon$ is the excitation energy of the residual system. The scaling function can be represented in the form:

$$
F(q,\omega) \approx \frac{[d\sigma/d\varepsilon' d\Omega']_{(e,e')}}{\sigma^{eN}(q,\omega;p = \vert y\vert,\varepsilon = 0)},
$$

where the electron-single nucleon cross section $\sigma^{eN}$ is taken at $p = \vert y\vert$, $y$ being the smallest possible value of $p$ in electron-nucleus scattering for the smallest possible value of the excitation energy ($\varepsilon = 0$). In the PWIA the scaling function Eq. (2) is simply given by the spectral function

$$
F(q,\omega) = 2\pi \int_{\Sigma(q,\omega)} p d p d\varepsilon S(p,\varepsilon),
$$

where $\Sigma(q,\omega)$ represents the kinematically allowed region.

In the RFG model the scaling function $f_{\text{RFG}}(\psi') = k_F \cdot F$ has the form [6]:

$$
f_{\text{RFG}}(\psi') \approx \frac{3}{4} \left(1 - \psi'^2\right) \theta \left(1 - \psi'^2\right).
$$

In Ref. [35] more information about the spectral function was extracted within PWIA from the experimentally known scaling function. It contains effects beyond the mean-field approximation leading to a realistic energy dependence and accounts for short-range NN correlations. It is written in the form:

$$
S(p,\varepsilon) = \sum_i 2(2j_i + 1)n_i(p)L_{\varepsilon_i}(\varepsilon - \varepsilon_i),
$$
where the Lorentzian function is used:

\[ L_{\Gamma_i}(\Delta E - \delta E_i) = \frac{1}{\pi} \frac{\Gamma_i/2}{(\Delta E - \delta E_i)^2 + (\Gamma_i/2)^2} \]  

with \( \Gamma_i \) being the width for a given s.p. hole state. In the calculations we used the values \( \Gamma_{1p} = 6 \text{ MeV} \) and \( \Gamma_{1s} = 20 \text{ MeV} \), which are fixed to the experimental widths of the 1p and 1s states in \(^{12}\text{C}\) \( [36] \). In Eq. (5) the s.p. momentum distributions \( n_i(p) \) were taken firstly to correspond to the harmonic-oscillator (HO) shell-model s.p. wave functions, and second, to natural orbitals (NOs) s.p. wave functions \( \varphi_{\alpha}(r) \) defined in \( [37] \) as the complete orthonormal set of s.p. wave functions that diagonalize the one-body density matrix \( \rho(r, r') \):

\[ \rho(r, r') = \sum_{\alpha} N_{\alpha} \varphi_{\alpha}^*(r) \varphi_{\alpha}(r'), \]  

where the eigenvalues \( N_{\alpha} \) (0 \( \leq N_{\alpha} \leq 1 \), \( \sum_{\alpha} N_{\alpha} = A \)) are the natural occupation numbers. In \( [35] \) we used \( \rho(r, r') \) obtained within the lowest-order approximation of the Jastrow correlation methods \( [38] \). For accounting for the FSI we follow the approach given in Ref. \( [39] \) concerning two types of FSI effects, the Pauli blocking and the interaction of the struck nucleon with the spectator system by means of the time-independent optical potential (OP) \( \mathcal{U} = V - iW \). The latter can be accounted for \( [40] \) by the replacing the PWIA expression for the inclusive electron-nucleus scattering cross section

\[ \frac{d\sigma_E}{d\Omega d|q|} = 2\pi \alpha^2 \frac{|q|^2}{E_k^2} \int d\omega d^2p \frac{S_{\ell}(p,E)}{E_{\nu}E_{\nu'}} \delta(\omega + M - E_{\nu'} - V) L_{\mu\nu}^{\text{em}} H_{\mu\nu}^{\text{em},t}, \]  

the energy-conserving delta-function by

\[ \delta(\omega + M - E_{\nu'} - V) \rightarrow \frac{W}{\pi} \frac{1}{W^2 + [\omega + M - E_{\nu'} - V]^2}. \]

In Eq. (8) the index \( t \) denotes the nucleon isospin, \( L_{\mu\nu}^\text{em} \) and \( H_{\mu\nu}^{\text{em},t} \) are the leptonic and hadronic tensors, respectively, and \( S_{\ell}(p,E) \) is the proton (neutron) spectral function. The real \( (V) \) and imaginary \( (W) \) parts of the OP in (8) and (9) are obtained in Ref. \( [41] \) from the Dirac OP. The CC (anti)neutrino cross section in the target laboratory frame is given in the form (see for details \( [8, 10] \))

\[ \left[ \frac{d^2\sigma}{d\Omega dk'} \right]_\chi \equiv \sigma_0 \mathcal{F}_\chi^2, \]  

where \( \chi = + \) for neutrino-induced reaction (e.g., \( \nu_{\ell} + n \rightarrow \ell^- + p \), where \( \ell = e, \mu, \tau \) and \( \chi = - \) for antineutrino-induced reactions (e.g., \( \bar{\nu}_{\ell} + p \rightarrow \ell^+ + n \)). The quantity \( \mathcal{F}_\chi^2 \) in (10) depends on the nuclear structure and is presented \( [8] \) as a generalized Rosenbluth decomposition containing leptonic factors and five nuclear response functions, namely charge-charge (CC), charge-longitudinal (CL), longitudinal-longitudinal (LL), vector-transverse (T) and axial-transverse (T') expressed by the nuclear tensor and the scaling function. To obtain the scaling function we use the spectral function \( S(p, \delta') \) from (5) with \( n_i(p) \) corresponding to HO or NOs s.p. wave functions, and the Lorentzian function (6). The scaling function \( f(\psi') \) is presented in Fig. 1. As can be seen, the accounting for the FSI leads to a small asymmetry in \( f(\psi') \). The results for the total cross sections obtained in \( [21] \) within the RFG+FSI, HO+FSI and NO+FSI are given in Fig. 2 and compared with the SuSA results and the MiniBooNE \( [22, 23] \) and NOMAD \( [26] \) data (up to 100 GeV). All models give results that agree with the NOMAD data but underpredict the MiniBooNE ones, more seriously in the \( \nu_{\mu} \) than in \( \bar{\nu}_{\mu} \). In Fig. 2(b) the results for \( T, L \) and \( T' \) contributions to the cross section of NO+FSI case are presented. In Fig. 2(c) the CCQE \( \nu_{\mu},^{12}\text{C} \) cross section is given. As can be seen in Fig. 2(b) the maximum of the \( T' \)
Fig. 1: Results for the scaling function $f(\psi)$ for $^{12}$C obtained using RFG+FSI, HO+FSI, and NO+FSI approaches are compared with the RFG and SUSA results, as well as with the longitudinal experimental data.

Fig. 2: (a) CCQE $\nu_{\mu} - ^{12}$C total cross sections as a function of $E_\nu$ compared with the MiniBooNE [22] and NOMAD [26] data; $M_A = 1.032$ GeV/c$^2$; (b) separated contributions ($L$, $T$, $T'$, $L+T+T'$) in the NO+FSI approach; (c) CCQE $\bar{\nu}_{\mu} - ^{12}$C total cross section. The MiniBooNE data are from [23].

contribution is around the maximum of the neutrino flux at MiniBooNE experiment. The effects of the $T'$ contribution are negligible at $E_\nu > 10$ GeV. For high $\nu_\mu (\bar{\nu}_\mu)$ energies the total cross section for $\nu_\mu$ and $\bar{\nu}_\mu$ are very similar, that is consistent with the negligible contribution of $T'$ response in this region. Only $L$ and $T$ channels contribute for $E_\nu > 10$ GeV explored by NOMAD experiment (where the theory is in agreement with the data). The discrepancy with the MiniBooNE data (at energies $< 1$ GeV) is most likely due to missing effects beyond the IA, e.g. those of the 2p-2h excitations that have contributions in the transverse responses. This concerns also the similar disagreement that appears when the phenomenological scaling function in SuSA is used.

3. Neutral-current QE neutrino scattering on $^{12}$C

In the case of NC neutrino scattering only the outgoing nucleon (with momentum $P_N^\mu$) is observed and the outgoing neutrino is integrated over. This is a “u-channel” process, where the Mandelstam variable $u = (K^\mu - P_N^\mu)^2$ is fixed. In this case the transfer 4-momentum $Q^\mu = (\omega, q)$ is not specified. A new transfer 4-momentum $Q'^\mu = (K^\mu - P_N^\mu) = (\omega', q')$ is introduced and new scaling variables $y^{(u)}(q', \omega')$ and $\psi^{(u)}(q', \omega')$ are defined. The cross section for the $(l, l'N)$ process within the PWIA has the form [27]:

$$\frac{d\sigma}{d\Omega_N dp_N} \simeq \sigma_{s,n}^{(a)} F(y', q')$$  \hfill (11)
Charge-current and neutral-current quasielastic neutrino(antineutrino) scattering on $^{12}$C.

Fig. 3: NCQE neutrino [(a), $\nu N \rightarrow \nu N$] and antineutrino [(b), $\bar{\nu} N \rightarrow \bar{\nu} N$] flux-averaged differential cross section computed using the RFG, HO+FSI, NO+FSI, SUSA scaling functions, RGF and RMF models and compared with the MiniBooNE data \cite{30, 33}, $M_A = 1.032$ GeV/c$^2$ and strangeness $\Delta s = 0$.

with

$$F(y', q') \equiv \int \sigma^{(u)} d\sigma_d \int \frac{d\varphi}{E} \Sigma \approx F(y'),$$

(12)

where $\sigma^{(u)}$ is the effective (s.n.) cross section (for details, see \cite{27, 29}), $\mathcal{D}_u$ being the domain of integration in the “u-channel” and $\Sigma$ is the reduced cross section. Assuming that the domain $\mathcal{D}_u$ and the “t-channel” domain $\mathcal{D}_t$ are the same or very similar (they are different only at large $E$ and $p$), the results for the scaling function obtained in the $(e, e')$ scattering can be used in the case of NC neutrino reactions. The NCQE process is sensitive to both isoscalar and isovector weak currents carried by the nucleon. Using the spectral function $S(p, \varphi)$ [Eq. (5)], we calculated the NCQE flux-integrated cross sections with RFG, HO+FSI, NO+FSI and SuSA scaling functions and compare them with the MiniBooNE neutrino \cite{30} and antineutrino \cite{33} scattering on mineral oil (CH$_2$) target, as well as with the results of the RMF \cite{42, 43} and RGF \cite{44, 45, 46} methods. The calculations are performed using the values of $M_A = 1.032$ GeV/c$^2$ and of strangeness $\Delta s = 0$. The results are presented in Fig. 3. As can be seen, the theoretical results of all models except the RGF-DEM underestimate the neutrino data in the region $0.1 < Q^2 < 0.7$ GeV$^2$ ($Q^2 = 2M_N T_N$), while all theories are within the error bars for higher $Q^2$. On the other hand, the same models underestimate the antineutrino data at high $Q^2$. The results of our models are compared also with the BNL E734 data \cite{31} in Fig. 4. It can be seen that a good agreement exists for neutrino and antineutrino NC cross sections for $Q^2 > 0.8$ GeV$^2$.

4. Conclusions

The results of the present work can be summarized as follows: i) The use of different spectral functions (RFG, HO, NO) gives quite similar results (e.g., within 5–7% for the CCQE cross sections), signaling that the CC and NC processes are not too sensitive to the specific treatment of the bound state; ii) The FSI leads to small changes of the cross sections for different approaches in both CCQE and NCQE cases; iii) In the CCQE neutrino case all approaches based on IA underestimate the MiniBooNE data for the flux-averaged differential and total cross sections, although the shape of the cross sections is represented by NO+FSI, HO+FSI and RFG+FSI approaches. For the antineutrino the agreement is much better. All models give a good agreement with the NOMAD data; iv) In both CCQE and NCQE scattering our calculations are based on IA. They do not include e.g., 2p-2h contributions induced by
NCQE flux-averaged cross section: (a) $\nu p \rightarrow \nu p$ and (b) $\nu p \rightarrow \nu p$ compared with the BNL E734 experimental data [31]. Our results are evaluated using the RFG, HO+FSI, NO+FSI, SUSA scaling functions, and RMF model with $M_A = 1.032$ GeV/$c^2$ and strangeness $\Delta s = 0$.

MEC that are very important in the $\nu(\bar{\nu})$-nuclei scattering processes.
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Abstract

Superscaling approximation (SuSA) predictions to neutrino-induced charged-current $\pi^+$ production in the $\Delta$-resonance region are explored under MiniBooNE experimental conditions. The results obtained within SuSA for the flux-averaged double-differential cross sections of the pion production for the $\nu_\mu + \text{CH}_2$ reaction as a function of the muon kinetic energy and of the scattering angle are compared with the corresponding MiniBooNE experimental data. The SuSA charged-current $\pi^+$ predictions are in good agreement with data on neutrino flux average cross-sections. The SuSA extension to the pion production region and the realistic spectral function $S(p, E)$ for quasielastic scattering are used for predictions of charged-current inclusive neutrino-nucleus cross sections. The results are compared with the T2K experimental data.

1. Introduction

The properties of neutrinos, particularly the parameters of their oscillations, are being studied with increasing interest as these may carry important information about the limits of the Standard Model. In most neutrino experiments, the interactions of the neutrinos occur with nucleons bound in nuclei. Model predictions for these reactions involve many different effects such as nuclear correlations, interactions in the final state, possible modification of the nucleon properties inside the nuclear medium, that presently cannot be computed in an unambiguous and precise way. This is particularly true for the channels where neutrino interactions take place by means of excitation of a nucleon resonance and ulterior production of mesons. The data on neutrino-induced charged-current (CC) charged pion production cross sections on mineral oil recently released by the MiniBooNE collaboration\textsuperscript{[1]} provides an unprecedented opportunity to carry out a systematic study of double differential cross section of the processes: $\nu_\mu p \rightarrow \mu^- p \pi^+$ and $\nu_\mu n \rightarrow \mu^- n \pi^+$ averaged over the neutrino flux. Also, new measurements of inclusive CC neutrino-nucleus scattering cross sections, where only the outgoing lepton is detected, have been recently performed by the T2K\textsuperscript{[2]}. For neutrino energies around 1 GeV (T2K) the main contributions to the cross sections are associated with quasielastic (QE) scattering and one pion (1$\pi$) production.

The analyses of the world data on inclusive electron-nucleus scattering\textsuperscript{[3]} confirmed the observation of superscaling and thus justified the extraction of a universal nuclear response to be also used for weak interacting probes. However, while there is a number of theoretical models that exhibit superscaling, such as for instance the relativistic Fermi gas (RFG)\textsuperscript{[4,5]}, the nuclear response departs from the one derived from the experimental data. This showed the necessity to consider more complex dy-
The SuSA scaling function in the $\Delta$-region $f_{\Delta}(\psi_{\Delta})$ (solid line) extracted from the world data on electron scattering [7]. The dotted line shows the scaling functions $f_{\Delta}(\psi_{\Delta})$ in the RFG model.

Namical pictures of finite nuclear systems – beyond the RFG – in order to describe the nuclear response at intermediate energies. SuSA predictions are based on the phenomenological superscaling function extracted from the world data on quasielastic electron scattering [6]. The model has been extended to the $\Delta$-resonance region [7] where the response of the nuclear system proceeds through excitation of internal nucleonic degrees of freedom. Indeed, a non-quasielastic cross section for the excitation region in which nucleon excitations, particularly the $\Delta$, play a major role was obtained by subtracting from the data QE-equivalent cross sections given by SuSA [8, 9]. This procedure has been possible due to the large amount of available high-quality data of inelastic electron scattering cross sections on $^{12}$C, including also separate information on the longitudinal and transverse responses, the latter containing important contributions introduced by effects beyond the impulse approximation (non-nucleonic).

Here we extend the analysis to CC pion production cross-section measured at MiniBooNe, that from the theoretical point of view can be seen as more challenging. For instance, $\Delta$ properties in the nuclear medium, as well as both coherent and incoherent pion production for the nucleus should be considered in any theoretical approach, while in the SuSA procedure they are included phenomenologically extracted from the electron scattering data. All what is assumed within SuSA approach is the nuclear response to be factorized into a single-nucleon part and a ‘nuclear function’ accounting for the overall interaction among nucleons. As mentioned before, the SuSA assumptions have been tested against a great deal of electron-nucleus scattering data with fair success (see Section 2.1). The factorization assumption allows to apply the same nuclear responses derived from electron scattering to neutrino-induced reactions, with a mere use of the adequate single-nucleon terms for this case. To show the importance of nuclear interaction effects as predicted within SuSA, as a reference, we also show results obtained within the RFG, with no interactions among nucleons, for which the scaling function in the $\Delta$-domain is simply given as $f_{\Delta}^{RFG}(\psi_{\Delta}) = \frac{3}{4}(1 - \psi_{\Delta}^2)\theta(1 - \psi_{\Delta}^2)$ with $\psi_{\Delta}$ the dimensionless scaling variable extracted from the RFG analysis that incorporates the typical momentum scale for the selected nucleus [10, 7]. In Fig. 1 we compare the $\Delta$-region SuSA [7] and RFG scaling functions, which we use in our study.

2. Theoretical scheme and results

2.1 Test versus electron scattering

In Fig. 1 we compare our theoretical predictions with inclusive electron scattering data on $^{12}$C. In the QE region we use natural orbitals scaling function including final state interaction (NO+FSI), whereas for the $\Delta$ region we make use e.g. the scaling function presented in Fig. 1. Details in how the NO+FSI scaling function is obtained is given in Ref. [11] (see also A.N. Antonov in this Proceedings). Here we only show results for a few representative choices of kinematics, similar to those involved in the neutrino
experiments that we address in the following sections. As observed, results are in good agreement with the data, while some disagreement remains in the comparison to the data in the “dip” region between the QE and Δ peaks. Meson-exchange current (MEC) contribution, that is not accounted for in this work, plays a major role in filling the “dip” region.

2.2 π⁺ production in the MiniBooNE experiment

In what follows we present the results of applying the SuSA and RFG Δ-scaling function to neutrino-induced CC charged pion production. We follow the formalism given in [7]. The charged-current neutrino cross section in the target laboratory frame is given in the form

\[
\frac{d^{2}\sigma}{d\Omega dk'} = \frac{(G\cos\theta_{C}k')^{2}}{2\pi^{2}} \left(1 - \frac{|Q^{2}|}{4\varepsilon\varepsilon'}\right) \mathcal{F}^{2},
\]

where \(\Omega, k'\) and \(\varepsilon'\) are the scattering angle, momentum and energy of the outgoing muon, \(G\) is the Fermi constant and \(\theta_{C}\) is the Cabibbo angle. The function \(\mathcal{F}^{2}\) depends on the nuclear structure through the \(R\) responses and can be written as [7, 13]:

\[
\mathcal{F}^{2} = \hat{V}_{CC}R_{CC} + 2\hat{V}_{CL}R_{CL} + \hat{V}_{LL}R_{LL} + \hat{V}_{T}R_{T} + 2\hat{V}_{T'}R_{T'}
\]

that is, as a generalized Rosenbluth decomposition having charge-charge (CC), charge-longitudinal (CL), longitudinal-longitudinal (LL) and two types of transverse (T,T') responses (\(R\)'s) with the corresponding leptonic kinematical factors (\(V\)'s). The nuclear response functions in Δ-region are expressed in terms of the nuclear tensor \(W^{\mu\nu}\) in the corresponding region. The basic expressions used to calculate the single-nucleon cross sections are given in [7]. These involve the leptonic and hadronic tensors as well as the response and structure functions for single nucleons. A convenient parametrization of the single-nucleon \(W^{+}n \rightarrow \Delta^{+}\) vertex is given in terms of eight form-factors: four vector (\(C_{3,4,5,6}^{V}\)) and four axial (\(C_{3,4,5,6}^{A}\)) ones. Vector form factors have been determined from the analysis of photo and
Fig. 3: (Color online) The double-differential cross section averaged over the neutrino energy flux as a function of the muon kinetic energy $T_\mu$ obtained by SuSA and RFG $\Delta$-region scaling functions. In each subfigure the results have been averaged over the corresponding angular bin of $\cos \theta$. For vector and axial form-factors two parameterizations, “PR1” [14] and “PR2” [15], are used.

electro-production data, mostly on a deuteron target. Among the axial form factors, the most important contribution comes from $C_A^5$. The factor $C_A^6$, whose contribution to the differential cross section vanishes for massless leptons, can be related to $C_A^5$ by PCAC. Since there are no other theoretical constraints for $C_A^3, 4, 5 (q^2)$, they have to be fitted to data. We use two different parameterizations: the one given in [14] where deuteron effects were evaluated (authors estimated that the latter reduce the cross section by 10%), denoted as “PR1”, and the one from [15], called “PR2”.

With these ingredients, we evaluate the cross section for CC $\Delta^{++}$ and $\Delta^+$ production on proton and neutron, respectively. Once produced, the $\Delta$ decays into $\pi N$ pairs. For the amplitudes $\mathcal{A}$ of pion production the following isospin decomposition applies: $\mathcal{A}(\nu_l p \rightarrow l^- p \pi^+) = \mathcal{A}_3$, $\mathcal{A}(\nu_l n \rightarrow l^- n \pi^+) = -\frac{\sqrt{2}}{3}\mathcal{A}_3 + \frac{2}{3}\mathcal{A}_1$, $\mathcal{A}(\nu_l n \rightarrow l^- n \pi^0) = -\frac{\sqrt{2}}{3}\mathcal{A}_3 + \frac{2}{3}\mathcal{A}_1$, with $\mathcal{A}_3$ being the amplitude for the isospin 3/2 state of the $\pi N$ system, predominantly $\Delta$, and $\mathcal{A}_1$ the amplitude for the isospin 1/2 state that is not considered here.

The double-differential cross section for CC neutrino-induced $\pi^+$ production averaged over the neutrino energy flux as a function of the muon kinetic energy $T_\mu$ is presented in Fig. 3. Each panel corresponds to a bin of $\cos \theta$. PR1 and PR2 parametrizations have been considered. Results with the PR1 parameterization are about 5% higher, that is a measure of the degree of uncertainty that we expect from the choice of the single-nucleon response for this reaction. We compare the predictions of SuSA and RFG with the MiniBooNE data [1]. The nuclear target has been considered as carbon and hydrogen in the mineral oil target. Here we show that SuSA predictions are in good agreement with the MiniBooNE experimental data for $\pi^+$ cross-section in the case of the flux averaged data.

2.3 Charged-current inclusive neutrino cross sections in the T2K experiment

In Fig. 4 we show the CC inclusive $\nu_\mu - ^{12}$C double-differential cross section per nucleon versus the muon momentum, $p_\mu$, for different angular bins, folded with the T2K flux. The QE curve corresponds to the results obtained using NO+FSI scaling function [11] (see also A.N. Antonov in this Proceedings). The NO+FSI scaling function is obtained using realistic energy dependence of the spectral function $S(p, \omega)$ and an account for the effects of short-range nucleon-nucleon correlations when natural orbitals
Fig. 4: The CC inclusive T2K flux-folded $\nu_\mu^{-12}$C double-differential cross section per nucleon evaluated using NO+FSI scaling function in the QE region [QE(NO+FSI)] and SuSA scaling function in the $\Delta$-region [$1\pi$] is displayed as a function of the muon momentum for different bins in the muon angle. The separate contributions of the QE and $1\pi$ are displayed. The data are from [2].

(NO)s from the Jastrow method are included. The NO+FSI scaling function is accounting also for the role of the final-state interactions (FSI). The resonant pion production curve ($1\pi$) is derived with the SuSA scaling function in the $\Delta$-region $f^\Delta(\psi_\Delta)$ (Fig. 1). The band corresponds to the two different parametrizations, PR1 and PR2, described in Section 2.2. We observe that the model yields very good agreement with the T2K data.

3. Conclusions

We conclude that the idea of the SuSA approach for the $\Delta$-region (extracted from electron scattering experiments) in addition with the use of natural orbitals scaling function and including final state interaction (NO+FSI) for the QE-region, when being extended to neutrino processes, proves to be very successful in describing $\nu_\mu$ inclusive charged-current cross sections. Our model, after being tested against electron scattering data, has been proved to explain with success neutrino scattering data taken at different kinematics and explaining several regions of great interest, such as the QE and $\Delta$ ones.
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Abstract

We use the Isospin Quantum Molecular Dynamics approach supplemented with a phase space coalescence to study the properties of the production of hypertritons. We see strong influences of the hyperon rescattering on the yields. The hypertritons show up to be quite aligned to the properties of nuclear matter underlining the necessity of rescattering to transport the hyperons to the spectator matter.

1. Introduction

The production of hypernuclei as extension of the common periodic system or as important ingredient for understanding strong interaction (see e.g. [1, 2, 3]) has recently gained strong interest for understanding the properties of the hyperon interaction with nuclear matter, in particular since the publication of recent results of experimental collaborations [4, 5, 6, 7]. Several theoretical approaches have proposed the combination of transport and fragmentation models in order to understand the data [8, 9, 10]. Very recently a novel fragmentation approach, FRIGA [11], based on the maximization of the binding energy of the fragments, succeeded in explaining FOPI data on hypertritons as well as brandnew data of HypHI [12] concerning hypertritons and $^4\Lambda$H.

In this contribution we use a transport model, IQMD [13], supplemented by a phase space coalescence to study the properties of hypertritons in collision of Ni+Ni at an incident energy of 1.93 AGeV. This model shows quite comparable results for the hypertriton yields as the much more sophisticated analysis presented in [11].

2. Production of hyperons in heavy ion collisions

In this section we want only to sketch the production of hyperons in nuclear matter and refer for a detailed discussion to [14]. At energies around the threshold kaons are dominantly produced in multistep processes using resonances (especially the $\Delta$) as intermediate energy storage. The energetically most favorable channel is the production of a kaon together with a hyperon, this channel being also the major channel for the hyperon production. This common production channel links the effects acting on the kaon production to that of the hyperon. Thus the hyperon yields are also depending on the nuclear equation of state and on the kaon optical potential: a soft EOS reaches higher densities than a hard one and thus causes a smaller mean free path of the nucleons which enhances the collision rate. This allows more deltas to undergo a second high energetic collision (and thus to produce a kaon-hyperon pair) before decaying again into a nucleon and a pion. However at these high densities the kaon optical potential causes a penalty on the strangeness production by enhancing the thresholds and thus lowering the production cross section for a given energy. This causes a reduction of the production of kaon-hyperon pairs with respect to calculations with a kaon optical potential.

This effect can be seen in Fig. [1] where we compare the spectra of $K^0$ and $\Lambda$ measured by FOPI in collisions of Ni+Ni at 1.93 AGeV incident energy and IQMD calculations performed with (full line)
and without (dotted line) kaon optical potential. We see that the potential penalizes as well kaons as hyperons. The spectra are in good agreement, however it should be noted that the calculated temperatures for hyperons are somehow lower than the experimental values. It should also be noted that the rapidity distributions of the kaons measured by FOPI and KaoS can be well described.

Let us now compare the rapidity distributions of nucleons, hyperons and hypertritons. Fig. 2 shows on the l.h.s the absolute yields as function of the rapidity. The ordinate is presented in logarithmic scale due to the large differences in absolute yields. This nicely demonstrates that the production of hypertritons is really a rare event. The r.h.s. shows the same distribution in linear scale but normalized to the particle yields. We see clearly that nucleons and hyperons are peaked in completely different regions in phase space. While the nucleon (dashed lines) peak around projectile and target rapidity, which means that the nuclear matter is not at all stopped, the hyperons (full line) peak around midrapidity. This is due to the effect that their production points are distributed around the cm of the colliding system which is typically the centre-of-mass of a NN system. It should be noted, that the production follows the kinematics of a 3 body phase space decay, where the hyperon has the highest mass - and thus the lowest velocity - of the 3 outgoing particles. Thus the hyperons show relatively low momenta at production in the NN centre of mass. The hypertritons (dotted line) have to combine Lambdas with nuclear spectator matter: their production peak lies in between the distributions of nucleons and hyperons but with a strong dominance of the nuclear matter.

3. The role of hyperon rescattering
The final rapidity distribution of the hyperons reflects not only the kinematics of the production process but also the rescattering with nuclear matter as it can be depicted from the l.h.s. of fig. 3, where we
plot the normalized rapidity distributions of hyperons (full lines) and hypertritons (dotted lines). The rapidity distribution of hyperons with rescattering disabled (blue lines) correspond to the distribution at production and is therefore quite narrow. It is the rescattering (green thick lines) that enhances the momenta of the hyperons and thus leads to higher temperatures and broader rapidity distributions. This also influences the rapidity distributions of the hypertritons which need as well hyperons and nucleons for being created. The rapidity distribution of hypertritons is thus also broader if rescattering is allowed.

Besides the shape of the rapidity distributions of hypertritons, the rescattering influences also the yield of hypertritons significantly. This can be seen on the r.h.s. where the ratio hypertriton/hyperon is shown as function of the impact parameters using different options for the rescattering. The calculations using full rescattering (full lines) yield nearly 3 times more hypertritons than calculations disabling the rescattering (dash-dotted lines). If we set the rescattering cross sections to the half of its value (dotted lines) we still obtain nearly the double yield as in the calculations without rescattering. This can be easily understood from the rapidity distribution on the l.h.s. of fig 3 without rescattering the distribution of hyperons becomes this kind of narrow that only few hyperons can reach the region of spectator matter. However it is that region which is fertile for the production of fragments since it is there where clusters may remain undestroyed.

We can thus conclude that the main processus for creating hypertritons is to transport hyperons via rescattering to the region of the spectator matter where it may insert into a nucleon cluster. When having joined a cluster the hyperon-nucleon potentials help to keep the fragment stable. In this context we want to indicate that in IQMD the nucleons propagate by 2 and 3 body interactions of Skyrme, Yukawa, and Coulomb type, supplemented by momentum dependent interactions and asymetry potentials. Hyperons only interact by Skyrme interactions assuming a factor of two third in the strength of the potential. For details see [14].

The ratio of hypertritons/hyperons has the advantage to compensate other effects on the hypertriton yield stemming from the absolute hyperon yield. Effects acting on the kaon numbers like the equation
of state or kaon optical potentials of course influence the absolute yield of hypertritons.

Taking into account that the calculated hyperon spectra get lower temperatures than the experimental values we investigated the use of a novel cross section parametrisation inspired by ANKE data [15]. Fig. 4 presents on the l.h.s. the “old” parametrisation (dashed line) and the new fit (full line) and on the r.h.s. its effect on the hypertriton to hyperon ratios as function of rapidity. We see that the enhanced cross sections also raise the ratios. For comparison we included results of a more sophisticated analysis [11] but which was still using the old parametrisation. That sophisticated analysis uses a minimum binding energies approach and applies the acceptance cuts of FOPI. We see a good agreement of our simplified model with these calculations which conforts us in using that simplified model for analysing the properties of hypertritons in detail.

4. Properties of hypernuclei

In order to show the correlation of hypertritons to nuclear matter let us compare the transverse flow of Lambdas (full line), nucleons (dashed line) and hypertritons (dotted line), shown on the l.h.s. of Fig. 5. We see that Lambdas show already a significant flow, which is dominantly due to the rescattering of the hyperons with the nuclear matter. That nuclear matter itself shows an even higher flow. Hypertritons show a flow compatible with the rest of the nuclear matter, which underlines the alignment of hypernuclei to the nuclear matter. It is due to a large number of collisions that the hyperons enters into the cluster.

This mechanism is supported by the observation of the freeze-out densities in the mid of Fig. 5, while the maximum density that a hyperon experienced (dashed line), typically the density of its production, is around twice time nuclear density, the freeze-out density (dotted line), i.e. the density of the last collisional contact, is quite lower. This indicates that the collisions persist up to a late phase of the expansion of the nuclear matter. If we regard the hyperons bound in a hypertriton (full line), they
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Fig. 4: Description of two parametrizations of rescattering and the hypertriton to hyperon ratio as function of rapidity.

Fig. 5: Left: Transverse flow divided by the mass as function of the rapidity for Lambda, nucleons and hypertritons. Mid: Maximum densities experienced by the Lambda and densities at last contact for all Lambda and Llamdas in hypertritons. Right: Yield of the clusters as a function of the numbers of nucleons in the cluster.

pratically all freezed out at densities well below normal matter density.

Let us now look on the properties of hypernuclei at different cluster size. In the following we will decribe the hypernuclei by the number of accompanying nucleons in the cluster. Zero means a single unclustered hyperon and serves to underline the difference between unclustered hyperons and hyperons in a cluster. As already indicated, the Lambda has to join the region of spectator matter in order to integrate a cluster. Since these regions are quite far away from the distributions of hyperons (see fig 2), their production is of course extremely suppressed. This finding is confirmed on the r.h.s. of fig 5, which describes the yield of the clusters as a function of the cluster size. The slight dependence of hypercluster yield on the nuclear equation of state is due to the effect of the EOS on the hyperon production. As already mentionned a soft EOS (full line) yields a higher hyperon yield than a hard EOS (dashed line) and thus more hyperclusters can be formed.

Let us first look on the dynamical observables of the clusters. Fig 6 shows on the l.h.s. the directed flow (normalised to the total mass) of the hyperclusters.
Fig. 6: Directed flow, mean quadratic transverse momentum and mean transverse longitudinal momentum of the hyperon as function of the cluster size

Fig. 5 even unclustered hyperons show a directed flow due to recattering. Clustered hyperons show an enhanced flow, which increases with fragment size, an effect which is already known from the behaviour of normal nuclear fragments (“The fragments go with the flow”). At higher cluster sizes the flow value seems to saturate. It should also be noted that this observable shows a dependence on the nuclear equation of state, similar to the behaviour known for normal nuclear matter: a hard equation of state causes a higher directed flow.

The mid part and r.h.s. of Fig. 6 show respectively the squared transverse and longitudinal momenta, again normalised by the mass. The transverse momentum decreases with fragment size while the longitudinal momentum increases. This reflects the effect that large clusters can only be found at the projectile/target remnants which remain practically at projectile/target rapidities. This supports the previous statement that the production of large hyperclusters is strongly suppressed by the effect that only few hyperons enter the region of spectator matter.

5. Freeze-out of hypernuclei

As we have demonstrated in the previous section, the hyperons have to undergo rescattering in order to integrate a fragment. This effect is even more pronounced when going to larger hyperclusters. As already seen in the mid of fig 5 practically all hyperons found in a hypertriton show a very low freeze-out density. This feature remains for other hyperclusters as it can be depicted from the l.h.s. of fig 7 which presents the density (in units of the ground state density) at which the last collisional contact between the hyperon and the nuclear matter takes place. While unclustered hyperons freeze out at a density visibly higher than ground state density, while clustered hyperons freeze out at about on third of normal matter density.

The mid part of Fig. 7 presents the total number of collisions the hyperon has undergone in the reaction. Even if unclustered hyperons have already undergone almost 3 collisions with nucleons, the number of collisions increases strongly with the size of the cluster. In hypertritons the hyperons have already collided more than 7 times in the average. This means that many collisions are necessary in order to arrange the hyperon that way in nuclear matter that way that they can be bound into isotopes by the potentials.

The r.h.s. finally gives the "freeze-out time" of the hyperons, i.e the time when the last collision
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Fig. 7: Freeze-out density, mean collision number of the hyperon and freeze-out time of the hyperon as function of the cluster size

of a hyperon with a nucleon has happened. To give a reference point, the maximum density is reached after about 4-5 fm/c and the passing time (time which would be needed by the projectile to pass the target) is roughly 9 fm/c. This time corresponds exactly to the mean freeze-out time of unclustered nucleons. However, the formation of a hypertriton needs about 2-3 times the passing time and larger hyperclusters still stay in contact for more than 40 fm/c. This demonstrates again that a significant time of "rearrangement" is needed in order to allow a hyperon to take place in a cluster.

6. FRIGA results

Fig. 8: FRIGA results on the ratio hypertriton/triton applying FOPI acceptance cuts

At the end of this article we want to summarize briefly several effects which can influence the absolute hypertriton yields. For this purpose we present on the r.h.s. of Fig. 8 the results of the FRIGA model on the ratio of hypertritons to tritons obtained in two different phase space regions accessible to FOPI. These phase space regions correspond to the rapidity marked by the triangles in Fig. 4. It should be noted that experiment detects the hypernuclei by analysis of the vertex of the decay products $^3$He and $\pi^-$ (which have to be detected in a sufficiently large phase space region), by determination of
the invariant mass and by subtraction of combinatorical background. These constraints diminish the accessible region to two rather small areas.

FRIGA is a novel fragmentation approach described more in detail in [11]. It is working similarly to the SACA model [16] applying a Metropolis algorithm in order to find the configuration of maximum binding energy of the clusters. Like SACA it includes Skyrme type interactions and momentum dependent interactions but also surface and asymetry energies. There is the additional possibility to include pairing energy and shell effects. In order to treat hypernuclei correctly FRIGA also includes hyperon-nucleons interactions, which are normally assumed to correspond to two third of the Skyrme potentials of nucleons. These results are presented in Fig. 5 by full symbols. Additionally calculations assuming the hyperon-nucleon interactions to be identical to the nucleon Skyrme interactions are presented by open symbols. We see that the second option changes the hypertriton yield slightly, since the binding of hyperons in nuclear matter is changed with the forces.

We see additionally the influence of the rescattering cross sections and the kaon optical potential. These results confirm the previous indications about the influence of these quantities: enhancing the cross sections enhances the hypertriton yields. Diminishing the kaon optical potential enhances also the hyperon yield and thus the number of hypertritons again. The preselection of parameters was restrained to calculations using a soft equation of state since the analysis of kaon data clearly indicates that the experimental data can only be explained by the use of a soft EOS [17][18]. Preliminary results of the FOPI collaboration on this ratio exist, but still under reanalysis, thus an official release has not been published yet.

7. Conclusion
In conclusion we have demonstrated that the formation of hypertritons is strongly affected by the hyperon-nucleon rescattering, which allows the hyperons to enter the phase space of the clusters remaining from the spectator remnants. For that purpose a high number of rescattering is necessary. Hypernuclei show thus a low freeze-out density and a late freeze-out time. Their kinematical properties are strongly aligned to the behaviour of the spectator matter. Further analysis has to be done in order to allow for detailed comparison to nuclear data.
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Abstract

We provide a summary of new developments in the area of direct reaction theory with a particular focus on one-nucleon transfer reactions. We provide a status of the methods available for describing (d,p) reactions. We discuss the effects of nonlocality in the optical potential in transfer reactions. The results of a purely phenomenological potential and the optical potential obtained from the dispersive optical model are compared; both point toward the importance of including nonlocality in transfer reactions explicitly. Given the large ambiguities associated with optical potentials, we discuss some new developments toward the quantification of this uncertainty. We conclude with some general comments and a brief account of new advances that are in the pipeline.

1. Introduction

Nuclear reactions are an important and versatile tool to study nuclei, particularly those nuclei away from stability. One-nucleon transfer reactions can provide information about the single-particle structure of the nucleus of interest (see e.g., \cite{1,2}). Deuterons are often used as a probe. However, due to its loosely bound nature, it is understood that deuteron breakup effects need to be considered carefully.

A number of experimental programs in rare-isotope facilities worldwide are also using (d,p) and (d,n) reactions as a tool to extract capture rates of astrophysical relevance (e.g., \cite{3,4}). Given the many ongoing and planned experimental efforts in this direction, it is critical that the reaction theory used to interpret those results be reliable and that the uncertainties in the reaction theory be well understood.

2. Status of the treatment of reaction dynamics

The treatment of deuteron induced reactions involving intermediate and heavy nuclei pose severe challenges to microscopic theory. For most reactions involving these systems, the problem is cast as a three-body scattering problem with effective nucleon-nucleus interactions. We first briefly review the current status of reaction theories for describing deuteron-induced one-nucleon transfer reactions.

The continuum discretized coupled channel method (CDCC) \cite{5} developed in the eighties has now been benchmarked against the exact Faddeev method \cite{6}. The results of this benchmark \cite{7} demonstrate that while the reduction to one Jacobi component is adequate for transfer reaction at low energies, the convergence rate for the low-energy breakup distributions is extremely slow and does not allow for reliable extrapolations. Reaction calculations at higher energies introduce the issue of the energy dependence in the optical potentials. While in coordinate-based methods there is typically a fixed choice of the energy at which the optical potentials are evaluated, in the current implementation of the Faddeev
method \cite{6}, calculations are performed in momentum space and can take into account the explicit energy dependence of the interaction in the reaction dynamics. This poses an ambiguity in the comparison that is discussed in detail in \cite{7}.

While both the CDCC and Faddeev methods are computationally intensive, the adiabatic distorted wave approximation (ADWA) \cite{8}, which is essentially a simplification of CDCC to make all the channels in the continuum degenerate with the ground state (adiabatic approximation), provides a very efficient tool to analyze transfer reactions and explicitly includes deuteron breakup to all orders. A benchmark of this approach with the exact Faddeev has also been performed \cite{9} and the results show that the adiabatic method, while only valid for deuteron-induced transfer reactions, provides as good an agreement as the CDCC method.

Understanding the regions of validity of these reaction theories is very important. However, the current implementation of the Faddeev method \cite{6} also has its limitations, a fact that became clear during the benchmarking process \cite{10}. As the effects of the Coulomb force increase, namely as the energy decreases and/or the charge increases, the method of Coulomb screening used by \cite{6} begins to fail. For example, currently we are not able to produce exact cross sections for $^{10}$Be(d,p) below $\approx 5$ MeV, $^{48}$Ca(d,p) below $\approx 15$ MeV, or any reaction cross section of interest for isotopes heavier than Ni.

One way to overcome this problem is to cast the Faddeev equations in the Coulomb basis instead of the traditional plane wave basis \cite{11}. By doing this, one avoids Coulomb screening completely. The TORUS collaboration \cite{12}, a topical collaboration in nuclear theory with the goal of advancing methods of (d,p) reactions, has put in place many pieces of the puzzle necessary to solve the Faddeev equations in the Coulomb momentum space basis \cite{13, 14, 15}. We expect in the next couple of years to have a completely new and fully developed code that can address the three-body problem of A(d,p)B for nuclei with large Z.

3. Nonlocality in optical potentials and transfer reactions

One of the most important ingredients in predictions of reaction cross sections are the optical potentials. From a microscopic point of view, it is clear that the nucleon-nucleus optical potential should be non local due to many-body effects, including antisymmetrization and excitations. However, phenomenological potentials have traditionally been assumed local, for convenience. The consequence of this simplification is that it becomes strongly energy dependent. As many-body methods improve, including more and more correlations and a careful treatment of the continuum, one can expect the optical potential to be fully extracted from these many-body theories in the near future. It is therefore timely for reaction theory to be prepared to handle nonlocality in the effective interactions and to understand the magnitude of the effects.

It is clear that for any non-local potential, one can construct local phase-equivalent potentials, i.e., reproducing the exact same elastic scattering. Even when the elastic scattering is exactly reproduced, nonlocality can imprint itself in other channels. In \cite{16, 17} the problem is addressed for one-nucleon transfer reactions. In the first of these works \cite{16}, a large number of reactions at different beam energies and for different targets are considered. The Perey and Buck non-local optical potential was used \cite{18} and local phase-equivalent potentials were constructed. Finally, the inclusion of nonlocality in one-nucleon transfer reactions populating single-particle states was studied. The study was performed in DWBA and nonlocality was included only in the exit channel, namely in the neutron-bound state and the proton-distorted wave. A similar study was performed using the dispersive optical model \cite{19}. Generally, the nonlocality in the scattering state reduced the cross section, while the nonlocality in the bound state increased it, with the net effect being an increase as large as 30%. In \cite{17} we consider hole states in $^{40}$Ca, again using DWBA and nonlocality only in the exit channel. The dispersive optical model and the Perey and Buck potentials provide similar results. The effect of nonlocality on transfer
Fig. 1: Angular distributions for $^{126}\text{Sn}(d,p)^{127}\text{Sn}$ at $E_d = 20$ MeV: comparing the inclusions of nonlocality in the exit channel for ADWA and for DWBA.

Fig. 2: Angular distributions for $^{126}\text{Sn}(d,n)^{127}\text{Sb}$ at $E_d = 20$ MeV: comparing the inclusions of nonlocality in the exit channel for ADWA and for DWBA.
is very large for these hole states (up to 50%).

In Fig. 1 we show the predicted transfer cross sections for $^{126}\text{Sn}(d,p)^{127}\text{Sn}$ at $E_d = 20$ MeV. Comparing the local DWBA predictions (blue dotted line) with the corresponding non local (green dot-dashed line), we see an effect of up to 20% in magnitude. Also shown, for completeness, are the same results within ADWA (red dashed for the local and black solid for the non local). While ADWA and DWBA show noticeably different angular distributions (a difference coming from the different treatment of deuteron breakup), the relative effect of nonlocality is magnified in ADWA. Note that in these ADWA calculations, the nonlocality in the deuteron channel is not yet included. Nonlocality in the deuteron channel will be discussed elsewhere [20].

Because nonlocality is introduced in the nuclear interaction only, one would expect to find similar effects in the study of (d,n) reactions. In Fig. 2 we show the angular distributions for $^{126}\text{Sn}(d,n)^{127}\text{Sb}$ at $E_d = 20$ MeV. All lines in Fig. 2 correspond to DWBA calculations. The result when using the local interactions is shown by the red dashed line and that including the non-local interactions is the black solid line. Note that the ground state of $^{127}\text{Sb}$ is different than that of $^{127}\text{Sn}$, given the different proton and neutron numbers of the target. While the ground state of $^{127}\text{Sn}$ is a $1h_{11/2}$ state, in $^{127}\text{Sb}$ the ground state is $1g_{7/2}$ with a significant difference in the binding energy. In addition, the proton state is subject to Coulomb repulsion. All these differences compound to produce a very different effect of nonlocality for the (d,p) and (d,n) reactions on heavy nuclei. For $^{126}\text{Sn}(d,n)^{127}\text{Sb}$, the effect of nonlocality is very large, doubling the cross section at the peak. We also show in Fig. 2 the separate effects of introducing nonlocality in the neutron bound state (green dot-dashed line) and the proton scattering state (blue dotted line). Nonlocality in the proton scattering state reduces the cross section but only by a little. The larger effect is in the nonlocality in the bound state.

These studies all call for the need to include nonlocality explicitly in reactions for a reliable description of the process.

4. Optical potential uncertainties

The study in [11] demonstrates that the optical potential uncertainties are reduced in ADWA when compared to DWBA, the main reason being that ADWA relies only on nucleon optical potentials, whereas
DWBA requires a deuteron optical potential that is less well constrained. Knowing that these effective interactions carry ambiguities, it is important to quantify the uncertainties in the predicted reaction observables. So far estimates of these uncertainties have been performed by comparing the results when two arbitrary optical potentials are chosen (e.g., [2]). Then the results of the estimated error bars depend on the choice of the two representative potentials. Alternatively, one can make use of modern techniques in the field of uncertainty quantification and explore these tools in the domain of reaction theory.

Our plan is to use modern statistical tools to quantify uncertainties in nuclear reactions (see e.g., [21]). This is largely an untapped field and therefore we start with a simple case. We look at the case of $^{48}\text{Ca}(d,p)^{49}\text{Ca}$ in DWBA and examine the effect of the uncertainty from constraining the deuteron optical potential on the predicted transfer cross section. We use elastic scattering data at 23.2 MeV from [23] and perform a $\chi^2$ minimization to find the best fit. We take a typical Woods-Saxon shape and the parametrization of [24] as a starting point for the minimization routine. We allow all three parameters in the central volume real and the central surface imaginary terms (depth, radius, and diffuseness) to vary simultaneously (the spin-orbit interaction is kept fixed). Parameters are only allowed to vary within physical limits. The minimum found is summarized in Table I, with initial parameters shown in parentheses. We then verify that the distribution of the total $\chi^2$ in the elastic channel, around the minimum, is Gaussian. This can be seen by the elliptical behavior of the $||\chi^2||$ contour plots. In Fig. 3 we show an example of such a plot, where the vertical axis is the potential depth and the horizontal axis is the radius of the volume term.

We then pull 200 sets randomly from the Gaussian distribution based on the elliptical behaviour surrounding the minimum, throw out the largest 5 and lowest 5 predicted cross sections per angle, to obtain the 95% confidence band. Using the same 200 sets, we define the 95% confidence bands independently for elastic and transfer. The results are depicted in Figs. 4 and 5.

The error bars considered in quantifying the $\chi^2$ for these calculations were the experimental error bars. However, often the difference between data and theory is larger than the experimental error bars. One can then repeat the procedure including the theoretical error. Also noteworthy, there are cases in which the distribution around the minimum is not Gaussian. Then one may need to pull the random sets from the regions of constant $\chi^2$ directly and/or appeal to Bayesian techniques [25, 26].

A refinement of the fitting can be done by including a larger set of data, with perhaps a variety of observables. As an example, we have started to look at simultaneously fitting elastic and inelastic cross sections, including target excitation in the reaction model. While a larger number of parameters are available for fitting, the actual procedure for extracting confidence bands is the same. A more challenging problem is that of the uncertainty in the theoretical model itself. More work will be needed to determine the best approach.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Volume Term (real)</td>
<td>162.4 (103.2)</td>
<td>0.98 (1.05)</td>
<td>0.69 (0.86)</td>
</tr>
<tr>
<td>Surface Term (imaginary)</td>
<td>48.7 (16.5)</td>
<td>1.1 (1.43)</td>
<td>0.30 (0.67)</td>
</tr>
<tr>
<td>Spin-Orbit Term</td>
<td>3.33</td>
<td>1.07</td>
<td>0.66</td>
</tr>
</tbody>
</table>

Table 1: Best fit parameters for the elastic scattering of $^{48}\text{Ca}(d,d)^{48}\text{Ca}$. The spin-orbit term was not fit. All optical model potential parameters not listed here were zero. The optimization was initialized at the value in parentheses.
**Fig. 4:** Elastic scattering angular distribution for neutrons on \(^{48}\text{Ca}\) at 23.2 MeV: solid black line is the best fit, the brown corresponds to the 95% confidence band and in black are the data points [23].

**Fig. 5:** Angular distribution for \(^{48}\text{Ca}(d,p)^{49}\text{Ca}\) at 23.2 MeV: solid black line is the best fit, the brown corresponds to the 95% confidence band.
5. Outlook

As described here, there are a number of exciting developments in reaction theory. The implementation of the Faddeev equations in the Coulomb basis is progressing and will provide reliable predictions for (d,p) reactions for a wide range of nuclei and energies. The studies performed on non-local interactions demonstrate the need to include these interactions explicitly in describing transfer processes. While these are critical studies for the future of the field, they still rely on the knowledge of the effective interactions between nucleons and the target.

Although traditionally these effective interactions have been extracted phenomenologically, we are currently beginning an era where the level of nuclear many-body methods may enable the extraction of these potentials directly from the NN interaction. A new collaboration between our group and the ORNL theory group aims at extracting these potentials from coupled-cluster theory. While one might still expect a deficiency in the absorptive component, the inclusion of a variety of correlations and the continuum basis hold promise for using this method versus other many-body methods.

Last but not least, we are starting to develop techniques to quantify uncertainties in reaction theory. This work is still in its infancy. As described in this proceedings, we are still exploring the best way to characterize the uncertainties for the limited problem of the effect of the errors in a given data set in constraining the interaction and the propagation to reaction observables. There are many other sources of uncertainties in reaction theory, which may be equally or even more important. These need to be considered case by case and then accounted for jointly so that we can provide a reliable and useful procedure for uncertainty quantification in this field.
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Abstract
The structures of $^{17}$O and $^{17}$F are studied via the Multi-Channel Algebraic Scattering (MCAS) method, which describes low-energy nucleon-nucleus scattering with a collective model specification for the target states. The model allows for the incorporation of the Pauli Principle in the interactions describing the scattering and the formation of the compound states. The collective model in the current version of MCAS can be either rotational or vibrational, and we utilise a vibrational model specification of the spectrum of $^{16}$O to obtain the states in the mass-17 systems. Comparison is made with results from large-scale multi-$\hbar\omega$ shell model calculations for the mass-17 nuclei. Results for the spectra of mass-19 nuclei, formed by the coupling of a nucleon from $^{18}$O, from both the shell model and MCAS are also presented.

1. Introduction
The mass-17 nuclei are important in the synthesis of the elements beyond carbon. After carbon burning begins, elements up to fluorine are created by successive proton capture reactions \cite{1} and $\beta$-decays. If one considers the NO and OF parts of the CNO cycle \cite{2}, one finds,

$^{16}$O + $p$ → $^{17}$F + $\gamma$

$^{17}$F → $^{17}$O + $e^+$ + $\nu$

$^{17}$O + $p$ → $^{14}$N + $\alpha$

$^{17}$O + $p$ → $^{18}$F + $\gamma$

$^{18}$F + $e^-$ → $^{18}$O + $\nu$

$^{18}$O + $p$ → $^{19}$F + $\gamma$

$^{19}$F + $p$ → $^{16}$O + $\alpha$

illustrating that both $^{17}$O and $^{17}$F play a vital role in the cycle, and lead to the breakout from the cycle to those creating the heavier elements. In the first reaction, proton capture on $^{16}$O will preferably proceed via capture to the 1$s_{1/2}$ state, which has a $Q$ value of only 105 keV. The 1/2$^+$ state in $^{17}$F is a proton halo \cite{3}.

As the two nuclei are formed by a single nucleon coupling to an $^{16}$O core, they are of interest for their own sake. They are mirror nuclei, with the first three-positive parity states reflecting the single particle energies of the 0$d_{5/2}$, 1$s_{1/2}$, and 0$d_{3/2}$ levels in the $sd$-shell model. However, there is significant mixing of 2$h\omega$ components in the wave functions: $\sim$ 25% in the ground states, coming from 2p-2h
components giving rise to additional particles in the $sd$ shell. It is instructive, then, to compare the shell models available with the collective model structures that a Multi-Channel Algebraic Scattering (MCAS) theory \cite{4} provides for the compound nuclei formed in the scattering of a nucleon from $^{16}\text{O}$. It is not a trivial exercise: the spectrum of $^{16}\text{O}$ requires a minimum of a $4\hbar\omega$ model \cite{5, 6, 7}.

2. MCAS in summary

MCAS has been extensively described elsewhere \cite{4}, and so only a brief summary is presented herein, for the purposes of highlighting the aspects of the method of relevance to the present results. The method is a means of solving the coupled-channel Lippmann-Schwinger (LS) equations for the scattering of low-energy (spin-$1/2$) projectiles from target (spin-0) nuclei, in momentum space. More generally, it is the description of a two-cluster system, which is formed by the coupling of the projectile to the target. For the present set of calculations the projectile is a nucleon. It is assumed that the core (target) is described by the collective model, with the spectrum of the target suggesting a rotational or vibrational model. That allows for the specification of the matrix of interaction potentials defining the coupled-channel problem. The matrix of potentials is expended in terms of sturmian functions, and a finite set of $\sim 30$ sturmians is used to ensure convergence. The Pauli Principle is handled by the use of orthogonalising pseudo-potentials (OPP), with weights of $10^6$ MeV to guarantee that the sturmians are orthogonal to any states corresponding to a nucleon coupling to a filled orbit in the target \cite{8, 9}.

Once the sturmians and OPPs are set, the matrix of potentials is expressed as a sum of separable potentials in momentum space, which are input to the coupled LS equations. Solutions of the equations are obtained in momentum space, allowing for the evaluation of both bound (negative energy solutions) and scattering (positive energy solutions) states. Those are found as poles in the $S$ matrix, by which both the centroid energies and (partial) widths corresponding to the specific nucleon-nucleus channel (where appropriate) of the states are found. It is important to note that by this means there is no requirement for the specification of any spectroscopic factor linking the $A$ to the $A + 1$ system.

3. Shell model aspects

While the spectrum of $^{16}\text{O}$ requires a full $4\hbar\omega$ shell model for description \cite{5}, the ground state found by Brown and Green is dominated by $0\hbar\omega$ and $2\hbar\omega$ components which correspond approximately to those found from a pure $(0 + 2)\hbar\omega$ shell model \cite{7}. In that respect, we may calculate the spectra of $^{17}\text{O}$ and $^{17}\text{F}$ in a $(0 + 2)\hbar\omega$ model space, for the positive parity states, and a $(1 + 3)\hbar\omega$ model space for the negative parity states. In both sets of calculations all shells from the $0s$ to the $0f_1p$ are used, with all particles active. We calculate the spectrum using OXBASH \cite{10} with the WBP interaction of Warburton and Brown \cite{11}. Any calculations of transition rates between states in $^{16}\text{O}$ to indicate the strength of the couplings, however, will require a full $4\hbar\omega$ model space calculation to ensure a proper description of the $^{16}\text{O}$ spectrum; that is work in progress. The resultant spectrum, together with the known spectra for $^{17}\text{O}$ and $^{17}\text{F}$ \cite{12}, is shown in Fig. 1.

It is clear that the spectrum obtained from the shell model compares well with both spectra. Discrepancies between the calculated and observed spectra may result from both restrictions placed upon the model space and the underlying limitation on the $^{16}\text{O}$ ground state. Nevertheless, this result illustrates that a single-particle picture of the mass-17 system is inadequate, and that a coupled-channel approach with many excited states of $^{16}\text{O}$ is warranted. The spectrum of $^{19}\text{O}$, below the neutron scattering threshold, is shown in Fig. 2. Both the shell model and MCAS reproduce the spectrum, although the first excited state appears a little higher from the shell model. An additional $3/2^+$ state appears in the spectrum obtained from MCAS, however; that may be due to the potential parameter set used.
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Fig. 1: Spectra for $^{17}$O and $^{17}$F [12], with zero energy corresponding to the ground states of each. The state labels denote $2J^\pi$.

Fig. 2: Spectrum of $^{19}$O, below the $n+^{18}$O threshold.

4. MCAS aspects

The MCAS has been applied to $n+^{16}$O, leading to compound states in $^{17}$O, using the vibrational model and 5 target states in $^{16}$O, namely the ground state, the $0^+_2$ state (6.049 MeV), the $3^-_1$ state (6.130 MeV), the $2^+_1$ state (6.917 MeV), and the $1^-_1$ state (7.117 MeV). The parameters for the Woods-Saxon functions used in the calculation are

$$R_0 = 3.15 \text{ fm}, \quad a = 0.65 \text{ fm}.$$  

The potential parameters (positive and negative parity) are, in units of MeV,

$$V_{0}^- = -47.15; V_{0}^+ = -50.60$$

$$V_{ll}^- = 2.55; V_{ll}^+ = 0.00$$

$$V_{ls}^- = 6.90; V_{ls}^+ = 7.20$$

$$V_{ss}^- = 2.50; V_{ss}^+ = -2.0,$$

with two deformation parameters, $\beta_2 = 0.21$ and $\beta_3 = 0.42$. To obtain the spectrum of $^{17}$F, we add a Coulomb potential. Also, while Pauli blocking of the $0_s^1$ and $0p^2_2$ orbits have been incorporated by the addition of the OPP, Paul hindrance [9] has also been included for the higher orbits. In particular, this includes the $0p^2_1$ orbit, to account for the ground state of $^{16}$O being $4\hbar\omega$ in character.

Fig. 3 shows the spectra of $^{17}$O and $^{17}$F as compared to the result obtained from MCAS. Agreement with the known spectra is quite good, with the low-lying states well-reproduced. Comparison to Fig. 1 shows the results from MCAS agree well also with the results from the shell model. Above the nucleon thresholds, the density of states make identification of states difficult, though the trends in the groupings of states in the known spectra are reproduced. Changes to the Coulomb potential parameters have little influence on the spectrum of $^{17}$F.

The low-energy neutron scattering cross section from $^{16}$O is shown in Fig. 4. It is clear from Fig. 4 that the cross section obtained from MCAS is in agreement with the data. The resonance structure is reproduced, and there is some indication for more resonances around 1 MeV which are not present in the available data.

The spectrum of $^{19}$O from both the shell and MCAS, with the scattering states, is shown in Fig. 5. Only the positive parity states from the shell model are shown. As with Fig. 2, there is generally good agreement. But above the scattering threshold there is indication of more states predicted by MCAS that
**Fig. 3:** Spectra of $^{17}$O and $^{17}$F obtained from MCAS, as compared to the known spectra. Notation is as for Fig. 1 and the zero energy corresponds to the nucleon scattering threshold.

**Fig. 4:** Low-energy neutron scattering cross section from $^{16}$O, showing states in $^{17}$O. Note that the energy is on a log-scale.
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5. Conclusions
We have presented results for the spectra of mass-17 and mass-19 nuclei as obtained from the Shell model and MCAS. Comparison to the available data has been generally good, and the cross section for the low-energy scattering of neutrons from $^{16}$O shows the correct resonance structure, while indicating more resonances in the cross section that are not seen in the available data. The result for $^{19}$O from MCAS shows a spurious $3/2^+$ state which is not observed in the data, and the first $9/2^+$ state is predicted to be above the scattering threshold, not in agreement with the data. As that state is only loosely bound, this indicates that small changes to the potentials used in the MCAS may be necessary.
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Abstract
Angular distribution for the inelastic scattering of 28 MeV $^6$Li on $^{76}$Ge was measured using the São Paulo Pelletron-Enge-Spectrograph facility. The Coulomb-nuclear interference (CNI) analysis was applied to the first quadrupole state transition. The value of $\mathcal{C}_2 = \delta_e^2 / \delta_n^2$, the ratio of charge to isoscalar deformation lengths, and of $\delta_n^N$ were extracted through the comparison of experimental and DWBA-DOMP predicted cross sections. The ratio of reduced charge to isoscalar transition probabilities, $B(E2)$ to $B(IS2)$ respectively, is related to the square of the parameter $\mathcal{C}_2$ and was thus obtained due to the advantage of scale uncertainty cancellation with a relative accuracy of less than 4%. The value of $\mathcal{C}_2 = 1.101(20)$ obtained indicates a slight predominance of the protons relative to the neutrons in the transition for $^{76}$Ge. In this context the present result composed with previous results of CNI measurements obtained in $^{70,72,74}$Ge suggests for $^{74}$Ge a strong ground state configuration mixing.

1 Introduction
The characteristics of excited states $2^+_1$ are widely used as indicators of nuclear structure, particularly the electric reduced transition probability $B(E2)$ is used as a measure of the collective characteristic of these transitions. The $B(E2)$ is in principle sensitive, if polarization effects may be disregarded, only to the contribution of the charge and to quantify the contributions of neutrons is also an important ingredient to characterize the collective behaviour. The Ge ($Z=32$) isotopic chain, in the transitional mass region around $A=70$, is particularly well suited to study the role of the neutrons. In fact, the evolution of $B(E2)$ values indicate around $N=40$ a transition and furthermore the nucleus $^{72}$Ge presents a $0^+$ first state, possible consequence of the correspondent subshell closure [1,2]. In this context it is to be stressed that direct access to reduced isoscalar transition probability $B(IS2)$ is also required. Particularly suitable to reach this aim are inelastic scattering measurements of isoscalar interacting projectiles in an incident energy that enhance coulomb-nuclear interference (CNI). These measurements allow simultaneous extractions of $B(IS2)$ and the ratio between electric and isoscalar reduced transition probabilities $B(E2)/B(IS2)$ [3-5]. The values of $\mathcal{C}_2 = \delta_e^2 / \delta_n^2$, the ratio of charge to isoscalar deformation lengths, and of $(\delta_n^N)^2$ are extracted through the comparison of experimental and DWBA-DOMP predicted angular distributions. The ratio of reduced charge to isoscalar transition probabilities, $B(EL)$ to $B(ISL)$ respectively, are related to the square of the parameter $\mathcal{C}_2$ and were thus obtained with the advantage of scale uncertainties cancellation. This paper refers to the CNI study of 28 MeV $^6$Li inelastic scattering on $^{76}$Ge recently measured using the São Paulo Pelletron-Enge-Spectrograph facility in comparison with the results of the previous work on $^{70,72,74}$Ge [5]. The $\mathcal{C}_2$ values obtained for $^{70,72}$Ge are slightly higher than 1.0, indicating a homogeneous excitation with a small predominant contribution of protons in the transition to the first quadrupole state $2^+_1$. On the other hand an abrupt change with $\mathcal{C}_2 = 0.775(8)$ was obtained for $^{74}$Ge.
Fig. 1: Position spectrum at the scattering angles $\theta_{\text{Lab}} = 25^\circ$.

2 Experimental setup

Inelastic scattering of $^6\text{Li}$ on $^{76}\text{Ge}$ data were obtained using the Pelletron-Spectrograph-Magnet-Enge facility. A solid-state position sensitive detector (PSD) of 500 $\mu$m thickness, area 47 x 8 mm$^2$ was positioned on the focal plane. The $^6\text{Li}$ is the lightest isoscalar projectile appropriate for CNI measurements in the region around $A=70$, at bombarding energies suitable for stable operation of the São Paulo Pelletron accelerator. The 28.0 MeV energy $^6\text{Li}$ beam was focused after passing defining slits of 1.0 x 2.0 mm$^2$ on an enriched self-supported target of $^{76}\text{Ge}$ with $510.5 \times 10^{15}$ atoms/cm$^2$ thickness. An entrance solid angle of 0.65 msr was used, the emerging ions of the reaction admitted and momentum analysed by the field of the spectrograph were detected in the PSD. Twenty-six spectra were measured at carefully chosen scattering angles in a range of $10^\circ \leq \theta_{\text{Lab}} \leq 55^\circ$, in order to characterize CNI in the angular distribution corresponding to the first quadrupole excitation. Relative normalization of the data for the various scattering angles was obtained through the total charges collected by the Faraday cup. The absolute normalization was obtained from the target thickness and the solid angle values. The scale uncertainty was estimated to be around 20%.

The digital pulse processing (DPP) acquisition system used in the measurement was composed by the board PCI-6133 from National Instrument, setting 2.5 MS/s as the maximum rate sample of analogic inputs for the digitalization. The analysis of the pulse shape and the use of electronic noise filters provide an important resolution improvement. Figure 1 shows the position spectrum along the focal plane at the scattering angle $\theta_{\text{Lab}} = 25^\circ$. The three peaks observed on figure are associated with the elastic scattering, the inelastic scattering to the $2^+_1$ state and the elastic scattering on silicon contaminant. The energy resolution achieved was about 45 keV.

3 Data analysis and Results

The distorted wave Born approximation (DWBA) prediction using the deformed optical potential model (DOMP) approach with global optical parameters was applied.
The value of the ratio between charge ($\delta C^2$) and mass ($\delta N^2$) deformation lengths $C_2$ was obtained from the angular distribution shape. The square of mass deformation length, $(\delta N^2)^2$, is also extracted, as a scale factor. The procedure applied for the $\chi^2$ minimization was the iterative method of Gauss [6], extracting the correlated parameters $\delta N^2$ and $C_2$.

Figure 2 illustrates the results obtained in the fit from the experimental angular distribution of $^{76}$Ge($^6$Li,$^6$Li')$^{76}$Ge to the first quadrupole excited state in comparison with the DWBA-DOMP prediction. The error bars shown represent only the relative uncertainties. These ones are composed by the statistical uncertainties and the contribution from the background and contaminant subtraction. The prediction was calculated using the global optical model parameters of Cook [7] and considering the reduced Coulomb radius $r_C = 1.22$ fm (red curve). The results for the two correlated parameters in the data analysis are $C_2 = 1.101(20)$ and $\delta N^2 = 1.079(17)$ fm. In order to illustrate the sensitivity of the method and that the experimental angular distribution does not admit a fit that could result in a $C_2$ value much smaller than one, as obtained for the neighbor $^{74}$Ge[5], two predictions corresponding to $C_2 = 1.00$ (interrupted blue curve) and $C_2 = 1.20$ (dotted green curve) are also shown.

The $C_2$ value extracted is slightly higher than 1.0, indicating a homogeneous excitation with a slight predominant contribution of protons in the first quadrupole excited state $2_1^+$ of $^{76}$Ge. Due to the uncertainty scale cancellation, the experimental ratio $B(E2)/B(IS2) e^2$, proportional to the square of $C_2$, was obtained with a relative accuracy of less than 4%.

The present CNI study composed with the results of the previous work [5], using the same technique, indicates that although the protons relative to the neutrons reveal a small predominant contribution in $^{70,72,76}$Ge to the first quadrupole excitation, the neutron role is strongly enhanced in $^{74}$Ge. In fact a $C_2$ abrupt change is shown comparing the $^{74}$Ge value with those observed for neighbor isotopes $^{72,76}$Ge.

Discontinuities of some experimental indicators in even-A germanium chain from $^{70}$Ge to $^{76}$Ge were associated with shape transition or shape coexistence and described in the literature by a two-state coexistence model of some kind [8,9]. The investigation by means of large–scale shell model calculation suggested that a rapid increase in the number of $g_{9/2}$ protons and neutrons could explain the structure change near $N=40$ [2], associated with the strong neutron-proton interaction. The basic idea of the two-
state model is the existence of different configurations which may coexist and mix in different proportions to form the physical states observed. The experimental results obtained by Coulomb excitation and two neutron transfer measurements [10-13] indicate that the ground state configuration transition should occur between $^{72}$Ge and $^{74}$Ge. The analyses of the $L=0$ transfers in both (t,p) and (p,t) reactions, had shown transition strengths indicating similar nature between the ground states of $^{74}$Ge and $^{76}$Ge. On the other hand, the CNI results reveal a $C_2$ value strongly depressed in the first quadrupole excitation for $^{74}$Ge, in comparison with the almost homogeneous excitation in $^{76}$Ge. It is to be noted that the inelastic scattering, even if there is configuration mixing in the ground state, would excite only the configuration that connects the ground and the $2^+$ states of each isotope which are rather pure [8,14]. In this context, the $^{74}$Ge $C_2$ value suggests a strong ground state configuration mixing involving not only the neutron degree of freedom, but also probably other configurations. One possibility could be an alpha plus $^{70}$Zn (Z=30, N=40) isomeric state configuration involving a subshell closure.
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Abstract

Electromagnetic hadron form factors are fundamental quantities which describe the internal structure of the hadron. Experimental programs are ongoing or foreseen at the world facilities to increase the precision and/or to extend the kinematical range of the measurements. The collected data call for a unified interpretation of form factors in the scattering (space-like) and annihilation regions (time-like). In the time-like region form factors are complex functions and their meaning is not so obvious. The imaginary part, driven by unitarity, possibly contains information on the early process of the hadron formation. We focus here on a peculiar oscillatory behavior recently observed in the data on electron-positron annihilation from the BABAR collaboration, in the near threshold region, carrying information on the early stages of the hadron formation.

1. Introduction

Electromagnetic hadron form factors (FFs) are fundamental quantities which describe the internal structure of the hadron (for a recent review see Ref. [1]). Since decades the knowledge of electromagnetic form factors (EMFFs) of hadrons, their measurement and their description has been considered essential to access the internal structure of hadrons and to understand their dynamical properties as the charge and magnetic distributions. Surprising features have been observed during the last years, renewing the interest in the field. New observations in polarization experiments, have been possible due to experimental developments: high intensity polarized electron beams, high luminosity colliders, large solid angle, high resolution spectrometers and detectors, and in particular, proton and neutron polarimeters in the GeV region. FFs are generally measured through electron-proton elastic scattering, assuming that the interaction occurs through the exchange of one photon that carries a space-like (SL) four-momentum \( q^2 \) and are functions of one variable, only. The crossing symmetry related annihilation reactions, \( e^+ + e^- \rightarrow \bar{p} + p \), access the time-like (TL) region of momentum transfer. Being FFs analytical functions, the scattering and annihilation regions are strongly related and nucleon models are required to incorporate the necessary analytical properties to describe FFs in all the kinematical region. Due to unitarity, FFs are real functions in the scattering and complex functions in the annihilation region. The Phragmén-Lindelöf theorem for analytical functions requires them to coincide at the limit for \( |q^2| \rightarrow \infty \) and then the imaginary part has to vanish.

Theoretically, FFs enter explicitly in the coupling of a virtual photon with the hadron electromagnetic current, and can be directly compared to hadron models which describe dynamical properties of hadrons. They are experimentally accessible through the knowledge of the differential cross section and the polarization observables. Efforts are presently directed, on one side, to increase the precision and, on the other side, to extend the kinematic range of the measurements.

The electromagnetic vertex \( \gamma^* \rightarrow hh \) (\( h \) is any hadron) is defined by two structure functions, which, in turn, are expressed in terms of \((2S + 1)\) FFs, \( S \) being the hadron spin. Assuming parity and time-invariance, Protons (and neutrons) have two FFs, electric \( G_E \), and magnetic \( G_M \), which are
normalized at $q^2 = 0$ to the static values of the charge $G_E(0) = 1$ and of the magnetic moment, $G_M(0) = \mu$.

In the TL region where a hadron pair is formed by or annihilated into a virtual photon, the unpolarized cross section contains the squared moduli of the two FFs. The angular distribution allows, in principle, for the individual determination of FFs, but until now the luminosity has not been sufficient and the experimental results assume $|G_E| = |G_M|$ or $G_E = 0$. The recent data by the BABAR collaboration [2, 3] cover a region from the $\bar{p}p$ threshold to $q^2 \approx 36 \text{ GeV}^2$. Thirty data points have been extracted in the region $q^2 < 10 \text{ GeV}^2$, with a relative error lower than 10%. Regular structures have been found in these data [4]. These results are illustrated below and are interpreted in terms of an interplay between two steps in the annihilation process: the hadron formation from three bare quarks, taking place on a time scale $1/\sqrt{q^2}$, and a relatively small perturbation associated to rescattering processes taking place on a larger time scale.

Different theoretical models have been developed to describe the electromagnetic structure of the hadrons and applied to the calculation of SL FFs. Some of them can be applied in all kinematical region, as vector meson dominance [5] or dispersion relations [6], where the complex nature of TL FFs arises naturally.

Recently a model was suggested to interpret nucleon electromagnetic FFs both in SL and TL regions [7] that gives a qualitative explanation for the observed oscillations. It assumes that in $ep$ elastic scattering or in the $e^+e^- \leftrightarrow \bar{p} + p$ annihilation a large quantity of energy (mass) and momentum is concentrated in a small volume creating a strong gluonic field, i.e., a gluonic condensate of clusters with a randomly oriented chromo-magnetic field. Applied to the scalar part of the field, it explains the observed additional suppression of the electric FF, and leaves unchanged the predictions from quark counting rules for the magnetic FF. Similarly, in TL region, above the physical threshold, $q^2 \geq 4M^2$ ($M$ is the proton mass), the vacuum state created at the collision, transfers all the energy to a $S$-wave state with total spin 1, consisting in at least six massless valence quarks, a set of gluons and a sea of current $q\bar{q}$ quarks. The quarks as partons have no structure ($|G_E| = |G_M| = 1$), which may explain the observed point-like behavior of FFs at threshold. Then, the current quarks (antiquarks) absorb gluons and transform into constituent quarks (antiquarks). This model has one free parameter, in principle calculable, and it is expected to apply starting from moderate values of the momentum transfer. It gives a qualitative understanding of the experimental data, suggesting a generalization of the FF definition, where the meaning of FF in $e^+e^-$ annihilation is the time evolution of the charge distribution of the newly formed hadron system.

2. Proton form factors: experimental status

An overview of selected data and models on proton form factors (FFs) is given in Fig. 1. For a complete review of data and references, see [1]. The physics content is highlighted below, following the $q^2$ axis.

2.1 The space-like region: $q^2 \leq 0$

Traditionally $ep$ elastic scattering is considered as the preferred way to investigate the internal structure of the proton. Assuming one-photon exchange and due to the $J^{PC} = 1^{--}$ nature of the virtual photon, the unpolarized cross section for electron hadron elastic interaction has a characteristic dependence on $\cot^2 \theta$ ($\theta$ is the electron scattering angle in the laboratory (Lab) system).

The measurement of the differential cross section at fixed $Q^2$, for different angles allows to extract the electric and magnetic FFs as the slope and the intercept, respectively, of this linear distribution. This is called the Rosenbluth method [8]. Backward $eN$-scattering is determined by the magnetic FF only, that is weighted by a factor $\tau = Q^2/(4M^2)$ ($M$ is the proton mass) which makes the determination of
Peculiar features of proton electromagnetic form factors

Fig. 1: World data on proton FFs as a function of $q^2$. SL region: $G_M$ data (blue circles), $G_E$ data (red triangles) from unpolarized measurements \[10\] and from polarization measurements (green stars) \[14\]. Prediction of Ref. \[7\] for $G_E$($G_M$) solid, green (black) line. TL region: $|G_E| = |G_M|$ world data for $q^2 > 4M^2$ and prediction for $G_M$ from Ref. \[7\] (black, solid line). The prediction from Ref. \[5\] is the orange, dash-dotted line.

$G_E$ more imprecise when $Q^2$ increases.

Since the pioneering experiments of Hofstadter \[9\] several measurements of the unpolarized cross section for $ep$ elastic scattering have been performed. Radiative corrections, which depend on $\varepsilon$ and $Q^2$ too, become larger with $Q^2$, reaching up to 50%. They have been generally applied at first order in the electromagnetic fine constant $\alpha$, beyond the Born approximation ($\alpha^2$).

From unpolarized cross section measurements the determination of $G_E$ and $G_M$ has been done up to $Q^2 \simeq 8.8$ GeV$^2$ \[10\] and $G_M$ has been extracted up to $Q^2 \simeq 31$ GeV$^2$ \[11\] under the assumption that the electric FF vanishes ($G_E = 0$) or that it equals the magnetic FF, $G_M$, scaled by the proton magnetic moment $G_E = G_M/\mu$ (full circles in In Fig. 1).

Polarization phenomena were studied and developed by the Kharkov school since the mid of last century. In Refs. \[12, 13\] it was first pointed out that the polarized cross section contains the interference of the amplitudes, giving access to the sign of FFs (while the unpolarized cross section contains FFs squared) and being more sensitive to a small $G_E$ contribution. It was applied by the JLab GEp collaboration in a series of experiments, measuring precisely the ratio of the electric to magnetic FFs up to $Q^2 = 8.9$ GeV$^2$ \[14\] (green triangles-down in In Fig. 1) which is directly related to the ratio of the transverse over longitudinal polarization in the scattering plane of the recoil proton.

The Akhiezer-Rekalo method for the measurement of the FFs ratio gave very precise results, as it was expected, because, at first order, the beam helicity as well as the analyzing power of the proton polarimeter cancel, reducing the systematic errors. But the experiment showed also a surprising behavior: a monotone decreasing of the FFs ratio when $Q^2$ increases. An extrapolation of this tendency at large $Q^2$ may lead to the ratio passing through zero and even becoming negative. As $G_M$ is supposed to be well known from the unpolarized cross section, the present understanding is that $G_M$ follows a dipole ($Q^{-2}$) behavior and that $G_E$ follows a steeper decreasing. Recent unpolarized experiments confirm that unpolarized experiments give a FFs ratio consistent with unity (with a larger error as $Q^2$ increases) whereas polarized experiments deviate from unity as $Q^2$ increases. The reason has likely to be attributed to the contribution of higher order radiative corrections (for a recent discussion see Ref. \[15\]). Note that unpolarized data, selected in experiments where radiative corrections did not exceed
Fig. 2: Fits of Babar data, according to the four parametrizations a) $F_R$, b) $F_S$, c) $F_{SC}$, d) $F_{TP}$ (see text). For each insert: (top) the data of Babar are plotted, together with the parametrization (blue, dashed line) and the global fit (solid line); (bottom) the difference of the data and the parametrization are shown, together with the corresponding damped oscillation fit (solid red line). In Figs. b), c), and d), $F_R$ is shown for comparison (green dashed line).

20%, also show a deviation of the ratio from unity (see Fig. 9 of Ref. [1]). It is expected that data on individual FFs in the TL region will help to clarify this issue.

2.2 The time-like region: $q^2 \geq 0$

The near threshold region is particularly intriguing. Several experiments have been performed. The Coulomb factor, plays a specific role at threshold, compensating the phase-space relative velocity. It turns out that the extrapolation of the cross section to threshold is consistent with $|G_pE(4M^2)| = |G_pM(4M^2)| = 1$, as in the case of a pointlike fermion [16].

The recent data on the generalized FF obtained by the BABAR collaboration [2, 3] from the initial state radiation reaction $e^+ + e^- \rightarrow \bar{p} + p + \gamma$ are very precise and extend with continuity from the threshold to $q^2 \simeq 37 \text{ GeV}^2$.

These data are well reproduced by the function $F_R$ proposed in [17] that we will use as reference, see Table 1. Other parametrizations have been proposed in the literature: - following scaling pQCD rules, $F_S$, [18], - introducing a correction for $\alpha_s$ [19, 20] $F_{SC}$, and - a two-pole function $F_{TP}$ in frame of ADS/CFT [21]. Their forms and parameters are reported in Table 1.

In the following, instead of $q^2$, the relevant variable is taken as the 3-momentum $p$ of one of the two hadrons in the frame where the other one is at rest: $p = \sqrt{E^2 - M^2}$ with $E = q^2 / (2M) - M$. In this case, the structures shown by the data, become regularly spaced, indicating that a simple rescattering mechanism takes place. Therefore, we suggest that the annihilation process occurs in two steps, formation and rescattering, corresponding to different time scales. A consequence of this assumption is that the measured FFs can be fitted by a function: $F(p) = F_0(p) + F_{osc}(p)$ that is the sum of a regular "background" $F_0$ and an oscillating function $F_{osc}(p)$.

Since the rescattering mechanism is not known, we cannot identify the sources of rescattered waves, but we may gain some clue on their space distribution. Let $r$ be the space variable that is conjugated to $p$ via three-dimensional Fourier transform. We may identify $r$ as the distance between the centers of the two forming or formed hadrons, in the frame where one is at rest. Let $M_0(r)$ and $M(r)$ be the Fourier transforms of the regular background fit and of the complete fit, Fig. 3. The most relevant feature is that $M_0(r)$ decreases by 7 orders of magnitude for $r$ ranging from 0 to 2 fm. The decrease is regular and almost constant on a semilog scale. $M_0(r)$ is steep near the origin, too. It can
be interpreted by the fact that both $F_0(p)$ and its transform $M_0(r)$ are expression of that short distance quark-level dynamics \cite{22,23} that permits exclusive $\bar{p}p$ production at the condition that the final quarks and antiquarks are formed within a small region. Near threshold, the size of this region is $\leq 0.1$ fm, much smaller than the standard hadron size. In the right panel of Fig. 3, $M(r)$ is superimposed to $M_0(r)$. These two functions coincide for $r < 0.7$ fm, indicating that the physical reason of the data oscillation is related to processes occurring at a scale: $r \simeq 0.7-1.5$ fm, corresponding to the largest annihilation probability in the phenomenological $\bar{p}p$ interactions in the near-threshold region \cite{24}. At a distance of 1 fm, the relevant part of rescattering must involve physical or almost physical hadrons that annihilate into groups of 2-10 mesons.

3. Conclusions

After giving a fast review on the world data on proton FFs, in SL and TL regions, we have illustrated a a systematic modulation pattern in the TLFF measured by the BABAR collaboration in the range $q^2 < 10$ GeV$^2$. This modulation presents periodical features with respect to the momentum $p$ associated with the relative motion of the final hadrons. It suggests an interference effect involving rescattering processes at moderate kinetic energies of the outgoing hadrons. Such processes take place when the centers of mass of the produced hadrons are separated by $\simeq 1$ fm. For this reason at least a relevant part of rescattering must consist of interactions between phenomenological or almost phenomenological protons and antiprotons.

Precise measurements in the near threshold region are ongoing at BESIII (BEPCII), on the proton as well as on the neutron, bringing a new piece of information. The measurement of TL FFs in a large $q^2$ range will be possible at PANDA (FAIR). In the SL region, programs at MAMI (Mainz) and at Jefferson Lab are planned to increase the precision and/or the kinematical range of the data. These experimental efforts will motivate the development of those models that apply to the whole kinematic region, for a unified vision of TL and SL form factors bringing to a better understanding of the internal dynamics of the hadron electromagnetic structure.
Fig. 3: (Left) Fourier transform of the background $M_0(r)$ (Right): total $M(r)$ (solid line) and $M_0(r)$ (dashed line) for comparison (linear vertical scale).
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Abstract
We examine the contributions from interior, surface and exterior parts of the matrix elements for (d,p) neutron-transfer matrix elements, and show how their sum may be written as interior-post, exterior-prior terms along with a surface term. If we locate our surface according to the distance of the transferred neutron to the target, then the three terms depend on the neutron wave function at specific radii, and the surface and exterior terms depend only on that part of the neutron wave function determined by R-matrix parameters for neutron-target scattering.

1. Deuteron stripping

Deuteron-induced reactions, in particular (d,p) one-neutron transfer reactions, have been used for decades to investigate the neutron single-particle structure of bound states of nuclei. The reaction typically involves a large momentum transfer of the neutron from a high-energy beam to a bound state, so the shape of the exit proton angular distribution depend on the transferred angular momentum \(\ell\). The analyzing powers for polarized deuterons depends on the neutron \(j\) value, and the magnitude of that cross sections is used to extract a spectroscopic factor \(S_{lj}\) for each discrete bound state. In first order the cross section scales exactly with the spectroscopic factor, while for some cases higher-order corrections introduce non-linearities. These high-order corrections arise from collective excitations in the entrance or exit channels, leading to Coupled-Channels Born Approximation (CCBA) methods. They may also arise for weakly-bound neutron bound states, when multi-step transfers become significant, leading to Coupled-Reaction Channels (CRC) methods.

At excitation energies above the weakly-bound states, we see of course resonances. Specific resonances are very often of importance in astrophysics and other applications because their existence may change low-energy cross sections by many orders of magnitude. It is therefore of great importance to measure their structure by whatever means are possible. Resonances with open neutron channels, therefore, can and should be probed by (d,p) transfer reactions. Resonances, however, are not characterized by spectroscopic factors, but by their resonance energies \(E_r\) and widths \(\Gamma\). For a resonance which can be populated (and hence decay) by multiple channels \(c\), each channel has a partial width \(\Gamma_c\) such that the total width of the resonance is the sum \(\Gamma = \sum_c \Gamma_c\). These channels, for example, could be inelastic excitations of the target, \((n,\gamma)\) capture, or proton or \(\alpha\)-particle emissions. Ideally each partial width \(\Gamma_c\) should be measured. These energies and widths are directly related to the parameters (pole energies and reduced-width amplitudes) of R-matrix theory [1, 2], either by fitting to observed cross sections, or by derivation from some microscopic model. It is therefore very desirable to have predictions of (d,p) cross sections that are based on R-matrix parameters for the neutron-target interaction. These are exactly the parameters that would describe neutron scattering on the target, so, in ideal cases, observables from (d,p) experiments could be used to predict neutron scattering and the multichannel cross sections for \(\gamma\), proton or \(\alpha\) exit channels. If the target is radioactive and therefore unable to be a target, then
But is it possible to formulate of (d,p) resonant cross sections in terms of R-matrix parameters for the neutron? These parameters describe surface and external properties of the wave function of neutron-target scattering, so we have to determine the dependence of (d,p) cross sections also on the neutron wave function inside the surface of the target.

One possible obstacle is that the ℓ-dependence of the (d,p) cross section involving resonances is much less than for reactions to bound states, because the momentum transfer is reduced. Since resonant (d,p) reactions involve the continuum, they represent one form of deuteron breakup. In the limit of ‘transfer’ to neutron states at the energies of about half the beam energy, the energy and momentum transfers pass through a minimum, and we must then expect almost no dependence on the transferred angular momentum ℓ. This means that (d,p) transfers to resonances may well require higher beam energies for the deuteron, even though this leads to lower cross sections.

2. Post-prior transformations

To examine the dependence of (d,p) cross sections on the interior, surface and exterior regions of the final neutron state, we use the new formalism [3] devised by Akram Mukhamedzhanov of our TORUS collaboration. This is to define a surface operator by means of transforming from post to prior matrix elements not over all space as usual, but at a specific surface radius ρ measured for the neutron-target distance rn. Let us see how this comes about.

In first-order DWBA for A(d,p)B reactions, the post and prior matrix elements for transfer from the bound state Φd(r) in a deuteron to a final state Φn(rn) around a target are

\[ M_{dp}^{\text{post}} = \langle Φ_n(r_n)u_p(r_p)|γ_{\text{post}}|Φ_d(r)u_d(R)\rangle \]  

and

\[ M_{dp}^{\text{prior}} = \langle Φ_n(r_n)u_p(r_p)|γ_{\text{prior}}|Φ_d(r)u_d(R)\rangle, \]

where ud(R) and up(rp) are the incoming deuteron and outgoing proton optical-model wave functions with potentials UdA and UpB respectively. The transfer operators are γpost = VAp + VpA − UpB and γprior = VnA + VpA − UdA.

It can be proven in this first-order case that the post and prior expressions are exactly equivalent. This proof uses the Hermiticity of the total kinetic energy operator T, which has equivalent representations for post \( \overrightarrow{T} = T_{nA} + T_{pB} \) and prior \( \overrightarrow{T} = T_{np} + T_{dA} \) based on the two equivalent sets of Jacobi coordinates \( \{r_n,r_p\} \) and \( \{r,R\} \) for this three-body problem consisting of the proton, neutron and target A.

The kinetic energy operator is Hermitian in this case because at least one of the bound states Φd(r) and Φn(rn) goes to zero at large distances. Since the deuteron bound state wave function Φd(r) decays to zero for large r, the post-prior equivalence of the DWBA matrix element holds not only for bound final states, but also for unbound scattering states of the neutron on the target.

We can also choose to interchange the two forms of the kinetic energy, \( \overrightarrow{T} \) and \( \overrightarrow{T} \) for limited regions of the integral over the neutron coordinate rn. Let us define \( M_{dp}^{\text{post}}(a,b) \) and \( M_{dp}^{\text{prior}}(a,b) \) as the respective integrals over the range \( a < r_n < b \) (the integral over the full range of the r_p coordinate is implied). These two matrix element differ by

\[ M_{dp}^{\text{post}}(a,b) = M_{\text{surf}}(a) + M_{dp}^{\text{prior}}(a,b) - M_{\text{surf}}(b), \]

where we define \( M_{\text{surf}}(ρ) = \langle Φ_n(r_n)u_p(r_p)|\overrightarrow{T} - \overrightarrow{T}|Φ_d(r)u_d(R)\rangle_{r_n>ρ}. \)
Fig. 1: Interior, surface, and exterior contributions for $^{48}\text{Ca}(d,p)^{49}\text{Ca}$ stripping to the 3/2$^-$ ground state, at $E_d = 13$ (top left), 19.3 (top right), and 56 MeV (bottom). Shown are the peak cross sections of the individual contributions (which are proportional to $|M_{\text{int}}^{\text{post}}(0,\rho)|^2$, $|M_{\text{surf}}(\rho)|^2$, $|M_{\text{ext}}^{\text{prior}}(\rho, \infty)|^2$, respectively), as a function of surface radius selected. The results are normalized to the peak cross section of the full calculation.

The result in the previous paragraphs follows from $M_{\text{surf}}(0) = M_{\text{surf}}(\infty) = 0$.

If $M_{dp}$ is the matrix element over the whole space (prior or post, since they are equal), then

$$M_{dp} = M_{dp}^{\text{prior}}(0,\rho) + M_{dp}^{\text{prior}}(\rho, \infty),$$

hence

$$M_{dp} = M_{dp}^{\text{post}}(0,\rho) + M_{\text{surf}}(\rho) + M_{dp}^{\text{prior}}(\rho, \infty).$$  \hspace{1cm} (6)

This final equation (6) is of considerable practical value, as it shows a way to separate interior, surface and exterior contributions of different kinds. The split can be examined for a range of surface radii $\rho$. The interior post (first) term is model-dependent, while the exterior prior and surface (second and third) terms are related to the asymptotic properties of the wave function.

The term $M_{\text{surf}}(\rho)$ is called a surface term, although given in equation (6) as a volume integral, because the Green’s theorem allows us to convert a volume integral into the surface integral

$$\int_{r \geq \rho} \, dr \, f(r) \left[ \bar{T} - \bar{\bar{T}} \right] g(r) = \frac{\hbar^2}{2\mu} \int_{r = \rho} \, dS \, [g(r) \nabla_r f(r) - f(r) \nabla_r g(r)]$$

$$= \frac{\hbar^2}{2\mu} \rho^2 \int d\Omega \left[ g(r) \frac{\partial f(r)}{\partial r} - f(r) \frac{\partial g(r)}{\partial r} \right]_{r = \rho}. \hspace{1cm} (7)$$
Fig. 2: Examination of interior, surface, and exterior contributions for transfers to resonance states in $^{21}$O, for the $3/2^+$ resonance at 4.77 MeV. The left panel shows the interior (post) term, the surface term, and the exterior (prior) term, as a function of the surface radius. The right panel shows that improvements to the surface-term-only approximation can be achieved by including contributions from the prior-exterior term and selecting a small surface radius. The potential $V_{inA}$, which binds the neutron to the $^{20}$O nucleus, has a radius of 3.39 fm and a diffuseness of 0.65 fm.

3. Surface transfer operator in first-order models

The matrix elements of a surface transfer operator $M_{surf}(\rho)$ can be very simply calculated in first-order DWBA. We may simply take the difference of equations (5) and (6) above, giving

$$M_{surf}(\rho) = M_{dp}^{post}(0, \rho) - M_{dp}^{prior}(0, \rho).$$

This can be easily accomplished using any code for first-order finite-range transfer calculations, such as FRES CO [4]. Using this equation we first examined [5, 6] the sizes of the three terms in equation (6) for a range of bound and resonant states for the final neutron in a (d,p) reaction.

Fig. 1 shows, within the DWBA formalism, that the surface contribution is dominant for bound states at around 5-7 fm for the $^{48}$Ca(d,p) at three different beam energies. But still there are non-negligible contributions from both the interior (post) and exterior (prior) terms.

We have also carried out calculations that test the dominance of the surface term for transfer reactions that populate resonances, such as the $3/2^+$ resonance in $^{21}$O at 4.77 MeV measured recently in a $^{20}$O(d,p) experiment [7]. We see in the left panel of Fig. 2 that at around $\rho = 5$ fm the surface term appears to largely dominate. However, the other terms contribute not incoherently as cross sections, but coherently as amplitudes. The red-dashed curve in the right panel shows the angular distribution arising solely from the surface term, and this is clearly short of the exact result. Adding in an exterior-prior contribution does improve the accuracy considerably, but still not entirely.

4. Surface transfer operator in coupled-channel models

The surface contributions extracted in the previous section are within the context of first-order theory, as then post and prior matrix elements give identical results and differences can be taken. If breakup in the entrance channel, say, is important, then it is necessary to go beyond first order. In that case, only the post matrix element uses the coupled-channels wave function in the entrance channel from the CDCC methods discussed earlier. This means that the surface operator has to be calculated explicitly in terms of the multi-channel CDCC wave functions $\psi_{CDCC}(R, r)$. In coupled-channel models for transfers, we use a source term $S_\beta(R')$ that depends on $\psi_{CDCC}(R, r)$ to calculate the matrix elements $M_\beta$ as the
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asymptotic amplitude of the outgoing wave solutions of \([E_\beta - H_\beta]u_\beta(R') = S_\beta(R')\), where \(R' \equiv r_p\) is the coordinate of the exiting proton.

In order to calculate transfer cross sections with the surface operator at some final neutron radius \(r' = \rho\), we now have to implement the general surface operator of eq. (7), not just its value from the ‘prior–post’ difference as used in eq. (8) above.

The source term \(S_\beta(R')\) for the transfer channel using the surface operator at radius \(r' = \rho\) is

\[
S_{\beta,\alpha}^{\text{surf}}(R') = \langle Y_\beta(\hat{R}', \hat{r}')|\Phi_\beta(r')|T_{\alpha} - T_{\alpha}^\dagger|\psi_{\text{CDCC}}(R, r)\rangle_{r' > \rho} \tag{9}
\]

\[
= \langle Y_\beta(\hat{R}', \hat{r}')|\Phi_\beta(r')|T_{\alpha} - T_{\alpha}^\dagger|\psi_{\text{CDCC}}(R, r)\rangle_{r' > \rho} \tag{10}
\]

where \(r' \equiv r_n\) is the coordinate of the neutron in the final state. Transforming this matrix element into a surface integral with Green’s theorem, we have

\[
S_{\beta,\alpha}^{\text{surf}}(R') = \frac{\hbar^2}{2\mu_\alpha} \int_0^\infty dr' \left\langle Y_\beta(\hat{R}', \hat{r}')|\delta(r'-\rho)\left[\psi_{\text{CDCC}}(R, r)\frac{\partial\Phi_\beta(r')}{\partial r'} - \Phi_\beta(r')\frac{\partial\psi_{\text{CDCC}}(R, r)}{\partial r'}\right]\right\rangle \tag{11}
\]

Since the derivative operator \(\partial / \partial r'\) acts on both the radial and angular components of the vectors \((\vec{R}, \vec{r})\) in the entrance channel, a large number of terms and derivatives need to be evaluated:

\[
\frac{\partial}{\partial r'} Y_m^\ell(\hat{r}') \frac{\phi_\alpha(r)}{r} = \frac{\phi_\alpha(r)}{r} \frac{\partial}{\partial r'} Y_m^\ell(\hat{r}') + Y_m^\ell(\hat{r}') \frac{\partial}{\partial r'} \frac{\phi_\alpha(r)}{r} = \frac{p}{r} \left\{ \frac{4\pi\ell(2\ell+1)}{3} \frac{\phi_\alpha(r)}{r} \sum_{\lambda=-1}^1 (\ell-1-m-\lambda) Y_{\ell-1}^{m-\lambda}(\hat{r}') Y_{\ell}^m(\hat{r}') \hat{r}' \cdot \hat{r} \left[ \phi_\alpha(r) - \frac{\ell+1}{r} \phi_\alpha(r) \right] \right\} \tag{12}
\]

The needed source term \(S_{\beta,\alpha}^{\text{surf}}(R')\) in a final (proton) channel \(\beta\) from the initial (deuteron) channel \(\alpha\) is, with the surface operator,

\[
S_{\beta,\alpha}^{\text{surf}}(R') = \langle Y_\beta(\hat{R}', \hat{r}')|\Phi_\beta(r')|T_{\alpha} - T_{\alpha}^\dagger|\Phi_\alpha(r) Y_L(\hat{R}) u_\alpha(R)\rangle_{r' > \rho} \tag{13}
\]

where \(\Phi_\beta\) is the final state of the neutron, whether bound or unbound. This coupling is non-local as \(R' \neq R\), and depends on the derivatives of the deuteron incoming wave function \(u_\alpha(R)\), so we need to calculate the two non-local kernel functions \(X_{\beta\alpha}(R', R)\) and \(Y_{\beta\alpha}(R', R)\) to give the source term as

\[
S_{\beta,\alpha}^{\text{surf}}(R') = \int_0^\infty dR X_{\beta\alpha}(R', R) u_\alpha(R) + \int_0^\infty dR Y_{\beta\alpha}(R', R) \left[ u_\alpha'(R) - \frac{L_\alpha + 1}{R} u_\alpha(R) \right] \tag{14}
\]

The derivative operators in Eq. (13) operate on all of the radii \(r, R\) and their angles \(\hat{r}, \hat{R}\), so \(X\) has four terms. Using the \(\Phi_\alpha(r)\) and \(\Phi_\alpha(r) = \frac{1}{r} (\phi_\alpha(r) - \frac{\ell+1}{r} \phi_\alpha(r))\) variables for both entrance and exit
channels, kinematical coefficients $a', b', p, P, J,$ and Clebsch-Gordan products $G_{m_1LM_lM_{l'}}^{\alpha'\alpha}$, we derived

$$X_{\alpha'\alpha}(R', R) = \frac{\hbar^2}{2\mu a'} \sum_{m_1LM_lM_{l'}} G_{m_1LM_lM_{l'}}^{\alpha'\alpha} P^{m_1}_{L'} |(\cos \theta_{L'}) P^{M_{l'+m_1-m_1'}}_{L} |(\cos \theta_{R'})$$

$$\left[ \Phi_{\beta}(\rho) Y_{L'}^{M_{l'}}(\hat{R}) Y_{L}^{m_1}(\hat{r}) \Phi_{\alpha}(r) - \Phi_{\beta}(\rho) Y_{L'}^{M_{l'}}(\hat{R}) \rho \frac{4\pi \ell(2\ell+1)}{3} \sum_{\lambda=-1}^{1} \langle \ell-1 m_{\ell}-\lambda, 1\lambda |(\ell m_{\ell}) Y_{L}^{m_1-\lambda}(\hat{r}) Y_{L}^{\lambda}(\hat{r}) \Phi_{\alpha}(r)$$

$$- \Phi_{\beta}(\rho) Y_{L'}^{M_{l'}}(\hat{R}) \frac{P}{\rho} \frac{4\pi L(2L+1)}{3} \sum_{\Lambda=-1}^{1} \langle L-1 M_{L}-\lambda, 1\Lambda |LM_{L}) Y_{L-1}^{M_{l'}-\Lambda}(\hat{R}) Y_{L}^{\lambda}(\hat{r}) \right],$$

and the derivative term (with $M_{L} = 0)$:

$$Y_{\alpha'\alpha}(R', R) = -J \frac{\hbar^2}{2\mu a'} \sum_{m_1LM_lM_{l'}} G_{m_1LM_lM_{l'}}^{\alpha'\alpha} P^{m_1}_{L'} |(\cos \theta_{L'}) P^{M_{l'+m_1-m_1'}}_{L} |(\cos \theta_{R'}) Y_{L}^{m_1}(\hat{r}) Y_{L}^{0}(\hat{R}).$$

We use the rotated coordinate frame that has the $z$-axis parallel to $R$ and the $x$-axis in the plane of $R$ and $R'$. The resulting operator is still non-local like other finite-range transfer operators, but does not require any internal quadrature over angles. The integral operators, when $r = aR + bR'$, are now

$$\int d\hat{R'} \int d\hat{R} \delta(\hat{r}' - \rho) = \frac{8\pi^2 \rho}{d'b'R'R} \left. \right|_{a=0}^{b=0} \frac{(\rho^2 - d^2R'^2 + b^2R'^2)}{2(a'b'R'R')},$$

These expressions (15) and (16) have been directly implemented in a LLNL version of our coupled-channels code FRESO [4]. In this way we can go beyond first order for neutron transfers both to bound
and resonance states. The new calculations for the surface term have been validated by comparison with the angular cross sections obtained in the work described in the previous section 3. The comparisons are shown in Figure 3.

Furthermore, their values depends only on the wave function $\Phi_\beta(\rho)$ and derivative $\Phi'_\beta(\rho)$ of the final neutron wave function at the surface, and these are precisely the numbers that can be uniquely obtained from standard R-matrix fits of pole positions and reduced-width amplitudes.

When using the surface term derived from CDCC wave functions, the exterior-prior term in eq. (6) does not appear. That is because the prior term is the coupling derived from $\gamma_{\text{prior}} = V_{nA} + V_{pA} - U_{dA}$, and this interaction potential is expected to be that which is diagonalized by the CDCC solution.

5. Results

Nevertheless, as shown in the previous section, the interior-post terms are still significant and need to be added coherently to the surface contributions. The exterior-prior term is not expected to be present if we use sufficiently accurate CDCC wave functions in the source term.

Figure 4 shows the relative sizes of these terms for a $^{20}\text{O}(d,p)^{21}\text{O}$ reaction that populates a $d$-wave neutron resonance at 0.9 MeV. The different panels show the effects of different radii of the surface, where the black curve shows the surface term, the red line the interior post by itself, and the green curve shows their coherent sum. Except for the smallest surface radius, the coherent sums are nearly constant, but there are large variations in the relative sizes of the surface and interior-post terms. This will provide an essential tool for probing how much these transfer cross sections measure the surface properties described by R-matrix theory, compared with measuring in part the interior part of the resonance wave functions.
6. Discussion

Our aim is to fit neutron pole energies and partial widths to (d,p) cross sections across a resonance. There have been experiments with many wide and narrow resonances, often overlapping, such as the early $^{15}\text{N}(d,p)^{16}\text{N}^*$ experiments of [8,9]. Our results can be generalized to multichannel exit wave functions, so that, for example, if experiments measure $^{12}\text{N}(d,p)^{16}\text{N}^* \rightarrow \alpha + ^{12}\text{B}$, then the results of our analyses can be used to predict the $(n,\alpha)$ cross section for a $^{12}\text{N}$ target.

Experimentally, resonance structures are most often studied in elastic and inelastic scattering reactions. For those reactions, the phenomenological R-matrix approach has been extremely useful for the interpretation of experiments and for extracting resonance energies and widths from measured cross sections. The surface integral formalism is essentially an extension of the R-matrix approach to (d,p) transfer reactions. It holds the potential to overcome present difficulties in describing transfers to resonance states and to become a practical and sound way for extracting structure information from transfer experiments, since: a) It reduces the dependence of the cross section calculations on the model used for the nuclear interior; b) it reduce (in DWBA) or eliminates (in CDCC) the impact of the slow convergence of calculations of the exterior term when resonances are considered; and c) it establishes a useful link between resonance properties and transfer observables, since the surface term $M_{\text{surf}}(\rho)$ can be parameterized in terms of quantities that are familiar from traditional R-matrix approaches. When resonance studies were carried out in the DBWA formalism, convergence was found to be difficult to achieve, but the results obtained so far show trends similar to what was found for bound states, with reduced contributions from the nuclear interior.

In conclusion, we note that the surface formalism for studying resonances with (d,p) uses successful R-matrix ideas to emphasize asymptotic properties of the wave function. It is based on a separation into interior and exterior, and leads to a surface term which can be expressed in terms of familiar R-matrix parameters, thus providing spectroscopic information. Our DWBA and CDCC studies show that the surface term is dominant both in first-order and higher-order calculations, and that the dependence on a model for nuclear interior is reduced. The surface term alone is not sufficient, however, to entirely describe the cross sections for transfer reactions, since we find that corrections are required. We expect that an accurate CDCC implementation (which includes breakup effects) should already include copings in the exterior, so that there will be no need to include the exterior-prior term when using the formalism laid out here.
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Abstract

We present in this paper a formalism for deuteron–induced inclusive reactions. We disentangle direct elastic breakup contributions from other processes (which we generically call non–elastic breakup) implying a capture of the neutron both above and below the neutron emission threshold. The reaction is described as a two step process, namely the breakup of the deuteron followed by the propagation of the neutron–target system driven by an optical potential. The final state interaction between the neutron and the target can eventually form an excited compound nucleus. Within this context, the direct neutron transfer to a sharp bound state is a limiting case of the present formalism.

1. Introduction

The population of discrete neutron states with \((d, p)\) transfer reactions is a well established experimental method. It has proven to be the tool of choice for the study of the single–particle nature of states close to the Fermi energy, providing information about the energy, spin, parity, and spectroscopic factors, of those states. As a result of the coupling with more complex nuclear degrees of freedom, some of them get fragmented and spread over a finite energy region, and, as we move away from the Fermi energy, they acquire larger energy widths. As we go towards the neutron drip line, the Fermi energy gets closer to the neutron–emission threshold, and, eventually, slides into the continuum. Standard direct transfer reaction theory, such as the Distorted Wave Born Approximation (DWBA) and coupled channels approaches, deal, as a rule, with the population of sharp discrete states. They are thus not well adapted for the description of the transfer to wide states, let alone to states in the continuum region of the spectrum. Early works to provide a more suitable formalism were initiated in the late 70’s, but the activity in this field ended quite early in the 80’s, leaving behind an unresolved controversy regarding different approaches ([1, 2, 3, 4, 5, 6, 7, 8, 9]). Recently, a few groups have revived the subject, producing different computer codes to implement the reaction formalism ([10, 11, 12]). Though their approaches are slightly different, they are all based on a two–step description of the reaction mechanism. The two steps considered to describe the deuteron–target reaction are the breakup of the deuteron followed by a propagation of the loose neutron in the target field. This field is modeled with an optical potential, and can account for the absorption of the neutron both in finite–width bound states and in the above neutron–emission threshold continuum states.

Aside from providing valuable spectroscopic information about the nature of single-particle states in nuclei, the absorption of the neutron can be used at profit to study neutron–induced reactions in radio active isotopes with the surrogate reaction method in inverse kinematics. A considerable theoretical and experimental effort is being devoted to the study of neutron capture \((n, γ)\) and neutron–induced fission \((n, f)\) reactions in exotic nuclei making use of the surrogate method ([13, 14, 15, 16, 17, 18]). In these experiments, an exotic beam impinging on a deuteron target absorbs the neutron of the deuteron, forming an (as a rule) excited compound nucleus that later decays emitting principally \(γ\) radiation and neutrons. The theoretical prediction of the cross section for the formation of the compound nucleus in a state of given excitation energy, angular momentum and parity (see [10]) is key for the extraction of...
the \((n,\gamma)\) cross sections from the analysis of the experiment ([18]). In section (1.) we briefly introduce the formalism, (we refer to [10] for a detailed derivation), and provide specific expressions for the numerical calculation of non-elastic breakup cross sections. In section (1) we show examples of final neutron states, and we discuss the relationship between the population of states below neutron-emission threshold and the direct neutron transfer in the DWBA approximation.

2. Theoretical formulation

2.1 General formalism in the prior representation

Let us consider the reaction \(A(d,p)B^*\) which includes elastic breakup and any other inelastic processes. The three-body Hamiltonian for the problem is

\[
H = K_n + K_p + h_A(\xi_A) + V_{pn}(r_{pn}) + V_{An}(r_{An}; \xi_A) + U_{Ap}(r_{Ap}),
\]

where \(K_n\) and \(K_p\) are the kinetic energy operators acting on the neutron and proton coordinates respectively. We have adopted a spectator approximation for the outgoing proton, we thus model its interaction with the target by means of an optical potential \(U_{Ap}\). The coordinates used throughout are defined in Fig. 1. Starting from neutron-target \((U_{An})\) and deuteron-target \((U_{Ad})\) optical potentials, we can define the optical model Green’s function in the breakup channel,

\[
G_{B}^{opt} = \frac{1}{E - E_p - \varepsilon_A - K_n - U_{An}(r_{An}) + i\varepsilon},
\]

and the source term

\[
S_{prior} = \left( \chi_f^{(-)}|U_{Ap} - U_{Ad} + U_{An}|\phi_d \chi_i \right),
\]

where round bracket indicates integration over the proton coordinate only, and the proton distorted wave \(\chi_f^{(-)}\) satisfies the equation

\[
\left(E_f - K_p - U_{Ap}^+\right)\chi_f^{(-)} = 0,
\]

where \(E_f\) is the final channel energy. We can then define the neutron final wavefunction in the prior representation,

\[
\psi_{n}^{prior} = G_{B}^{opt} S_{prior},
\]

and the non-orthogonality function

\[
\psi_{n}^{HM} = \left( \chi_f^{(-)}|\phi_d \chi_i \right).
\]

It can be shown (see [10]) that the non-elastic breakup cross section in the prior representation can then be written in term of (5) and (6) as

\[
\frac{d^2\sigma}{d\Omega_d dE_p} \bigg|^{NEB} = -\frac{2}{\hbar \omega_d} \rho_p(E_p) \left[ 3 \left\langle \psi_{n}^{prior} | W_{An} | \psi_{n}^{prior} \right\rangle 
+ 2\Re \left( \psi_{n}^{HM} | W_{An} | \psi_{n}^{prior} \right) + \left( \psi_{n}^{HM} | W_{An} | \psi_{n}^{HM} \right) \right],
\]
where
\[
\rho_p(E_p) = \frac{m_p k_p}{8 \pi^3 \hbar^2}
\] (8)
is the proton level density, and \(E_p\) is the kinetic energy of the detected proton.

\section*{2.2 Partial wave expansion}

The implementation of the formalism relies on the numerical evaluation of the source term
\[
S_{\text{prior}}(r_{Bn}; k_p) = \langle \chi_p | V | \phi_d \chi_d \rangle
\]
\[
= \int dr_A p^{-1}(r_{Ap}; k_p) V(r_{An}, r_{Bn}, r_{pn}) \phi_d(r_{pn}) \chi_d^{(+)}(r_d).
\] (9)

It is convenient to express the quantities of interest in terms of a partial wave expansion
\[
S_{\text{prior}}(r_{Bn}; k_p) = \frac{2m_n}{\hbar^2} \sum_{l m_p} F_{l m}^{l p}(r_{Bn}; k_p) \sqrt{l + 1} Y^l_{m} \left( \hat{k}_p \right).
\] (10)

Let’s first extract the dependence of the neutron final angular momentum \(l\) by defining the \(F\) coefficients,
\[
F_{l m}(r_{Bn}; k_p) = \int d\Omega_{Bn} S_{\text{prior}}(r_{Bn}; k_p) Y^l_m(\theta_{Bn}),
\] (11)
and \(d\Omega_{Bn} \equiv \sin(\theta_{Bn}) d\theta_{Bn} d\phi_{Bn}\). The distorted waves of the proton and the deuteron can be expanded in partial waves in a standard way,
\[
\chi_p^{(-)}(r_{Ap}; k_p) = \frac{4\pi}{k_p r_{AP}} \sum_{l p} \int_{l-p} d\sigma_{l p}^p f_{l p}(r_{Ap}) \sqrt{2l_p + 1} \left[ Y^l_p(\hat{r}_{Ap}) Y^l_p(\hat{k}_p) \right]_0^0,
\] (12)
where \( f_l(r_{Ap}) \) is the solution, for each partial wave, of the radial part of the Schrödinger equation with an optical potential \( U_{Ap}(r_{Ap}) \).

\[
\chi_d(+) (r_d) = \frac{4\pi}{k_dr_d} \sum_{l_d} i^{l_d} e^{i\sigma_p^{l_d}} g_{l_d}(r_d) \sqrt{2l_d + 1} \left[ Y^{l_d}(\hat{r}_d) Y^{l_d}(\hat{k}_d) \right]_0^0.
\] (13)

In this last expression, \( g_l(r_d) \) is the solution, for each partial wave, of the radial part of the Schrödinger equation with the optical potential \( U_{Ad}(r_d) \) describing the relative motion between the deuteron and \( A \) in the initial channel. If we only take into account the \( S \)-wave component of the deuteron wavefunction, we can write

\[
\phi_d(r_{pm}) = \frac{1}{\sqrt{4\pi}} u_d(r_{pm}).
\] (14)

Then

\[
F_{lm}(r_{Bn}, k_p) = \frac{8\pi^{3/2}}{k_d k_p} \sum_{l_p, l_d} i^{l_d-l_p} e^{i\sigma_p^{l_d}+\sigma_p^{l_p}} \sqrt{(2l_p + 1)(2l_d + 1)}
\]

\[
\times \int dr_{Ap} d\Omega_{Ap} d\Omega_{Bn} r_{Ap} f_{lp}(r_{Ap}) g_{l_d}(r_d) r_d u_d(r_{pm}) V(r_{An}, r_{Bn}, r_{pm})
\]

\[
\times \left[ Y^{l_p}(\hat{r}_Ap) Y^{l_d}(\hat{k}_d) \right]_0^0 \left[ Y^{l_p}(\hat{r}_d) Y^{l_d}(\hat{k}_d) \right]_0^0 Y^{l_p}_m(\theta_{Bn}).
\] (15)

After some Racah algebra, we get

\[
F_{lm}(r_{Bn}, k_p) = \frac{8\pi^{3/2}}{k_d k_p} \sum_{l_p, l_d} i^{l_d-l_p} e^{i\sigma_p^{l_d}+\sigma_p^{l_p}} \sum_{K, M} (-1)^{K-M} \left[ Y^{l_p}(\hat{k}_p) Y^{l_d}(\hat{k}_d) \right]_M^K
\]

\[
\times \int dr_{Ap} d\Omega_{Ap} d\Omega_{Bn} r_{Ap} f_{lp}(r_{Ap}) g_{l_d}(r_d) r_d u_d(r_{pm}) V(r_{An}, r_{Bn}, r_{pm})
\]

\[
\times \left[ Y^{l_p}(\hat{r}_Ap) Y^{l_d}(\hat{r}_d) \right]_M^K \left[ Y^{l_p}(\hat{r}_d) Y^{l_d}(\hat{k}_d) \right]_M^{l_d} (-1)^{l_m} Y^{l}_m(\theta_{Bn}).
\] (16)

We can then make the replacement

\[
\left[ Y^{l_p}(\hat{r}_Ap) Y^{l_d}(\hat{r}_d) \right]_M^{l_d} Y^{l}_m(\theta_{Bn}) \to \langle l \, m \mid m \rangle \left\{ Y^{l_p}(\hat{r}_Ap) Y^{l_d}(\hat{r}_d) \right\} Y^{l}_m(\theta_{Bn}) \right\}_0^0
\]

\[
= \frac{(-1)^{l_m}}{\sqrt{2l+1}} \left\{ Y^{l_p}(\hat{r}_Ap) Y^{l_d}(\hat{r}_d) \right\}_0^0, \] (17)

as all other possible angular momentum couplings integrate to zero. Note that this is required for angular momentum conservation. The integrand being rotationally invariant, we can evaluate it for a particular configuration (say, the \( z \)-axis along \( r_{Bn}, k_p \) and \( r_{Ap} \) lying in the \( xy \) plane) and multiply the result by a factor of \( 8\pi^2 \) (resulting from the integration over \( \phi_{Ap}, \phi_{Bn} \) and \( \theta_{Bn} \)). Then one can then write the \( l, m, l_p \)
The neutron wavefunction coefficient defined in eq. (10) as the 2–D integral that is numerically evaluated in our code,

\[ R_{lm}(r_{BN}; k_p) = (-1)^m \frac{16\pi^{5/2}}{k_d k_p} \sum_{l_d} r_d^{-l_d} e^{i\sigma_d^{l_d} + \sigma_d^{l_d}}} \langle l_d l_d - m 0|l - m \rangle 
\]

\[ \times \sqrt{\frac{2I_d + 1}{2I + 1}} \int r_{Ap} dr_{Ap} \sin(\theta) d\theta \frac{f_{lp}(r_{Ap}) g_{l_d}(r_d)}{r_d} 
\]

\[ \times u_d(r_{pn}) V(r_{An}, r_{BN}, r_{pn}) \left[ Y_{lj}^{l_p}(\theta) Y_{lj}^{l_d}(\theta_d) \right]_0^1, \]  

(18)

where \( \theta_d, r_{pn}, r_d \) are obtained as functions of \( r_{Ap}, r_{BN}, \theta, \theta_{BN} \) according to the definitions found in Fig. 1 and are to be evaluated for \( \theta_{BN} = 0 \).

The non orthogonality term defined in eq. (6) can also be expanded in partial waves in a very similar way,

\[ \psi_{n}^{HM}(r_{BN}; k_p) = \sum_{l,m,l_p} \Phi_{lm}(r_{BN}; k_p) Y_{lm}^{l_p}(\theta_{BN}) Y_{lm}^{l_p}(k_p) / r_{BN}, \]

(19)

with

\[ \Phi_{lm}(r_{BN}; k_p) = (-1)^m \frac{16\pi^{5/2}}{k_d k_p} \sum_{l_d} r_d^{-l_d} e^{i\sigma_d^{l_d} + \sigma_d^{l_d}}} \langle l_d l_d - m 0|l - m \rangle 
\]

\[ \times \sqrt{\frac{2I_d + 1}{2I + 1}} \int r_{Ap} dr_{Ap} \sin(\theta) d\theta \frac{f_{lp}(r_{Ap}) g_{l_d}(r_d)}{r_d} u_d(r_{pn}) \left[ Y_{lj}^{l_p}(\theta) Y_{lj}^{l_d}(\theta_d) \right]_0^1. \]  

(20)

### 2.3 Neutron wavefunction

The partial wave expansion of the Green’s function (2) for a given neutron energy \( \epsilon \) can be written as

\[ G_l(r_{BN}, r_{BN}’) = \frac{f_l(k_n, r_{BN}’)|G_l(k_n, r_{BN})|}{k_n r_{BN} r_{BN}’}, \]

(21)

where \( k_n = \sqrt{2m_n \epsilon / \hbar} \), and \( f_l(k_n, r_{BN}) (g_l(k_n, r_{BN})) \) is the regular (irregular) solution of the homogeneous equation

\[ \left( -\frac{\hbar^2}{2m_n} \frac{\partial^2}{\partial r_{BN}^2} + U_{BN}(r_{BN}) + \frac{\hbar^2 l(l+1)}{2m_n r_{BN}^2} - \epsilon \right) \{ f_l(k_n, r_{BN}), g_l(k_n, r_{BN}) \} = 0. \]

(22)

The neutron wavefunction

\[ \psi_{n}(r_{BN}; k_p) = \sum_{l,m,l_p} \Phi_{lm}(r_{BN}; k_p) Y_{lm}^{l_p}(\theta_{BN}) Y_{lm}^{l_p}(k_p) / r_{BN}, \]

(23)

can then be obtained according to eq. (5),

\[ \Phi_{lm}(r_{BN}, k_p) = \int G_l(r_{BN}, r_{BN}’) \mathcal{R}_{lm}(r_{BN}’; k_p) r_{BN}^2 dr_{BN} 
\]

\[ = \frac{1}{k_n} \left[ g_l(k_n, r_{BN}) \int_{r_{BN}}^{r_{BN}’} f_l(k_n, r_{BN}’)|\mathcal{R}_{lm}(r_{BN}’; k_p)| r_{BN}’ dr_{BN}’ \right. 
\]

\[ + f_l(k_n, r_{BN}) \int_{r_{BN}}^{\infty} g_l(k_n, r_{BN}’)|\mathcal{R}_{lm}(r_{BN}’; k_p)| r_{BN}’ dr_{BN}’. \]  

(24)
Fig. 2: Neutron partial wave coefficient $\phi_{000}(r_{Bn})$ for $\varepsilon = 2.5$ MeV (dashed black line) and $\varepsilon = -7.5$ MeV (red line).

3. Results

It is important to note that the neutron wavefunctions (23) are not eigenfunctions of a hermitian Hamiltonian, and can be associated with any arbitrary energy $\varepsilon$, both positive and negative. In order to get the physical wavefunctions, the corresponding boundary conditions have to be enforced by implementing them in the Green’s function (21). In order to do that, we impose $\lim_{r_{An} \to 0} f_l(k_n, r_{An}) = 0$ for the regular solution. At large distances the boundary condition of course depends on whether the energy $\varepsilon$ is positive or negative. For scattering neutron states (positive $\varepsilon$),

$$\lim_{r_{An} \to \infty} g_l(k_n, r_{An}) \to e^{i(k_n r_{An} - \frac{\pi}{2})},$$

while for final neutron bound states (negative $\varepsilon$),

$$\lim_{r_{An} \to \infty} g_l(k_n, r_{An}) \to e^{-(\kappa_n r_{An})},$$

with $\kappa_n = \sqrt{-2m_n \varepsilon}/\hbar$. This last, somewhat less standard, condition can be implemented by integrating inwards numerically a function with the boundary condition

$$g_l(k_n, R_{\infty} - h) = \frac{g_l(k_n, R_{\infty})}{(1 - \kappa_n h)},$$

where $R_{\infty}$ is a large value of the radius and $h$ is the numerical integration step, chosen such that $\kappa_n h \ll 1$. We can thus use eq. (24) to obtain the neutron wavefunction for arbitrary positive and negative energies. As an example, we show in Fig. 2 the wavefunction $\phi_{000}$ for $\varepsilon = 2.5$ MeV and $\varepsilon = -7.5$ MeV. The neutron wavefunction (23) and the non–orthogonality term (19) can then be used in (7) to obtain the non–elastic breakup cross section. If the final neutron energy is negative, the capture of the neutron in a region in which the imaginary part $W_{An}$ of the optical is small is related to the direct transfer to a sharp bound state. Actually, it can be shown (see [10]) that, in first order of $\langle W_{An} \rangle \equiv \langle \phi_n|W_{An}|\phi_n \rangle$, there is a simple relationship between the cross section for the capture of a neutron in a bound state of finite width and the cross section for the direct transfer to the corresponding zero–width bound state. Assuming that
Inclusive deuteron–induced reactions and final neutron states

Fig. 3: Non–elastic breakup cross section computed at neutron energies $E$ around a resonance $E_n = -1$ MeV. We compare the complete calculation (left side of eq. (29)) with the isolated–resonance, first–order approximation (right side of eq. (29)), for $W_{An} = 0.5$ MeV, $W_{An} = 3$ MeV and $W_{An} = 10$ MeV. The arrow indicates the value of the eigenstate $E_n$ corresponding to the real part of the optical potential $U_{An}$, and the vertical dashed line is drawn at the neutron–emission threshold.

the one–neutron transfer DWBA amplitude

$$T_n^{(1NT)} = \int \phi_n^* \left( \chi_j \right) \left| V_{prior} \right| \phi_d \chi_i \right) d\mathbf{r}'_{An}$$ (28)

to the single–particle state $\phi_n$ of the target–neutron residual nucleus is constant in an energy range of the order of $\Gamma_n = 2 \langle W_{An} \rangle$, we have

$$\frac{d^2 \sigma}{d\Omega_p dE_p}(E, \Omega) \approx \frac{1}{2\pi} \frac{\Gamma_n}{(E_n - E)^2 + \Gamma_n^2/4} \frac{d\sigma_n}{d\Omega}(\Omega),$$ (29)

where $\frac{d\sigma_n}{d\Omega}$ is the direct transfer differential cross section to the $n$th eigenstate of the real potential. For the above approximation to be valid, $\langle W_{An} \rangle$ needs to be small, and the distance $\Delta E$ between the resonance $E_n$ and the closest one has to be big enough ($\Delta E \gg \Gamma_n$). In particular, the latter condition is hardly verified if the resonance is too close (i.e., within a distance of the order or smaller than $\Gamma_n$) to the continuum (neutron emission threshold). In Fig. 3 we compare the first order approximation with the exact calculation for energies close to a resonance 1 MeV away from the neutron emission threshold, for three different values of $W_{An}$.

4. Conclusions

We have presented a formalism for inclusive deuteron–induced reactions, in which the final neutron–target system is left in an arbitrary state characterized by its energy, angular momentum and parity. The general derivation of the expression of the non–elastic breakup eq. (7) is given elsewhere ([10]), as well as the comparison with experimental results. In this paper we have focused our attention in the final neutron wavefunction, presenting an explicit expression that can be computed numerically (see eqs. (23) and (24)). If the target–neutron interaction is modeled with an optical potential $U_{An}$ with a non–zero imaginary part $W_{An}$, the negative–energy part of the neutron spectrum is no longer discrete. Instead of being composed by sharp single–particle states, the neutron can have any continuous value of the energy above the Fermi energy. This continuous spectrum exhibit a resonant behavior around a discrete set of energies, with widths naturally related with the value of $W_{An}$. We show that, in the limit in which $W_{An}$ is small compared to the real part of $U_{An}$ and to the distance between resonances, the set of discrete resonances can be related to the discrete single–particle spectrum, i.e., the set of eigenvalues corresponding to the real part of $U_{An}$. Moreover, the energy–integrated cross section around a resonance
gives the direct DWBA transfer cross section to that particular state.

Acknowledgements
This work was supported by the National Science Foundation under Grant No. PHY-1403906, and the Department of Energy, Office of Science, Office of Nuclear Physics under award No. DE-FG52-08NA28552, and by Lawrence Livermore National Laboratory under Contract DE-AC52-07NA27344.

References
Elastic and inelastic breakup of deuterons with energy below 100 MeV

B. V. Carlson\textsuperscript{1}, R. Capote\textsuperscript{2}, M. Sin\textsuperscript{3}

\textsuperscript{1}Instituto Tecnológico de Aeronáutica, São José dos Campos SP, Brazil
\textsuperscript{2}NAPC-Nuclear Data Section, International Atomic Energy Agency, 1400 Vienna, Austria
\textsuperscript{3}University of Bucharest, P.O. Box MG-11, 70709 Bucharest-Magurele, Romania

Abstract

We present calculations of deuteron elastic and inelastic breakup cross sections and angular distributions at deuteron energies below 100 MeV obtained using the post-form DWBA approximation. Although the elastic breakup cross section was extensively studied in the past, until recently, very few calculations of inelastic breakup have been performed. We also analyze the angular momentum - energy distributions of the cross section for formation of the compound nucleus after inelastic breakup.

1. Introduction

Deuteron-induced reactions are being used to produce medical radioisotopes \cite{1}, to study the shell structure of exotic nuclei through stripping and as surrogates to neutron-induced reactions (see review \cite{2} and references therein), among recent applications. Although they have been studied for decades \cite{3,4}, the complexity of these reactions continues to make their theoretical description challenging.

The direct reaction mechanism is a major contributor to the deuteron reaction cross section due to the particle’s low binding energy. Competition between elastic breakup, absorption of only a neutron or a proton (stripping and inelastic breakup) and absorption of the deuteron must be taken into account to determine the formation or not of a compound nucleus and its subsequent decay. The inelastic breakup reactions - those in which either only a neutron or a proton is absorbed - are particularly complex, as they form compound nuclei with a wide range of excitation energies and angular momenta. These reactions were discussed at great length in the 80’s but few calculations were performed. Interest in them has resurfaced recently within the context of reactions with exotic nuclei, of which the deuteron may be considered the simplest \cite{5,6}.

We present the results of a theoretical study of elastic and inelastic deuteron breakup for selected targets at incident deuteron energies below 100 MeV. We use the zero-range post-form DWBA approximation to calculate the elastic breakup cross section \cite{3} and its extension to absorption channels to calculate the inelastic breakup cross sections \cite{4}. We discuss the regularities and ambiguities in our results, as well as the irregularities in the inelastic breakup energy and angular momentum distributions that complicate their substitution by a smooth distribution obtained from systematics.

2. Theory

A reasonable theoretical description of elastic deuteron breakup was developed and applied to a multitude of experimental data almost forty years ago by G. Baur and collaborators \cite{3}. The double-differential inelastic breakup cross section can be written in terms of its T-matrix element as

\[
\frac{d^6\sigma^{\text{in}}}{dk_p^3dk_n^3} = \frac{2\pi}{\hbar v_d (2\pi)^6} |T(k_p, k_n; k_d)|^2 \delta(E_d + \varepsilon_d - E_p - E_n) \tag{1}
\]
where $k_n$ and $k_p$ are the final neutron and proton momenta, respectively, $k_d$ is the initial deuteron momentum and the sum of neutron and proton final kinetic energies is constrained to the sum of the initial deuteron kinetic energy and its binding energy by the $\delta$-function. The T-matrix element can be well approximated by the post-form of the DWBA matrix element,

$$
T(k_p, k_n; k_d) = \left\langle \hat{\psi}_p^{(-)}(k_p, r_p) \hat{\psi}_n^{(-)}(k_n, r_n) \left| v_{pn}(r) \right| \psi_d^{(+)}(k_d, R) \phi_d(r) \right\rangle,
$$

which, in turn, can be well-approximated within the zero-range DWBA approximation

$$
T(k_p, k_n; k_d) \rightarrow D_0 \left\langle \hat{\psi}_p^{(-)}(k_p, aR) \psi_n^{(-)}(k_n, R) \Lambda(R) \left| \psi_d^{(+)}(k_d, R) \right\rangle
$$

by including a correction for finite-range effects $\Lambda(R)$ and taking $D_0 = -125$ Mev-fm$^{3/2}$.

To calculate the inelastic breakup cross section, one first analyzes the inclusive double differential breakup cross section, here given for the proton, again in the post-form of the DWBA. The initial state of the target is its ground state, $\Phi_A$, but the final neutron-target state, $\psi_{nA}^c$, can be any composite state allowed by energy and angular momentum conservation,

$$
\frac{d^3 \sigma}{dk_p^3} = \frac{2\pi}{h \nu_d} \frac{1}{(2\pi)^3} \sum_c \left| \left\langle \psi_p^{(-)}(k_p, r_p) \psi_{nA}^c | v_{pn}(r) | \psi_d^{(+)}(k_d, R) \phi_d(r) \right\rangle \right|^2 \delta(E_d + \varepsilon_d - E_p - E_{nA}^c).
$$

Following Kasano and Ichimura, we write the $\delta$-function as the imaginary part of an energy denominator,

$$
\frac{d^3 \sigma}{dk_p^3} = -\frac{2}{h \nu_d} \frac{1}{(2\pi)^3} \text{Im} \sum_c \left\langle \psi_d^{(+)} \Phi_d | \psi_{nA}^c \right\rangle \left\langle \psi_p^{(-)} \psi_{nA}^c | v_{pn}(r) | \psi_d^{(+)} \phi_d \right\rangle \left( E_d^+ + \varepsilon_d - E_p - E_{nA}^c \right)^{-1} \left\langle \psi_p^{(-)} \psi_{nA}^c | v_{pn}(r) | \psi_d^{(+)} \phi_d \right\rangle,
$$

the target ground-state matrix element of which we interpret as a neutron optical propagator,

$$
G_{nA}^{(+)}(E_d + \varepsilon_d - E_p) = \sum_c \left( \Phi_{A} \left| \psi_{nA}^c \right\rangle \frac{1}{E_d^+ + \varepsilon_d - E_p - E_{nA}^c} \left\langle \psi_{nA}^c \left| \Phi_{A} \right\rangle \right.
$$

This furnishes a cross section of the form

$$
\frac{d^3 \sigma}{dk_p^3} = -\frac{2}{h \nu_d} \frac{1}{(2\pi)^3} \text{Im} \left( \chi_n(r_n) \left| G_{nA}^{(+)}(E_d + \varepsilon_d - E_p) \right\rangle \chi_n(r_n) \right),
$$

where the effective neutron wave function is given by

$$
\chi_n(r_n) = \left\langle \psi_p^{(-)}(r_p) | v_{pn}(r) | \psi_d^{(+)}(R) \phi_d(r) \right\rangle.
$$

To reduce this further, the imaginary part of the optical propagator is decomposed as

$$
\text{Im} G_n = (1 + G_n U_n^+ \text{Im} G_0 (1 + U_n G_n) + G_n^+ W_n G_n.
$$

The inclusive proton emission cross section from breakup can then be separated into an elastic and inelastic part, denoted here by $bu$ for elastic breakup and $bf$ for inelastic breakup or breakup-fusion,
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Fig. 1: (a) Proton and neutron emission spectra from elastic and inelastic breakup spectra of 30 MeV deuterons incident on $^{48}$Ti. (b) Proton and neutron emission spectra from elastic and inelastic breakup spectra of 30 MeV deuterons incident on $^{181}$Ta.

corresponding to the first and second terms of the decomposition of the propagator, respectively,

$$\frac{d^3\sigma}{dk_p^3} = \frac{d^3\sigma^{b\alpha}}{dk_p^3} + \frac{d^3\sigma^{b\beta}}{dk_p^3}. \quad (9)$$

The contribution due to elastic breakup

$$\frac{d^3\sigma^{b\alpha}}{dk_p^3} = \frac{2\pi}{\hbar v_d (2\pi)^3} \int \frac{d^3k_n}{(2\pi)^3} |T(k_p, k_n; k_d)|^2 \delta(E_d + \epsilon_d - E_p - E_n), \quad (10)$$

is just the double differential cross section of Eq. (1) integrated over the neutron momentum. The inelastic breakup cross section takes the form of an expectation value of the imaginary part of the optical potential,

$$\frac{d^3\sigma^{b\beta}}{dk_p^3} = -\frac{2}{\hbar v_d (2\pi)^3} \left\langle \Psi_n(k_p, r_n; k_d) | W_n(r_n) | \Psi_n(k_p, r_n; k_d) \right\rangle, \quad (11)$$

where the effective neutron wave function is given by

$$|\Psi_n(k_p, r_n; k_d)\rangle \rightarrow D_0 \left( \tilde{\psi}_p^-(k_p, aR) G_n^{(+)}(r_n, R) | v_{jm}(r) \right) \Psi_d^{(+)}(k_d; R) \phi_d(R). \quad (12)$$

The physical interpretation of this cross section is simple: the deuteron first breaks up and, after propagating further, the neutron is absorbed while the proton is emitted. This wave function can be well-approximated in the zero-range approximation, again including the finite range correction $\Lambda(R)$ of Ref. [7], as

$$|\Psi_n(k_p, r_n; k_d)\rangle \rightarrow D_0 \left( \tilde{\psi}_p^-(k_p, aR) G_n^{(+)}(r_n, R) \Lambda(R) | \Psi_d^{(+)}(k_d; R) \right). \quad (13)$$

To perform numerical calculations, the wave functions and matrix elements are expanded in partial waves of the orbital angular momentum alone. We thus neglect the effects of spin-orbit coupling but thereby reduce the number of matrix elements by a factor of almost 12.

To calculate the distorted wave functions, the Koning-Delaroche global optical potentials [8].
were used in the proton and neutron channels while the potentials of Refs. [9] or [10] were used to describe the deuteron scattering. Both deuteron optical potentials yield very similar results. We used the potential of Ref. [9] in the calculations presented here.

The elastic breakup matrix elements of Eq. (3) are only conditionally convergent. A simple brute force application of standard integration methods requires integrating to radii of the order of a nanometer. The numerical integration can be reduced to radii of the order of picometers by using asymptotic expansions of the Coulomb wave functions to approximate the integral in the external region analytically. However, we have found the most efficient means of performing the integrals to be their extension to the complex plane as proposed by Vincent and Fortune [11]. In this case, we can usually limit the numerical integration to several hundreds of fm and could probably limit it even more, were we to invest more effort in the evaluation of the Coulomb wave functions in the complex plane.

3. Calculations

We begin by presenting calculations of neutron and proton spectra from the elastic and inelastic breakup of 30 MeV deuterons incident on $^{48}$Ti and $^{181}$Ta, shown in Fig. 1. In both cases, the inelastic breakup spectra are larger than the elastic ones. The elastic and inelastic spectra for neutron or proton both peak at about the same energy in both reactions with the proton spectra peaking at higher energy than the neutron ones.

The difference in the the maxima of the neutron and proton spectra in Fig. 1 can be interpreted in terms of the Coulomb deceleration of the deuteron and posterior Coulomb acceleration of the outgoing proton. At the radius at which breakup occurs, $R_{bu}$, we would expect the deuteron to have lost a kinetic energy of $Ze^2/R_{bu}$, which is later recovered by the outgoing proton. On the average, we would thus expect to find for the outgoing neutron and proton kinetic energies

$$E_n \approx \frac{1}{2} \left( E_d - \frac{Ze^2}{R_{bu}} - \epsilon_d \right)$$

$$E_p \approx \frac{1}{2} \left( E_d + \frac{Ze^2}{R_{bu}} - \epsilon_d \right).$$

Interpreting the difference in the peaks as the energy difference at the most probable radius, we find the breakup radius $R_{bu}$ to be 10.6 fm for $^{48}$Ti and 14.6 fm for $^{181}$Ta. We compare these values to strong
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Fig. 3: (a) Reaction probabilities as a function of the deuteron angular momentum for 25.5 MeV deuterons incident on $^{48}$Ti. (b) Reaction probabilities as a function of the deuteron angular momentum for 80 MeV deuterons incident on $^{181}$Ta.

interaction radii of 6.0 fm for $^{48}$Ti and 8.6 fm for $^{181}$Ta, obtained by taking $R_{int} \approx 1.25(A^{1/3} + 2^{1/3})$ fm, with $A$ the target mass number. We conclude that the breakup occurs predominantly in the Coulomb field of the target.

In Fig. 2, we compare our calculations with the experimental inclusive double differential proton cross sections for 56 MeV deuterons incident on $^{27}$Al and $^{118}$Sn [12]. The cross sections include protons from both elastic and inelastic breakup. The calculations agree well with the experimental data for the case of $^{27}$Al although the calculations are shifted to slightly higher energies, probably due to the fact that their center-of-mass motion is not extracted correctly. This shift is much smaller in the case of $^{118}$Sn. However, here the spectrum is underpredicted by about 20% at an angle of 9.5° and by a few percent at 13°. As the breakup at small scattering angles (corresponding to large impact parameters) is principally elastic, we suspect that more partial waves should be included in our elastic breakup calculation.

A standard optical model calculation of deuteron scattering furnishes a deuteron absorption probability (transmission coefficient) close to 1 below the grazing value of the angular momentum, corresponding to the solid black lines shown in Fig. 3 for deuterons incident at 25.5 and 80 MeV on $^{181}$Ta. The flux lost due to elastic and inelastic breakup reduces this probability to about 75% for low partial waves in the nuclear interior and eliminates it in the surface region, as shown by the dashed lines in Fig. 3. Also shown are the neutron and proton absorption probabilities from inelastic breakup, which dominate in the surface region and extend into the nuclear interior with probabilities of about 10% and 20%, respectively. Only elastic breakup extends to higher angular momenta outside the range of the nuclear interaction.

A complete calculation of a deuteron-induced reaction must also take into account the formation and decay of the compound nucleus (CN) formed by absorption of the deuteron, as well as those formed by absorption of the neutrons or protons of inelastic breakup. The deuteron absorption cross section is determined by the subtracted transmission coefficients, shown as dashed lines in Fig. 3. The excitation energy of the CN that results is determined by the kinetic energy of the incident deuteron. Inelastic breakup reactions produce protons and neutrons over the entire kinematically allowed range of energy. The corresponding differential formation cross sections are thus distributions in energy and angular momentum. An example, for neutron and proton absorption due to inelastic breakup in deuteron-induced reactions at an incident energy of 25.5 MeV is shown in Fig. 4.

In the reaction at 25.5 MeV, we observe in Fig. 4 that the neutron + target CN formation is
Fig. 4: (a) Energy - angular momentum distribution of neutron + target differential CN formation cross section for 25.5 MeV deuterons incident on $^{181}$Ta. (b) Energy - angular momentum distribution of proton + target differential CN cross section formation for 25.5 MeV deuterons incident on $^{181}$Ta.

well concentrated at lower energies while the proton + target CN formation is concentrated for the most part at higher energies, due to the importance of the Coulomb repulsion at this energy. The separation in energy of the neutron and proton distributions is still visible but becomes less distinct at higher energies. At low incident energies, the proton + target distribution extends to larger values of the angular momentum, mainly due to the higher average energies of the protons that are absorbed.

Well-defined structures in energy and angular momentum appear in the differential cross sections at the incident deuteron energy of 25 Mev and, to a lesser extent, at higher energies. These reactions should thus be used with care as surrogates to other reactions [2]. The compound nucleus formed could have an initial energy-angular momentum distribution very different from the one expected of a neutron- or proton-induced reaction.

4. Summary

We have used the post-form DWBA to calculate elastic and inelastic deuteron breakup cross sections in the zero-range limit. The breakup occurs for the most part outside the range of the nuclear interaction. However, the inelastic breakup cross sections, in which either the proton or neutron is absorbed by the target, are larger than the elastic one, in which the neutron and proton are simultaneously emitted.

The breakup reactions reduce deuteron absorption at small impact parameters by about 25% and dominate the surface region completely. The neutron + target absorption of inelastic breakup tends to occur at lower energy than the proton + target one, due to Coulomb repulsion, which inhibits low-energy protons from entering the range of the nuclear interaction. The low-energy inelastic breakup CN formation cross sections are found to have well-defined structures in energy and angular momentum, which could have important consequences in reactions in which they are intended to serve as surrogates.
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Abstract

A coupled channel model of direct neutron capture and deuteron stripping reactions, which consistently accounts for effects of nuclear deformations in both reactions, is constructed by coupling all incoming and outgoing partitions of both reactions to the same set of collective states. This model is demonstrated using the FRESCO coupled-channels code [1], and it is applied to capture and stripping reactions on even-mass calcium isotopes \(^{40,42,44,46,48}\)Ca.

All incoming and outgoing partitions in capture and stripping reactions were coupled to \(2^+, 4^+,\) and \(3^-\) collective states using a consistent set of deformation lengths. Coupling to these collective states significantly decreases the direct capture cross section relative to the capture in a spherical model for the nuclides considered. Similarly, deuteron stripping is approximately cut in half for the same nuclides. These results suggest that single-particle spectroscopic factors used in this model of direct capture ought to be refitted by computing deuteron stripping with coupling to the same collective states.

1. Introduction

The neutron radiative capture cross section can be computed as a sum of interfering amplitudes of direct, semi-direct, and compound-resonant capture processes. Direct capture take place by a single electromagnetic transition of the neutron from its incoming state in the continuum to its final bound state. Semidirect capture is a two step process that occurs via excitation of a giant dipole nuclear resonance, for example, that subsequently decays via a \(\gamma\)-ray emission. Compound nuclear resonant capture occurs via narrow compound nuclear resonances conventionally described by R-matrix formalism [2], and it constitutes the dominant component of the total low-energy neutron capture on heavy stable nuclides.

Direct capture cross sections can contribute a significant fraction of the total capture on light nuclides or on neutron-rich doubly closed shell nuclei like Ca\(^{48}\) and Sn\(^{132}\) [3]. Nucleosynthesis models of nuclear astrophysics have been found to be sensitive to direct capture cross sections [4]. Furthermore, direct capture is combined with compound resonant capture in evaluations of neutron capture data on light and medium mass nuclei [5].

Direct neutron capture cross sections are conventionally computed using single particle potential models where the incoming neutron wave function is computed in a complex optical potential and
the final bound state is computed in a real potential.\footnote{Potential depth is fitted to the binding energy of the final neutron state.} A matrix element of electromagnetic operators between the initial and the final state is then computed to yield a direct capture cross section. Semidirect capture could be modeled by adding a Lorentzian term to the electromagnetic operator \cite{6} or by a coupled-channel formalism \cite{7,8}.

Previous models of direct neutron capture have accounted for the effects of nonspherical nuclei either in the incoming wave functions only (via nonspherical optical model potentials), \textcolor{red}{or in the final bound states only (via nonspherical real potential wells). Since it is known that spherical optical potentials do not yield good agreement with low energy neutron-scattering observables of deformed nuclei, calculations have been performed in which initial and final states are consistently treated in a nonspherical-nucleus picture. This was accomplished by introducing coupling to the 2+, 4+, and 3- collective states into incoming and outgoing partitions. A spherically symmetric model of direct capture is restored in the limit of removing all couplings to collective states.}

This work focuses on direct capture of thermal neutrons (incident energy 25.3 meV) into even mass calcium isotopes $^{40,42,44,46,48}$Ca for which good data exist \cite{9,11}. Collective strengths and excitation energies for this set of isotopes span a wide range of magnitudes between the two closed shells, as shown in Fig. 1. This leads to a corresponding variety of effects computed by coupling to those collective states.

Thermal neutron capture cross sections are often measured to a relatively high accuracy, including measurements of prompt \(\gamma\)-ray energies and corresponding branching ratios, all of which could be used to test models of neutron capture. Furthermore, relatively large spectroscopic factors of bound states with orbital angular momentum \(l=1\) found in \(^{40,42,44,46,48}$Ca allow electric dipole (E1) capture of low-energy s-wave neutrons into those bound states. This feature makes E1 capture a large and dominant component of total thermal neutron capture. Specifically, the E1 components of the thermal neutron capture capture components has been reported to be 82\%, 93\%, 98\%, 96\%, and 100\% for $^{40,42,44,46,48}$Ca, respectively \cite{9}. The compound resonant component of the thermal neutron capture was computed from the resonance parameters \cite{12} fitted to neutron capture data via the R-matrix formalism in \cite{5}. Compound resonant contribution to thermal neutron capture is practically negligible under the assumption that there are no subthreshold resonances.

Single particle models of direct capture and deuteron stripping are related by spectroscopic factors. A spectroscopic factor of a given bound state quantifies the overlap between it and an idealized single-particle wave function. Spectroscopic factors are conventionally inferred by fitting angular distributions computed by a \((d,p)\) model to measured data \cite{10}. A spectroscopic factor of a given bound state is then used to multiply the direct capture cross section into that state, as shown in Sec. 2.. This connection between direct capture and deuteron stripping suggests that a consistent treatment of both reactions should be pursued.

## 2. Direct capture with couplings to collective states

The expression for direct capture cross section of a neutron in the incoming channel \(\alpha_i\) into a bound state \(b\) via the electromagnetic transition of multipolarity \((LM)\) coupled to total angular momentum \(J_{tot}\) is computed by FRESCO using the partial-wave \(T\)-matrix

\[
T_{LM;\beta\alpha}^{J_{tot}} = -i^{L+1} \sqrt{4\pi} \sqrt{2L+1} \sqrt{\frac{8\pi\hbar c(L+1)}{kL}} \frac{k^L}{k(2L+1)} \sum_{\alpha} \langle \phi_{\beta\alpha} | k^L Y_L^M | \psi_{\alpha\alpha} \rangle
\]  

\(1\)
used in the usual expression for cross sections

\[ \sigma_{\gamma,\alpha}^L = S_b \frac{4\pi}{k_\gamma^2} \frac{1}{(2I_p + 1)(2I_t + 1)} \frac{c}{v_\gamma} \sum_{M_{Jtot}} |T_{L,M;J}^J|^2, \tag{2} \]

where the neutron’s incoming velocity is \( v_i \), \( \gamma \)-ray exit velocity is \( c \), and \( I_p (I_t) \) is the intrinsic spin of the neutron (target). \( S_b \) is the single-particle spectroscopic factor of the bound state obtained by analysis of \((d,p)\) reaction addressed in Sec. 3.. Here the label \( \alpha \) indicates a partial wave component of the initial or the bound neutron wave-functions, with the core \( \Phi_\alpha \) being either in its ground state \( (\alpha = 0^+) \) or in any one of the excited collective states to which these wave functions may couple, namely \( \alpha = 2^+, 4^+, 3^- \), so \( \phi_\alpha = [\Phi_\alpha u_{ia,jb}(r_n)]_b \) for neutron wave function \( u_{ia,jb}(r_n) \) [13]. At this stage transitions are considered for which the core remains in the same fractional state \( \alpha \) as it was prior to the EM transition. This is indicated by the same superscript \( \alpha \) labeling for both the initial and the final states in Eq. (1), as is also shown schematically in Fig. 1(a). In future work, electromagnetic transitions between different components of the initial and final states (i.e., \( \sum_{\alpha'\alpha} \langle \phi_{\alpha'} | r^J Y_M | \psi_{\alpha\alpha} \rangle \) will be accounted for. The energies and deformation strengths of \( 2^+, 4^+, 3^- \) collective states were taken from RIPL [14] and are plotted in Fig. 1(b) and (c). All computations in this work use Koning-Delaroche optical potential [15] for neutron in the continuum, and its real part is used for single-particle neutron bound states.

Fig. 1: Couplings between the ground state, \( 2^+ \), and \( 4^+ \) quadrupole states in the coupled-channel model of neutron capture and deuteron stripping (a), and the energies (b) and deformation lengths (c) of those states for \( {}^{40,42,44,46,48} \)Ca isotopes used in the coupled-channel computations.
In Eqs. (1) and (2), Siegert’s theorem [16] was employed because it conveniently expresses electromagnetic transition matrix elements in terms of effective charge density. Since Siegert’s theorem is strictly valid for many-body nuclear wave functions, it should be used with caution in single-particle capture models where its validity cannot be guaranteed. However, it can be shown that Siegert’s theorem remains valid when the binding potential for the neutron in the final state is approximately equal to the real part of the optical potential for the incoming neutron. It has been empirically verified that this condition is reasonably satisfied for the calcium isotopes considered.

A comparison of direct capture computed using the deformed and spherically symmetric models for even-mass calcium isotopes $^{40,42,44,46,48}$Ca shows that the deformed method yields a substantially smaller direct capture cross section than the spherically symmetric method in between the two closed shells with a minimum at $^{44}$Ca, as seen in Fig. 2(a).

3. Deuteron stripping ($d,p$) with couplings to collective states

To examine the connection between ($d,p$) and ($n,\gamma$) cross sections in a model that consistently accounts for nuclear deformations in both reactions, coupling is introduced to the same collective states for computation of the ($d,p$) reactions. The deformation lengths of collective states used for deuteron stripping are the same as those used for direct capture. Daehnick global potential for elastic deuteron scattering [17] is used for the incoming deuteron partition.

We find again a decrease in the magnitude of the deuteron stripping cross section shown in Fig. 2(b), suggesting that spectroscopic factors should be refitted (to experimental data) by using this deformed-potential model of ($d,p$) reactions. This is suggested because the direct capture cross section computed in Eq. (2) is multiplied by a corresponding single particle spectroscopic factor of the capturing final state. Extant spectroscopic factors are extracted by fitting the computed deuteron stripping cross section to measured ($d,p$) data. With few notable exceptions [18] spectroscopic factors have generally been extracted using spherically symmetric models of deuteron stripping [19, 20].

If a direct neutron capture model accounts for coupling to collective states, it should use spectroscopic factors that were extracted with an analogous model of deuteron stripping, i.e., a model that accounts for the effects of deformed nuclei by coupling to the same set of collective states. The computation of total deuteron stripping cross section shown in Fig. 2 suggests that a proposed refit of the spectroscopic factor would increase the spectroscopic factors by approximately a factor of 2, and this increase would in turn increase the computed direct neutron capture by the same factor. Such a rescaling process may restore a magnitude of neutron capture that is more consistent with the data.

4. Conclusions

A coupled channel model of direct capture and deuteron stripping that consistently takes nuclear deformation into account in both reactions by coupling to the same set of collective states in both reactions is presented. The results indicate that coupling to collective states decreases direct capture and deuteron stripping by a factor of approximately two for $^{40,42,44,46,48}$Ca.

These results suggest that a more thorough application of this model should use spectroscopic factors refitted by using the model of deuteron stripping with coupling to collective states. Such spectroscopic factors could then be consistently used in the model of neutron capture with coupling to the same collective states. Considerations such as these should lead to a more intricate understanding of the spectroscopic factors. Since the core is considered to be inert during the capture step, further improvements of the presented model should allow for core (de-)excitations in the capture step.
Fig. 2: FRESCO computations of thermal neutron capture (a, upper) and deuteron stripping (b, lower) with coupling to $2^+, 4^+, \text{and} 3^-$ collective states in the coupled-channel model on $^{40,42,44,46,48}$Ca isotopes. These results suggest that refitting of spectroscopic factors to the $(d,p)$ data would make $(n,\gamma)$ computations more consistent with the capture data. The decrease observed for deformed $(d,p)$ calculations suggests that an offsetting increase in spectroscopic factors would increase the computed capture cross section for better agreement with the data.
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Abstract
The continuum-discretized coupled-channels method (CDCC) has been successful in describing breakup reactions involving unstable nuclei. Moreover, CDCC is a useful method for evaluation of nuclear data, which are important for nuclear engineering. In this article, we present the theoretical foundation of CDCC and some results of CDCC analyses.

1. Introduction
Breakup reactions have played a key role in investigating the exotic properties of unstable nuclei. The observables such as breakup and neutron removal cross sections reflect information of the ground and resonance continuum states. Therefore to understand the exotic properties from the observables, an accurate analysis of breakup processes is significant.

As one of the most reliable methods for treating breakup processes, the continuum-discretized coupled-channels method (CDCC) [1, 2, 3] has been proposed. At first, CDCC has been applied to analyses of three-body scattering problems, in which a projectile breaks up into two constituents. Recently, we have developed CDCC as a method of treating four-body scattering with a three-body projectile. This new version of CDCC is called four-body CDCC [4, 5, 6, 7]. As another development of CDCC, the eikonal reaction theory (ERT) [8] has been proposed. In ERT, we can calculate inclusive breakup cross sections such as neutron removal cross sections, in which Coulomb breakup processes are consistently described by CDCC without making the adiabatic approximation used in the Glauber model.

In this workshop, we reviewed recent studies of CDCC for analyses of various reactions involving unstable nuclei and application to nuclear engineering. This presentation is based on the review paper of CDCC [3].

2. Theoretical foundation of CDCC
We consider a reaction of a weakly bound projectile (\(a\)) and a target nucleus (\(A\)). The reaction is described by a model Hamiltonian

\[ H = T_R + U_{aA} + h_a, \]

where \(T_R\) is a kinetic energy for the relative coordinate \(R\) between \(a\) and \(A\), and \(h_a\) is an internal model Hamiltonian of \(a\). If the projectile \(a\) consists of two particles, \(a_1\) and \(a_2\), the potential \(U_{aA}\) is described by

\[ U_{aA} = U_{a_1A}(R_{a_1}) + U_{a_2A}(R_{a_2}), \]

where \(R_{xA}\) is the coordinate between a particle \(x\) and \(A\). In the case of a three-body projectile with \(a_1\), \(a_2\), and \(a_3\), \(U_{aA}\) becomes

\[ U_{aA} = U_{a_1A}(R_{a_1}) + U_{a_2A}(R_{a_2}) + U_{a_3A}(R_{a_3}). \]

In CDCC, the total wave function of the reaction system is expanded in terms of bound and
discretized continuum states of the projectile

\[ \Psi^{(+)}_{\text{CDCC}}(\xi, R) = \Phi_0(\xi)\chi_0^{(+)}(R) + \sum_\nu \Phi_\nu(\xi)\chi_\nu^{(+)}(R). \] (4)

Here \( \Phi_0 \) and \( \Phi_\nu \) represent bound and discretized continuum wave functions with the internal coordinate \( \xi \) of the projectile. To obtain the discretized continuum wave functions, the pseudo-state discretization method \([9, 10, 11, 12]\) is applied in this paper. In the pseudo-state discretization, the internal Hamiltonian \( h_a \) is diagonalized with the \( L^2 \)-type basis functions, such as the Gaussian basis functions \([13]\).

Inserting Eq. (4) into the Shrödinger equation of the scattering system, \( (H - E)\Psi^{(+)}_{\text{CDCC}} = 0 \), leads to a set of coupled differential equations of the relative wave functions between \( a \) and \( A \), \( \chi_0^{(+)} \) and \( \chi_\nu^{(+)} \):

\[ [T_R + V_{\nu\nu}(R) - E_\nu] \chi_\nu^{(+)}(R) = -\sum_{\nu' \neq \nu} V_{\nu\nu'}(R) \chi_{\nu'}^{(+)}(R), \] (5)

where the coupling potentials \( V_{\nu'\nu} \) are defined by

\[ V_{\nu'\nu}(R) = \langle \Phi_{\nu'} | U_{aa} | \Phi_\nu \rangle \xi. \] (6)

This coupled-channel equations are solved under the outgoing boundary condition. The details of CDCC are shown in Refs. \([1, 2, 3]\).

3. Analysis of \(^6\)He breakup reaction
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**Fig. 1:** Comparison of the breakup cross section calculated by CDCC (solid line) with experimental data for (a) \(^6\)He + \(^{12}\)C scattering at 240 MeV/nucleon and (b) \(^6\)He + \(^{208}\)Pb scattering at 240 MeV/nucleon. This figure is taken from Ref. [14]. The dot-dashed, dotted, and dashed lines correspond to contributions of 0\(^+\), 1\(^-\), and 2\(^+\) breakup, respectively. The experimental data are taken from Ref. [15].
In this section, we show results for CDCC analyses of $^6$He breakup reactions [14]. $^6$He is a typical example of two-neutron halo nuclei, and can be described by $n + n + ^4$He three-body model well. Therefore the scattering of $^6$He is treated as a four-body reaction system including a target nucleus.

Figure 1 shows the calculated breakup cross sections as a function of the excitation energy of $^6$He. In the case of $^6$He + $^{12}$C scattering at 240 MeV/nucleon shown in panel (a), we can see the clear peak around $\epsilon = 1$ MeV corresponding to the $2^+$-resonance of $^6$He because nuclear breakup processes are dominant. Meanwhile Coulomb breakup to $1^-$ continuum is dominant for $^6$He + $^{208}$Pb scattering at 240 MeV/nucleon shown in panel (b). For $^{208}$Pb target, the present analysis overestimates around $\epsilon \sim 1$ MeV but underestimates in $\epsilon \gtrsim 2$ MeV. These disagreements are also seen in the results of the previous works [16, 17]. A possible origin of the disagreements is that the inelastic breakup reactions are not included in the present calculation. As mentioned in the previous work [16], the inelastic breakup effect is not negligible.

4. Application of CDCC to nuclear engineering
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Fig. 2: Angular distribution of the elastic differential cross section of $n + ^6$Li scattering for incident energies between 7.47 and 24.0 MeV. This figure is taken from Ref. [18]. Experimental data are taken from Refs. [20, 21, 22].

Next we show results of an application of CDCC to evaluating of nuclear data. Since CDCC is a fully quantum-mechanical method, it is applicable to reactions at low incident energies, which are important for nuclear engineering. Recently, accurate nuclear data of nucleon induced reactions on $^6$, $^7$Li that is important material for DT fusion reactor are highly required. In Ref. [18], we analyzed $n + ^6$Li scattering by the three-body CDCC method, in which $^6$Li is described as a $d + \alpha$ system. In this analysis, we calculate diagonal and coupling potentials between $n$ and $^6$Li by using the folding model with the JLM effective interaction [19] with the normalization factor of the imaginary part ($\lambda_w$) that is optimized to reproduce the elastic cross sections. Details of the calculation are shown in Ref. [18].

Figure 2 shows the differential elastic cross sections of $n + ^6$Li for incident energies between 7.47 and 24.0 MeV. One sees that the results calculated by CDCC (the solid lines) are in good agreement with
the experimental data. The dashed lines represent the results of a single-channel calculation without couplings to the breakup states of $^6$Li. For all incident energies, we take $\lambda_w = 0.1$ to reproduce the data. It should be noted that the single-channel calculation cannot reproduce the experimental data with any values of $\lambda_w$. Thus breakup effects are significant to reproduce the angular distributions of the elastic scattering.

5. Summary

CDCC is one of the most reliable methods for not only studying on unstable nuclei but also evaluation of nuclear data. Recently, we have proposed the four-body CDCC method to describe breakup reaction of a three-body projectile, in which the projectile breaks up into three constituents. For analyses of $^6$He reactions, the four-body CDCC well reproduces the breakup cross sections. Thus the four-body CDCC is indispensable for investigating of properties of unstable nuclei.

CDCC with the JLM interaction is expected to be a powerful framework for the data evaluation of the $^6$Li$(n,n')$ reactions. Once the JLM parameter is determined by an analysis of elastic scattering, evaluation of the inelastic cross sections and neutron breakup spectra can be done with no free adjustable parameters. This is a very important feature of the present framework that enables a quantitative calculation of the cross sections for nuclear engineering studies.
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Abstract
The multi-channel algebraic scattering (MCAS) method, mainly used for nucleon-nucleus processes, has been upgraded to solve coupled sets of Lippmann-Schwinger equations for the $\alpha+^6$He cluster system. A phenomenological Hamiltonian has been found that gives good agreement with the known bound states and the first few low-lying resonances for $^{10}$Be. We have also calculated low-energy $\alpha+^6$He-scattering cross sections finding reasonable reproduction of low-energy differential cross sections. This MCAS model Hamiltonian contains some free parameters for the Orthogonalizing Pseudo Potential (OPP) that are difficult to guess and interpret. We have used an algebraic version of the resonating-group method to analyze microscopically the $\alpha+^6$He system and to derive the eigenvalues of the anti-symmetrization kernel in the Schroedinger equation. The deviation from unity of the Pauli-allowed eigenvalues introduces an effective inter-cluster interaction, genuinely generated by the Pauli/exchange effects, which can be used to qualitatively interpret the structure of the corresponding OPP.

1. Introduction
In this paper we consider the $^{10}$Be nucleus, which has recently become the object of numerous experimental and theoretical investigations [1,2,3,4,5]. The threshold of $^{10}$Be decaying into $\alpha$-particle and $^6$He is located only 1.2 MeV above the second 0$^+$ state of $^{10}$Be, and in the vicinity of this threshold we treat $^{10}$Be as $^6$He+$^4$He cluster system. As $^6$He is known to have two excited states (resonances) at reasonably low energies in its spectrum, we treat the low-energy $\alpha+^6$He problem as a coupled-channel one, within the multi-channel algebraic scattering (MCAS) formalism.

To date MCAS has been used to solve bound and scattering equations for nucleon-nucleus systems. We have developed a version of MCAS to deal with $\alpha+$nucleus systems and we report results of calculation for the $^{10}$Be spectrum, as well as low-energy cross sections that can be compared with the measured data sets [3] taken for a range of energies and scattering angles.

The Pauli exclusion principle affects the motion between clusters, and in MCAS it is simulated with orthogonalizing pseudopotentials (OPP), containing the operators of projection onto the forbidden states. The elimination of the Pauli-forbidden states with the OPP technique is achieved by infinite strength of the pseudopotential. As is evident from the microscopic approaches to cluster studies, the elimination of the Pauli-forbidden states does not exhaust all exchange effects. Whereas eigenvalues of the antisymmetrization operator in nucleon-nucleon systems can take only the value 0 or 1, eigenvalues of Pauli-allowed states in two-cluster systems tend to unity only in the limit of large inter-cluster
distance. Because of the exchange of nucleons belonging to different clusters, at small intra-cluster distance the eigenvalues of the antisymmetrization operator are not equal to unity. The eigenvalues, which are less than unity, correspond to the partly forbidden (or Pauli hindered) states and result in effective repulsion of clusters. But there are also eigenvalues which exceed unity, and these correspond to the superallowed states which generate an effective Pauli attraction between clusters [6].

In dealing with macroscopic-type MCAS calculations in nucleon-nucleus systems, we have found several situations where we had to consider, in addition to strictly forbidden states, also partly-forbidden states, with the strength of the pseudopotential to be taken as a finite parameter. Since the same situation occurs also in the present MCAS study of $\alpha$-nucleus dynamics, we consider in the second part of this contribution a microscopic-type RGM cluster model to seek for microscopic guidance in the possible selection of these parametric pseudopotentials.

2. The model for the $\alpha$-nucleus matrix of potentials

The $\alpha$-$^6$He matrix of potentials has been defined using a collective model for the interaction. In that, the $\alpha$ particle is assumed to be structureless and the states of $^6$He used are assumed to be members of a rotational band. The intercluster potential is phenomenologically structured with a central term ($V_0$), an orbit-orbit term ($V_{\ell\ell}$), and an orbit-nuclear spin ($V_{IJ}$) component.

First, we define the channel basis according to the coupling

$$ |c\rangle = |\ell I^\pi\rangle = \left[ |\ell\rangle \otimes |\psi_I\rangle \right]_{M,\pi}, \quad (1) $$

where $\ell$ is the orbital angular momentum of relative motion of a spin-0 projectile on the target whose states are $|\psi_I^{(N)}\rangle$. With each $J^\pi$ hereafter understood, the ($\alpha$-nucleus) potential has the following structure

$$ V_{\ell\ell'}(r) = \langle \ell I | W(r) | \ell' I' \rangle = \left[ V_0 \delta_{\ell\ell'} f(r) + V_{\ell\ell} f(r)[\ell \cdot \ell] + V_{II} f(r)[I \cdot I] + V_{\ell I} g(r)[\ell \cdot I] \right]_{cc'} \quad (2) $$

in which local form factors have been assumed. We take Woods-Saxon functions and derivatives

$$ f(r) = \left[ 1 + e^{(r/a)} \right]^{-1}; \quad g(r) = \frac{1}{r} \frac{df(r)}{dr}. \quad (3) $$

Nuclear deformation is introduced via the operator $\varepsilon$ measuring the deviation from sphericity

$$ \varepsilon = \sum_L \sqrt{\frac{4\pi}{(2L+1)}} \beta_L \left[ Y_L(\Omega) \cdot Y_L(\zeta) \right]; \quad (4) $$

$\beta_L$ are deformation parameters and $\zeta$ are the Euler angles for the transformation from the body fixed frame and $\Omega = (\theta \phi)$ are the angles defining the surface in the space fixed frame. Expanding the nuclear shape to order $\varepsilon^2$ gives

$$ f(r) \rightarrow f_0(r) - R_0 \frac{df_0(r)}{dr} \varepsilon + \frac{1}{2} R_0^2 \frac{d^2f_0(r)}{dr^2} \varepsilon^2, \quad (5) $$

and similarly for $g(r)$.

In the MCAS method the effects of the Pauli principle are taken into account introducing pseudopotentials, or OPPs [7, 8], which have to be embedded in a coupled-channel context. The matrix of
pseudopotentials (in coordinate space) that adds on the regular interactions has the form

\[ V_{cc'} = \lambda_c A_c(r) A_{c'}(r') \delta_{cc'}. \]  

(6)

The \( A_c(r) \) are bound state wave functions (of the \( \alpha \) in this application) associated with the diagonal nuclear interactions \( V_{cc'}(r) \) for the relevant orbital angular momentum in each channel \( c \). The strengths \( \lambda_c \) are used for Pauli blocking which, for a specific orbit in a particular channel \( c \), is obtained with a very large \( \lambda_c \) value. It should be infinite but \( 10^6 \) MeV suffices. Pauli allowed states have \( \lambda_c = 0 \).

In previous MCAS applications, we have already used the OPP formalism in a situation with partially forbidden orbits, a condition we termed as Pauli hindrance [9, 10] and that leads to \( \lambda_c \) values of few MeVs.

There is an additional interaction we considered in the Hamiltonian to account for pair correlation effects in the ground state of \(^{10}\)Be. In the simplest form we take this additional monopole-type interaction to be

\[ H = V_{\text{mono}} \delta_{c'c} \delta_{R0}\epsilon \cdot f(r). \]

This "pairing" interaction of monopole type leads to additional binding in nuclear (ground) states of even mass nuclei, and leads to a large energy gap between the ground \( 0^+ \) and the first excited state (usually a \( 2^+ \)). In MCAS we allow for the effects of pairing making the ground state of even-even nuclei more bound by including an extra strength in the central interaction between the \( \alpha \) and \(^6\)He in its ground \( (0^+) \) state; a monopole interaction. Alternatively, with a rationale given later, the required extra binding of the ground state of \(^{10}\)Be can be achieved by including an extra term in the orthogonalising pseudo-potential, which enhances the \( 2\epsilon \)-relative motion orbit. Thus we use here for the first time the OPP to get a Pauli enhancement (attraction) instead of a more common repulsion.

3. Results for the coupled \( \alpha^+^6\)He system

We have used the coupled-channel Hamiltonian described above to find as good a representation of the spectrum of \(^{10}\)Be as possible, up to the \( n^+^9\)Be threshold of 6.812 MeV and just beyond.

In Fig. 1 the low-excitation spectrum of \(^{10}\)Be is displayed. The positive and negative parity states are shown separately to aid visualisation. Known states are compared with the results from our MCAS calculations; calculations made under the constraint that the sub-threshold (bound) states in the known spectrum be best reproduced. The lines labelled ‘A’ and ‘B’ indicate the \( n^+^9\)Be and the \( \alpha^+^6\)He thresholds respectively. The latter lies at 7.413 MeV above the ground state. Below those there are six known states, of which four have positive, and two negative, parity. Two more states (one of each parity) lie at excitations close to these thresholds. Thus all low-excitation resonances in \(^{10}\)Be, save for the 7.31 \( 3_1^- \) may decay by particle emission of a neutron and/or an \( \alpha \).

Three states were considered in the spectrum of \(^6\)He in the MCAS evaluations. They are the ground \( (0^+) \) that \( \beta \) decays and the two excited \( 2^+ \) resonance states that decay by two neutron break-up. The properties are shown in Tab. 1.

The coupled-channel matrix of potentials defining the Hamiltonian was specified by a collective rotational model with the parameter set listed in Table 2.

Using MCAS for the \( \alpha^+^6\)He cluster gave the spectrum for \(^{10}\)Be identified with the label ‘MCAS’ in Fig. 1. Of note is that, save for the uncertain assigned spin-parity of \( (4^-) \) every known state has a matching partner in the calculated spectrum with excitation energies in quite good agreement.

Next we consider results for elastic scattering \( \alpha^+^6\)He cross section. In Fig 2 angular distribution data taken at six energies are compared with MCAS results. We have used data uncertainties as listed in the tabulations of the experimental results. The energies at which each of the data sets
Table 1: The states of $^6$He used in the coupled-channel evaluations. With all states the $\alpha$-cluster 1s-orbit was presumed blocked using $\lambda_{1s} = 10^6$ MeV in the OPP. The two columns in the right contain the OPP $\lambda$ values (in MeV) used for the specified $1p$ and $2s$ orbitals. Of note is a $1p$-wave hindrance and a suggestion for a $2s$-wave enhancement.

<table>
<thead>
<tr>
<th>state</th>
<th>Centroid Width</th>
<th>$\lambda_{1p}$</th>
<th>$\lambda_{2s}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0^+_{g.s.}$</td>
<td>0.000</td>
<td>0.00</td>
<td>10.2 (-1.0)</td>
</tr>
<tr>
<td>$2^+_1$</td>
<td>1.797</td>
<td>0.113</td>
<td>10.0</td>
</tr>
<tr>
<td>$2^+_2$</td>
<td>5.60</td>
<td>10.0</td>
<td>8.0</td>
</tr>
</tbody>
</table>

Table 2: The potential parameters used for the interactions in the $\alpha+^6$He system. All strengths are in MeV and lengths are in fermi. For simplicity the charge distribution has a fermi shape with the same geometric parameters shown in the table.

<table>
<thead>
<tr>
<th>Pot. strengths</th>
<th>Neg.</th>
<th>Pos.</th>
<th>Geometry</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_0$</td>
<td>-41.4</td>
<td>-41.4</td>
<td>$R_0 = 2.58$</td>
</tr>
<tr>
<td>$V_{ll}$</td>
<td>1.5</td>
<td>1.0</td>
<td>$a_0 = 0.7$</td>
</tr>
<tr>
<td>$V_{ll}$</td>
<td>-0.3</td>
<td>-1.5</td>
<td>$\beta_2 = 0.7$</td>
</tr>
<tr>
<td>$V_{mono}$</td>
<td>1.7</td>
<td>1.6</td>
<td>$\beta_2 = 0.7$</td>
</tr>
</tbody>
</table>

Fig. 1: The spectrum of low-excitation states in $^{10}$Be. To aid distinction the positive and negative parity states are shown on the left and right separately. The lines labelled ‘A’ and ‘B’ indicate the $n+^9$Be and the $\alpha+^6$He thresholds respectively.

have been taken and at which each of the MCAS evaluations were made are indicated in the figure. With the exception of the 2.7 MeV result, the calculated cross sections are in reasonable agreement with the data, having appropriate magnitudes and tracking the shape evolution quite well. The 2.7 MeV data are distinctly different to the other energy data sets (and of the MCAS expectation) and clearly the known $2^+_4$ resonance in $^{10}$Be (2.12 MeV) has a marked effect. MCAS finds such a resonance near to the observed energy but that partner is very broad. The 2.7 MeV cross section result is then simply like the others, a prediction of the background scattering. The results found using the monopole interaction give better forward angle comparisons with data while those from $2s$-orbit enhancement are better at large scattering angles. The minima in the data are better described by the monopole evaluations.
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4. Study of \(\alpha-^6\)He from a microscopic cluster model

Within a microscopic two-cluster model, the Schrödinger equation in the discrete representation is reduced to a set of linear equations for expansion coefficients of wave functions of discrete states with the energy \(E_\kappa = -\kappa^2/2 < 0\), and of continuum states with the energy \(E > 0\):

\[
\Psi_{\kappa(E)}(r) = \sum_n C_{\kappa}^{(E)} \Psi_n(r),
\]

\[
\sum \frac{\langle n|\hat{\mathbf{T}}|\tilde{n}\rangle}{\sqrt{\Lambda_n \Lambda_{\tilde{n}}}} C_{\tilde{n}} - EC_n = 0.
\]

To understand the results of the action of the antisymmetrization operator, first, let us discuss a set of the algebraic equations where only the operator of the kinetic energy of the relative motion of clusters (in the c.m. frame) is retained:

\[
\sum \frac{\langle n|\hat{\mathbf{T}}|\tilde{n}\rangle}{\sqrt{\Lambda_n \Lambda_{\tilde{n}}}} C_{\tilde{n}} - EC_n = 0.
\]

In this simplest case, the collision of two (0s)-shell clusters in the state with angular momentum
\[ -\frac{1}{8} \left\{ \left( 1 + \frac{\Lambda_{n-2}}{\Lambda_n} \right) \left( n + \frac{3}{2} - \frac{(2l+1)^2}{8n} \right) + 1 - \frac{\Lambda_{n-2}}{\Lambda_n} \right\} (C_{n+2} - 2C_n + C_{n-2}) + \]
\[ -\frac{1}{8} \left\{ 1 + \frac{\Lambda_{n-2}}{\Lambda_n} + \left( 1 - \frac{\Lambda_{n-2}}{\Lambda_n} \right) \left( n + \frac{3}{2} - \frac{(2l+1)^2}{8n} \right) \right\} (C_{n+2} - C_{n-2}) + \]
\[ + \left\{ 1 + \frac{\Lambda_{n-2}}{\Lambda_n} \right\} \left( \frac{(2l+1)^2}{32n} + \frac{1}{4} \left( 1 - \frac{\Lambda_{n-2}}{\Lambda_n} \right) \left( n + \frac{1}{2} \right) \right\} C_n = \frac{m r_0^2}{\hbar^2} E C_n. \quad (7) \]

The term evidenced by the boxed rectangle in the last equation represents the m.e. of an effective cluster-cluster interaction operator generated by the Pauli exclusion in the kinetic energy operator. Of note is that the character of this effective interaction is attractive if \( \Lambda_n - \Lambda_{n-2} < 0 \) and repulsive in the opposite case. More specifically, the absolute value of its intensity decreases if the difference \( \Lambda_{n-2} - \Lambda_n \) tends to zero. If the latter remains negative as \( n \) increases (the eigenvalues monotonically tend to unity from above), then the effective antisymmetrization/Pauli potential is attractive. If, by increasing \( n \), the difference of the eigenvalues remains positive (the eigenvalues monotonically tend to unity from below), then the effective antisymmetrization/Pauli potential is repulsive. In addition, the radius of this interaction can be related to the rapidity with which these eigenvalues tend to unity with increasing \( n \). For a more detailed discussion over the properties of such effective potentials see Refs.[12, 13].

In Ref.[13] the eigenvalues for the norm kernel of the \(^6\text{He} + \alpha\) system were considered. According to a calculation scheme discussed also in Ref.[14], to evaluate these eigenvalues the intrinsic wave functions of both clusters are described by the lowest functions of a translation-invariant shell model: the \( \alpha \)-cluster has closed shell and can be only in its \( 0^+ \) ground state, while the \(^6\text{He}\) has two neutrons in the \( p \)-shell and can be either in the \( 0^+ \) ground state or in \( 2^+ \) excited state, namely the narrow resonance state located at \( E = 1.8\) MeV above the threshold for \(^6\text{He}\) breakup into \( \alpha + n + n \).

The eigenvalues of the norm kernel are reported in Table[3]. The states with zero values are the strictly forbidden states, the states with value 1 denote the allowed states. It can be observed that two SU(3)-branches of positive parity and one SU(3)-branch of negative parity are characterized by the eigenvalues which exceed unity. Hence, the states belonging to \((2k+2,0), (2k-2,2)\) and \((2k+1,1)\) SU(3) branches can be assigned to the superallowed states, while states \((2k,1), (2k+3,0)\) and \((2k-1,2)\) have values significantly less than 1 and correspond to partly forbidden states. As follows from the effective interaction term (the boxed expression in Eq[7]) we should expect an effective attraction of \(^6\text{He}\) and \( \alpha \)-particle in the former case and effective repulsion in the latter case.

In the \(^6\text{He} + \alpha\) system, derivation of the effective Pauli interaction is not so easy because the dynamics of the \( \alpha \)-cluster is influenced by the presence of neutrons in the \( p \)-shell of \(^6\text{He}\). Due to this fact, the problem becomes multi-channel and different SU(3)-branches are coupled by the kinetic-energy operator. Nevertheless, we have made an estimate of the effective Pauli potential, by analyzing its diagonal part (with respect to SU(3)-indices), with details discussed in Ref.[13]. In the same reference we have substantiated the study of this Pauli potential by considering also the impact of these interaction effects in the scattering phase shifts.

On Figure[3] the dependence of Pauli potential (generated by the boxed term in Eq[7]) on the distance \( r_n \) between the centers of mass of the \(^6\text{He}\) and \( \alpha \) clusters is shown both for the states of positive and negative parity.

As evident from the left panel of Fig[3] the branch \((2k,1)\) is repulsive, the branch \((2k-2,2)\) is attractive, while the branch \((2k+2,0)\) has the mixture of repulsion and attraction. The right panel of Fig[3] suggests that for negative parity states two branches \((2k+3,0)\) and \((2k-1,2)\) are repulsive, while
Table 3: Eigenvalues $\Lambda_{(\lambda, \mu)}$ of the norm kernel of $^6\text{He} + \alpha$

<table>
<thead>
<tr>
<th>States with $n = 2k$</th>
<th>States with $n = 2k + 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k$</td>
<td>$(n + 2, 0)$</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0.9419</td>
</tr>
<tr>
<td>3</td>
<td>1.2922</td>
</tr>
<tr>
<td>4</td>
<td>1.3264</td>
</tr>
<tr>
<td>5</td>
<td>1.2566</td>
</tr>
<tr>
<td>6</td>
<td>1.1743</td>
</tr>
<tr>
<td>7</td>
<td>1.1090</td>
</tr>
<tr>
<td>8</td>
<td>1.0645</td>
</tr>
<tr>
<td>9</td>
<td>1.0367</td>
</tr>
</tbody>
</table>

Fig. 3: Effective $^6\text{He} + \alpha$ interaction generated by the kinetic energy exchange terms. Indices of SU(3) symmetry are indicated on the curves.

some attraction is present only in $(2k + 1, 1)$ branch.

All the Pauli-allowed states, except $(2k, 1)$ state, are the superpositions of the angular-momentum coupled basis functions. Hence, we can make definite conclusions only about repulsion in $d$-wave of relative motion of $\alpha$-particle scattered on $^6\text{He}$ in the first $2^+$ state. In other cases we should take into account also weights of different partial momenta in the SU(3)-basis functions.

5. Final Remarks

The MCAS method has been used to solve coupled sets of Lippmann-Schwinger equations for the $\alpha^6\text{He}$ two-cluster system, finding a model spectrum for $^{10}\text{Be}$ in reasonable agreement with the known one to more than 10 MeV excitation. A good reproduction of elastic differential cross section at low energy was also achieved. However, one must note that these calculations are still preliminary and better consideration of the charge distribution of the two clusters is required, in order to seek for improvements. Work is already in progress in this direction [15].

We use the orthogonalizing pseudopotentials to offset the deep forbidden states. We have also
considered, in the OPP, partially forbidden states in $1p$-waves. In addition to this, we have also added a phenomenological monopole-type interaction acting only on the $0^+$ ground state to account for additional attraction possibly due to pairing effects. Alternative to this monopole-type interaction, we have speculated about a possible attractive interaction generated by antisymmetrization/Pauli effects. This attraction effect has been accommodated in the OPP formalism by using a negative strength that leads to an increase of attraction in the $2s$ orbit. These two alternative treatments lead to very similar $^{10}$Be spectra, but differences show up in the cross sections, with the data somewhat favouring the phenomenological monopole term.

In the second part of this contribution, we have considered an algebraic version of a RGM description of the $\alpha+^6\text{He}$ two-cluster system. Following Ref. [13], we have constructed an effective intercluster interaction generated by antisymmetrization/Pauli effects due to the nucleon exchanges between the two clusters. It is found that this effective interaction has indeed components of attraction and repulsion in the various branches of the SU(3) representation, with the attraction mainly concentrated on the positive parity states and the repulsion on the negative parity ones. However, since the SU(3) representation correspond to a complicated superimposition of various angular momentum components it is difficult to pin down precisely the repulsion/attraction in each orbital state. In the present stage, comparison with this microscopic RGM approach suggests a possible use of OPP with finite strengths, with possibly positive values in the negative parity states, to account for finite repulsion effects for odd-type orbitals in connection to partially forbidden (or Pauli hindered) states. The same study suggests a possible use of OPP strengths with negative values for selected even orbital states, to account for effective antisymmetrization attraction effects in connection to superallowed (or Pauli enhanced) states. While this bridge between microscopic RGM-type approach and the more macroscopic and collective-type MCAS model is quite promising from the qualitative point of view, at the quantitative level it was not possible to find (yet) a sensible relation between the strengths of the MCAS pseudopotentials and the behavior of the eigenvalues of the norm kernels of the underlying microscopic theory.
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Abstract

We describe nucleon-nucleus (NA) and nucleus-nucleus (AA) elastic scattering based on the chiral two-nucleon forces (2NFs) and chiral three-nucleon forces (3NFs), using the standard microscopic framework composed of the Brueckner-Hartree-Fock method (BHF) and the $g$-matrix folding model. The $g$-matrix for symmetric nuclear matter is calculated from chiral 2NFs of N$^3$LO and chiral 3NF of N$^2$LO by using the BHF method. For elastic scattering, the optical potentials are calculated by folding chiral $g$-matrix with projectile and target density. This microscopic framework reproduces the experimental data with no adjustable parameter. Chiral-3NF effects are small for NA scattering, but sizable for AA scattering. Chiral 3NF, mainly originated from the $2\pi$-exchange diagram, makes the folding potentials less attractive and more absorptive.

1. Introduction

One of the important issue in nuclear physics is to clarify the effects of three-nucleon force (3NF) on finite nuclei, nuclear matter, and nuclear reactions. Recently, a theoretical breakthrough on this issue was made with chiral effective field theory (Ch-EFT); see Refs. [1, 2] and references therein. Ch-EFT is a theory based on chiral perturbation theory and enables to determine two-nucleon force (2NF), 3NF, and many-nucleon forces systematically. The effects of chiral 3NF were analyzed in many papers, see Refs. [3, 4, 5] for some examples.

Another important issue in nuclear physics is microscopic understanding of the nucleon-nucleus (NA) and nucleus-nucleus (AA) scattering. Elastic scattering is the simplest process of the nuclear reaction, and it can be described with the optical potentials between two nuclei. Moreover the optical potentials are essential in describing not only elastic scattering but also inelastic scattering and transfer and breakup reactions.

The $g$-matrix folding model is the standard method for obtaining the optical potential microscopically. In this model, the potential is obtained by folding the $g$-matrix effective interaction with target density for NA scattering and with projectile and target densities for AA scattering. The $g$-matrix effective interaction is usually evaluated by Brückner-Hartree-Fock (BHF) method for positive energy with realistic 2NF and is obtained as density- and energy-dependent complex interaction [6, 7, 8].

In present work, we calculate the $g$ matrix based on chiral 2NF and 3NF by the BHF method for positive energy, and apply the $g$ matrix for NA and AA elastic scattering by using $g$-matrix folding model. The folding model with chiral $g$ matrix well reproduce the experimental data for NA and AA scattering with no adjustable parameter. Therefore we can investigate chiral-3NF effects quantitatively on NA and AA elastic scattering with present framework. This work is summarized in Ref. [9].
2. Theoretical framework

2.1 $g$ matrix calculation for 3NF

The $g$ matrix for symmetric nuclear matter is evaluated from BHF method. The 3NF $v_{123}$ is hard to treat in nuclear matter. We then derive an effective 2NF $v_{12(3)}$ from $v_{123}$ by using mean field approximation \cite{5}, that is, $v_{123}$ is averaged over the third nucleon in the Fermi sea:

$$
\langle k'_1, k'_2| v_{12(3)} |k_1, k_2\rangle_A = \sum_{k_3} \langle k'_1, k'_2, k_3| v_{12(3)} |k_1, k_2, k_3\rangle_A,
$$

where the subscript $A$ represents the antisymmetrization and the symbol $k_i$ stands for quantum numbers, momentum and $z$ component of spin and isospin, of the $i$-th nucleon. By using this approximation, the potential energy is evaluated as

$$
\frac{1}{2} \sum_{k_1, k_2} \langle k_1, k_2| v_{12} |k_1, k_2\rangle_A + \frac{1}{3!} \sum_{k_1, k_2, k_3} \langle k_1, k_2, k_3| v_{12(3)} |k_1, k_2, k_3\rangle_A
$$

$$
= \frac{1}{2} \sum_{k_1, k_2} \langle k_1, k_2| v_{12} \rangle_A + \frac{1}{3} \langle v_{12(3)} |k_1, k_2\rangle_A.
$$

This means that the $g$ matrix $g_{12}$ should be calculated by

$$
g_{12} = v_{12} + \frac{1}{3} v_{12(3)} + (v_{12} + \frac{1}{3} v_{12(3)}) G_0 g_{12}\tag{3}
$$

with the nucleon propagator $G_0$ including the $Q$ represents the Pauli exclusion operator. Here the single-particle energy $e_k$ for a nucleon with momentum $k$ in the denominator of $G_0$ is obtained by

$$
e_k = \langle k| T |k \rangle + \text{Re}[\langle k| U| k \rangle],
$$

with the single-particle potential,

$$
\langle k| U| k' \rangle = \sum_{k'} \langle k| k' g_{12} + \frac{1}{6} v_{12(3)} (1 + G_0 g_{12}) |k, k'\rangle_A,
$$

where $T$ is a kinetic-energy operator. See the ref \cite{5} for detail of BHF calculation. In the present BHF calculation, the cutoff energy $\Lambda = 550$ MeV is used both for N$^3$LO 2NF and N$^2$LO 3NF. The low-energy constants of chiral nuclear forces are taken from Ref. \cite{10} as $(c_1, c_3, c_4) = (-0.81, -3.4, 3.4)$ in units of GeV$^{-1}$, and the other constants $(c_D, c_E) = (-4.381, -1.126)$ are from Ref. \cite{11}.

Because the original chiral $g$ matrix obtained from BHF calculation is numerical and nonlocal, it is inconvenient for many applications such as $g$-matrix folding model. The original chiral $g$ matrix is localized by following the Melbourne group procedure \cite{12,13}. The localized $g$ matrix is equivalent with the on-shell and near-on-shell matrix elements of the original $g$ matrix. In the present work, we adopt three-range Gaussian form as the local $g$ matrix for each of central, spin-orbit, and tensor components and for each spin-isospin channel

$$
g_{ST}^{\rho}(s, \rho, E) = \sum_{i=1}^3 g_0^{ST}(\rho, E) e^{s^2/\lambda_i^2},
$$

where $\lambda_i$ is the range parameter and $g_0^{ST}(\rho, E)$ is the complex strength parameter. Here $\rho$ is the density of the nuclear matter and $E$ is the incident energy of the nucleon. The range parameters and strength
parameters are determined so as to reproduce the on-shell and near-on-shell matrix elements of the original chiral $g$ matrix. We obtain the range parameters as $(0.4,0.9,2.5)$ for central component and $(0.5,0.9,1.8)$ for spin-orbit and tensor components to minimize the $\chi^2$-values of the matrix elements.

### 2.2 folding model

The NA and AA elastic scattering can be described by the one-body Schrödinger equation,

$$[T_R + U - E] \chi = 0,$$

with the optical potential $U(R)$, where $E$ is the incident energy of the projectile and $T_R$ is the kinetic-energy operator concerning the relative coordinate $R$ between the projectile and the target. The optical potential $U$ is composed of the central (CE) and spin-orbit (LS), and the Coulomb (Coul) component,

$$U = U_{CE} + U_{LS} L \cdot \sigma + V_{Coul}$$

The central and spin-orbit components of optical potential are calculated by single folding model for NA scattering and double folding model for AA scattering. The folding potentials contain the direct and knock-on exchange term $U^{DR}$ and $U^{EX}$. The knock-on exchange term is nonlocal, but the term can be localized with high accuracy by the Brieva-Rook approximation [6]. The validity of this approximation is shown in Refs. [14, 15]. The central component of the localized folding potential for NA scattering is written as

$$U^{DR}_{CE}(R) = \sum_{\mu} \int d\mathbf{r}_T \rho^{\mu}_T(|\mathbf{r}_T - \mathbf{s}|/2) \rho^{\mu'}_T(|\mathbf{r}_T - \mathbf{s}|/2) g^{DR}_{\mu\mu'}(s') j_0(K(R)s'),$$

where $\rho^{\mu}_T$ is the proton and neutron density of the target nucleus. $g^{DR(Ex)}_{\mu\mu'}$ is the direct (knock-on exchange) component of the effective interaction between two nucleons which is described by the combination of $g^{ST}$. Here, $K(R)$ is the local momentum defined as $\hbar K(R) = \sqrt{2\mu(E - U_{CE} - V_{Coul})}$, and $K(R)$ is obtained self-consistently. For spin-orbit component of the folding potential and detail of the single folding model, see Ref. [16].

For AA scattering, the central component of the localized folding potential is written as

$$U^{DR}_{CE}(R) = \sum_{\mu\mu'} \int d\mathbf{r}_p d\mathbf{r}_T \rho^{\mu}_p(|\mathbf{r}_p - \mathbf{s}'|/2) \rho^{\mu'}_T(|\mathbf{r}_T - \mathbf{s}'|/2) \frac{3j_1(k_E s')}{k_E s'} g^{DR}_{\mu\mu'}(s') j_0(K(R)s') / M,$$

where $\rho_p$ stands for the coordinate of the interacting nucleon from the center of mass of projectile, $s' = \mathbf{r}_p - \mathbf{r}_T + \mathbf{R}$, and $M$ is defined by the mass number of projectile and target nuclei $A_p$ and $A_T$ as $M = A_p A_T / (A_p + A_T)$. See Refs. [17, 18] for the detail of the double folding model and the treatment of the local density $\rho$.

For the $^4\text{He}$ density, we use the phenomenological proton-density determined from electron scattering [19] in which the finite-size effect due to the proton charge is unfolded in the standard manner.
The neutron density is assumed to have the same geometry as the proton one. For the target density, we take the matter densities calculated by the spherical Hartree-Fock method with the Gogny-D1S interaction \[21\] in which the spurious center-of-mass motion is removed in the standard manner \[22\].

3. Results

![Graph](image)

Fig. 1: The angular distribution of (a) differential cross sections and (b) vector analyzing powers for proton elastic scattering at \(E = 65\) MeV. The solid and dashed lines represent to the results of chiral \(g\) matrix with and without 3NF effects, respectively. Each cross section is multiplied by the factor shown in the figure, while each vector analyzing power is shifted up by the number shown in the figure. Experimental data are taken from Ref. \[23\].

First, we consider proton elastic scattering at \(E = 65\) MeV from \(^{40}\text{Ca}\), \(^{58}\text{Ni}\), and \(^{208}\text{Pb}\) targets. Figure 1 shows the differential cross sections \(d\sigma/d\Omega\) and vector analyzing power \(A_y\) as a function of scattering angle \(\theta_{\text{c.m.}}\). The solid and dashed lines represent the results of chiral \(g\) matrix with and without 3NF effects. One can see that the chiral \(g\) matrix well reproduce the experimental data \[23\] without any adjustable parameters. Chiral-3NF effects are small for \(d\sigma/d\Omega\) at forward and middle angles where the data are available, because the scattering is governed by the potentials in the surface region where 3NF effects are small. However chiral-3NF effects for \(A_y\) are seen at middle angles \(\theta_{\text{c.m.}} \approx 60^\circ\). Because \(A_y\) is more sensitive for the difference of the potential than \(d\sigma/d\Omega\).

Next, we show the results of \(^4\text{He}\) elastic scattering at \(E/A = 72\) MeV from \(^{58}\text{Ni}\) and \(^{208}\text{Pb}\) targets. Figure 2 show \(d\sigma/d\Omega\) as a function of scattering angle \(\theta_{\text{c.m.}}\). The solid and dashed lines represent the results of chiral \(g\) matrix with and without 3NF effects. For both targets, chiral \(g\) matrix reproduce the experimental data \[24\] and chiral-3NF effects are sizable at middle angles \(\theta_{\text{c.m.}} > 20^\circ\). The reason why chiral-3NF effects are sizable for \(^4\text{He}\) scattering can be explained by near-far decomposition \[25\]. When a detector is set on the right-hand side of the target, the outgoing wave going through the right-hand (left-hand) side of the target is called the near-side (far-side) scattering. The near-side (far-side) component is mainly induced by repulsive Coulomb (attractive nuclear) force, and in general the near-side (far-side) component dominates forward-angle (middle-angle) scattering. The oscillations of \(d\sigma/d\Omega\), which are shown at \(\theta_{\text{c.m.}} = 5–20^\circ\) in Fig 2 are appeared because of the interference between the near- and far-side component. When the scattering is dominated by the far-side component, \(d\sigma/d\Omega\) has no oscillation and is sensitive to the change of nuclear force. For \(^4\text{He}\) scattering, the middle angle \(\theta_{\text{c.m.}} < 20^\circ\) is dominated by the far-side component and chiral 3NF effects appear in this region.
Fig. 2: The angular distribution of differential cross sections for $^4$He elastic scattering at $E = 72$ MeV/nucleon from $^{58}$Ni and $^{208}$Pb targets. The solid and dashed lines represent the results of the chiral $g$ matrix with and without 3NF effects, respectively. Each cross section is multiplied by the factor shown in the figure. Experimental data are taken from Ref. [24].

Figure 3 shows the central part $U_{CE}(R)$ of the folding potential for $^4$He+$^{208}$Pb scattering at 72 MeV/nucleon. The solid and dashed lines represent the results of the chiral $g$ matrix with and without 3NF effects. Chiral 3NF, mainly in its the $2\pi$-exchange diagram, makes the potential less attractive and more absorptive. The repulsive effect mainly comes from the repulsion in the $^1E$ channel of $g^{5T}$ because of the Pauli suppression of isobar $\Delta$ excitation in the nuclear-matter medium, and the absorptive effect mainly originated in the enhancement of the tensor correlations. The repulsive effect of chiral 3NF reduces $d\sigma/d\Omega$ at $\theta_{c.m.}>20^\circ$ for $^4$He scattering, whereas stronger absorption from chiral 3NF better separates the far-side amplitude from the near-side one.

4. Summary

We described nucleon-nucleus (NA) scattering at 65 MeV and nucleus-nucleus (AA) scattering at 72 MeV/nucleon based on chiral two-nucleon forces (2NFs) and three-nucleon forces (3NFs), using the standard BHF method and the $g$-matrix folding model. We calculated the $g$ matrix for the symmetric nuclear matter from N$^3$LO 2NF and N$^2$LO 3NF for positive energy by BHF method. Chiral-3NF effects are mainly come from the $2\pi$-exchange diagram. Chiral 3NF in the $^3E$ channel enhances the tensor correlations and makes the optical potential more absorptive. In the $^1E$ channel, chiral-3NF effect make the optical potential less attractive because of the Pauli suppression of isobar $\Delta$ excitation in the nuclear-matter medium in the conventional picture.

We provided the chiral $g$ matrix with a three-range Gaussian form by following the Melbourne-group procedure [12, 13]. The localization of the $g$ matrix was performed by making a $\chi^2$ fitting to the on-shell and near-on-shell matrix elements of the original chiral $g$ matrix. This localized Gaussian $g$ matrix makes the folding procedure much easier. The $g$-matrix folding model with the chiral $g$ matrix well reproduced the experimental data with no adjustable parameter for proton and $^4$He scattering from various target. We found that chiral-3NF effects are small for proton scattering but sizable for $^4$He scattering at the middle angle $\theta_{c.m.}>20^\circ$. Chiral 3NF reduced the differential cross section at the middle angle because of its repulsive nature.
Fig. 3: $R$ dependence of the central part of the folding potential for $^4\text{He}+^{208}\text{Pb}$ elastic scattering at $E = 72$ MeV/nucleon. The solid and dashed lines represent the results of chiral $g$ matrix with and without 3NF effects. Panels (a) and (b) correspond to the real and imaginary parts of $U_{CE}$.
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Abstract
Gamma decay and fission probabilities of 237,239U and 238,239Np have been measured, for the first time simultaneously, via the surrogate reactions 238U(3He,4He), 238U(d,p), 238U(3He,t) and 238U(3He,d), respectively. While a good agreement between our data and neutron-induced data is found for fission probabilities, gamma decay probabilities are several times higher than the corresponding neutron-induced data for each studied nucleus. We study the role of the different spin distributions populated in the surrogate and neutron-induced reactions. The compound nucleus spin distribution populated in the surrogate reaction is extracted from the measured gamma-decay probabilities, and used as input parameter in the statistical model to predict fission probabilities to be compared to our data. A strong disagreement between our data and the prediction is obtained. Preliminary results from an additional dedicated experiment confirm the observed discrepancies, indicating the need of a better understanding of the formation and decay processes of the compound nucleus.

1. Introduction
Neutron-induced reaction cross sections of short-lived nuclei are crucial for fundamental nuclear physics, as well as for astrophysics and nuclear energy applications. In particular these data are important for understanding the nucleosynthesis r- and s- processes, and for nuclear waste transmutation via fast neutrons. However many of the key isotopes have often lives-time too short for producing and handling a target, making the direct measurement of these cross sections very difficult.

The surrogate reaction method, proposed for the first time in the 70’s [3], is an indirect method which aims at determining compound nucleus reaction cross sections involving short lived and/or difficult-to-produce targets. The method is based on the assumption of the independence of the compound nucleus decay probability in a given channel on the formation channel (Bohr hypothesis): the same compound nucleus A* formed in a neutron-induced reaction (n+(A-1)→A*) is now formed in a transfer reaction on a slightly different (but more accessible) target nucleus (b+Y→A*+c). In this case the identification of the ejectile c allows one to determine the charge and mass (Z,A) of the decaying nucleus A, and the ejectile kinetic energy and emission angle provide its excitation energy E*. The nucleus A can decay through different exit channels: fission, gamma emission, neutron emission, etc.
Therefore the measurement of the number of coincidences between the ejectile and the decay products of interest, normalized to the total number of detected ejectiles (i.e. to the total number of nuclei A produced) allows one to extract the decay probability $P_{\text{decay}}^A$ for the corresponding decay channel. The neutron-induced cross section for the nucleus A-1 can then be obtained as

$$
\sigma_{\text{decay}}^{A-1} \simeq \sigma_{\text{CN}}^A(E_n) P_{\text{decay}}^A(E^*)
$$

where $\sigma_{\text{CN}}^A(E_n)$ is the compound nucleus formation cross section via the (A-1)+n reaction and it is typically obtained by optical model calculations.

The main advantages of this method are that it allows to access short-living nuclei, not otherwise accessible via direct measurements, and that several transfer channels can be simultaneously investigated on a broad excitation energy range. In addition this kind of measurements is performed with charged particles, whose beam intensity can be few orders of magnitude higher than the nowadays available neutron beams, and that the measurement is performed in a neutron-free environment, eliminating the issues related to neutron scattering typically associated to direct measurements. However, the equivalence of neutron-induced and surrogate reaction measurements relies on two hypothesis, which need to be tested. First, the formation of a compound nucleus must take place both in the neutron-induced and in the transfer reactions. This means that the formed nucleus loses memory of the entrance channel (except for the conserved quantities, i.e. energy and $J\pi$) and its decay is independent of its formation. This assumption is reasonable in the excitation energy region close to and above the neutron separation energy, where the nuclear level density is high. The second one is that the decay probabilities of the compound nucleus are independent of its angular momentum and parity distributions $-J\pi$ - (the so-called Weisskopf-Ewing limit, see Ref. [4]), or that the $J\pi$ distributions populated in neutron-induced and transfer reactions are the same. Further details on the method and on the underlying assumptions can be found in Ref.[5].

Several measurements (e.g. Ref.[6]) showed a very good agreement of the fission cross sections obtained with the surrogate and direct methods for actinides. However, in recent experiments [7, 8] radiative capture cross sections on rare earths obtained in surrogate reactions were found to be higher up to a factor of 10 than the corresponding neutron-induced reaction data. These important discrepancies were attributed to the large differences in the angular momentum between the mother and the daughter nuclei around the neutron separation energy, which results in the suppression of the neutron emission channel and therefore in the increase of the gamma emission probability [8]. This effect is expected to be reduced when studying actinides, whose level density is much higher than the rare earth one even at low excitation energies. However, a simultaneous measurement of fission and gamma emission probabilities of actinides was not performed up to now. In this work we report the results of this first-time experiment with the aim of further investigate the validity of the assumption of the surrogate reaction method and therefore to pin down to which extent it can be applied to infer neutron-induced cross sections.

2. Experiment

The measurement was performed at the Oslo cyclotron. A deuteron and a $^3$He beams at 15 and 24MeV energy, respectively, were impinged on a 99.5% isotopically pure $^{238}$U target of 260$\mu$g/cm$^2$ thickness. The target, deposited on a 40$\mu$g/cm$^2$ C layer, was produced at GSI and extreme attention was payed to reduce its oxidation.

The experimental setup coupled the CACTUS [9] NaI(Tl) array for gamma detection, the NIFF PPAC [10] for fission fragment detection and the SiRi silicon telescope array [11] for the ejectile detection and identification. The CACTUS array is constituted by 27 NaI(Tl) scintillators located 22cm around the target. Its efficiency was determined with the Extrapolated Efficiency Method [12] and the
Pulse Height Weighting function Technique [13], which give results in good agreement up to several hundred of keV above the neutron separation energy. For more details see Ref. [14]. The NIFF array is constituted by 4 PPAC, filled with 5 mbar C\textsubscript{4}H\textsubscript{10} gas, covering from 12° to 63° polar angle around the target, with a geometrical detection efficiency of 40% of 2\pi [14]. Finally, the SiRi telescope array is constituted by two segmented \Delta E(130\mu m)-E(1500\mu m) silicon detectors, covering from 126° to 140° polar angle around the beam direction. The silicon telescopes allow one to unambiguously identify the ejectile and measure its angle and kinetic energy. This information, combined to the reaction Q-value of the studied reaction, allows one to determine the excitation energy of the formed compound nucleus.

The experimental decay probability of the nucleus A\textsuperscript{*} in the channel j (fission or gamma emission) can be obtained as:

\[
P_j(E^*) = \frac{N_{\text{coinc}}^j(E^*)}{N_{\text{singles}}(E^*) \varepsilon_j(E^*)} \tag{2}
\]

where \(N_{\text{coinc}}^j(E^*)\) is the number of ejectiles detected in coincidence with each decay channel product and \(N_{\text{singles}}(E^*)\) is the total number of detected ejectiles, \(\varepsilon_j(E^*)\) is the detection efficiency of the decay product.

3. Results

As mentioned, several nuclei can be accessed simultaneously during surrogate reaction measurements. In particular, in this experiment we measured the gamma decay and fission probabilities of \(^{239}\text{U}\) via the \(^{238}\text{U}(d,p)\) transfer reaction and of \(^{239}\text{Np}, ^{237}\text{U}\) and \(^{238}\text{Np}\) via the \(^{238}\text{U}^3\text{He},d\), \(^{238}\text{U}^3\text{He},^4\text{He}\) and \(^{238}\text{U}^3\text{He},t\) reactions, respectively. In a first moment we will focus on the (d,p) reaction channel (i.e. the decay of the excited \(^{239}\text{U}\)), for which we have the highest statistics. However, the study of this reaction requires to account for the deuteron breakup, which is known since the 70’s to modify the values of the measured fission cross section of about 50% [15]. Despite the difficulties associated to this correction, the (d,p) reaction channel is very relevant for the surrogate reaction method because it is the closest reaction to a neutron induced reaction.

In Fig. 1a we present the fission probability obtained for this nucleus. The experimental data (full squares) are corrected for the deuteron breakup (empty square) [15] and compared to the evaluated neutron-induced data (full line) given by JENDL 4.0. For more details on elastic and inelastic deuteron breakup correction see Ref. [14]. The shown error bars account for both statistical and systematic uncertainties. The fission threshold is located around 6.2 MeV \(^{239}\text{U}\) excitation energy. An agreement between the corrected data and the neutron-induced data is observed for the fission threshold and the cross section values above the threshold. Similar agreements were found when analysing the other transfer reactions, although with less statistics, for which the deuteron breakup correction was not necessary. In Fig. 1b the experimental gamma emission probability \(P_\gamma\) (full circles) of \(^{239}\text{U}\) is shown. As expected the \(P_\gamma\) is equal to 1 below the neutron emission threshold of 4.8MeV (we remind that the gamma emission is the only open channel below \(S_n\) since the nucleus is not fissile, and the proton separation energy is bigger than the neutron separation energy) and it significantly drops above this energy due to the competition with the neutron emission. Our data are then compared to neutron-induced data (JENDL 4.0 - full line) and discrepancies up to a factor 10 are observed. In Fig. 1c we plot both the fission and gamma emission probabilities shown in Figs. 1a and 1b in the region where both decay channels are open simultaneously, and we compare the experimental data to the evaluated neutron induced data. Also in this excitation energy region we observe a good agreement with the neutron-induced data for the fission probability and a discrepancy of up to a factor 3 for the gamma emission probability. This seems to indicate that, while the fission process is independent of the neutron emission hindering, and therefore independent of the compound nucleus populated \(J^\pi\) distribution, it is not the case for the gamma emission, which is strongly enhanced by the neutron emission hindering. However, calculations based on the statistical
model with standard ingredients show a strong dependence of the fission probability on the spin.

To further investigate it, we compare the measured fission probability to the one calculated by the statistical model. Following the procedure described in [8] we extracted direct information on the populated $J^\pi$ distribution from the experimental gamma decay probabilities, using the TALYS code [17]. Assuming a Gaussian angular momentum distribution, with no dependence on the excitation energy, the experimental gamma emission probability can be written as:

$$P_\gamma(E^*; J^\pi) = \sum_{J^\pi} \left[ \frac{1}{2\sigma\sqrt{2\pi}} e^{-\frac{(J^\pi - J)^2}{2\sigma^2}} \right] G_\gamma(E^*, J^\pi)$$

where $G_\gamma(E^*, J^\pi)$ are the TALYS gamma decay probability. The unknown $\mathcal{J}$ and $\sigma$ parameters, which correspond to the average and width of the spin distribution, are obtained by fitting the experimental data with Eq.[3] in the compound-nucleus excitation energy region around 6MeV. The mean value of the surrogate spin distribution is around $5\hbar$ and the width is $2\hbar$. These values are higher than those obtained for the neutron-induced spin distribution, which is centered around $1\hbar$ with a width of about $0.5\hbar$. The surrogate spin distribution is now used as input parameter to the statistical model TALYS to determine the fission probability. The so-calculated fission probability is plotted in Fig.1a as dashed line and compared to the experimental data. The calculated fission probability does reproduce neither the values nor the fission threshold obtained experimentally. In particular, we observe that the statistical model...
predicts a dependence of the fission threshold on the mean angular momentum of the compound nucleus, which increases as we increase the input mean spin of the compound nucleus. On the contrary, the agreement between the fission thresholds measured in surrogate and neutron-induced reactions observed experimentally indicates an independence of the fission probability of the compound nucleus angular momentum. Therefore, our experimental observations are not currently explained within a statistical model.

Similar results are obtained when studying the other transfer channels. Although the statistics in these channels is lower (and therefore the fission threshold can be determined with less precision), they are not affected by the projectile break-up and therefore a direct comparison between the surrogate and neutron-induced data is possible, free of theoretical corrections. The $^{238}\text{U}(^3\text{He},^4\text{He})$ reaction is of particular interest and the results obtained for this transfer channel are shown in Fig. 2. A new dedicated experiment was performed in April 2015 at the Orsay TANDEM accelerator, with the aim of studying this reaction (among others) with an increased statistics, an increased precision in the excitation energy and in the fission and gamma emission probabilities. The latter is obtained by segmenting the fission fragment detectors to have a measurement of the fission fragments anisotropy, which affects both the fission and gamma probability measurements (indeed fission gamma rays need to be subtracted from...
the gamma emission probability). The data analysis is currently ongoing. In fig.3 we present the fission probability of $^{239}$Np compound nucleus, obtained in the $^{238}$U($^3$He,d) transfer reaction. Although the results are very preliminary, a good agreement between the results obtained in the two experiments below $S_n$ and between surrogate and neutron-induced fission threshold value is found.

4. Conclusions

In summary, we have performed an experiment to study the validity of the surrogate reaction method to extract neutron-induced reaction cross sections. It is the first time that transfer-induced gamma emission and fission probabilities of actinides are simultaneously measured. The comparison of our experimental data to those obtained in neutron-induced reactions shows a good agreement for the fission probability and a strong disagreement for the gamma emission probability for the same compound nucleus and excitation energy. This indicates a strong sensitivity of the gamma emission to the compound nucleus populated spin distribution at excitation energies slightly above the neutron separation energy. Indeed it was previously shown that the spin distribution populated in surrogate reaction is centered at higher values and it is broader than the one populated in neutron-induced reactions [8]. On the contrary we do not observe a dependence of the fission probability on the populated angular momentum distribution of the compound nucleus. We have compared these observations to the statistical model predictions. We have determined the spin distribution from a fit to the measured gamma emission probabilities via a statistical model calculation performed with the TALYS code. The so-obtained spin distribution is used as input parameter to deduce the fission probability. Statistical model calculations predict an influence of the angular momentum on the fission threshold. Such a dependence is not observed in the experimental data. Preliminary results of a more dedicated experiment confirm the presented results. Therefore our observations are nowadays not explained within a statistical model picture. It is then crucial to better understand the formation and decay mechanisms of the compound nucleus in transfer reactions. Indeed, the surrogate reaction method allows one to access cross sections of short-lived nuclei, that cannot be directly measured.
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Abstract
An extended analysis of the key role of direct interactions, i.e., breakup, stripping and pick-up processes, for the deuteron–induced surrogate reactions is presented. Particular comments concern the deuteron breakup which is dominant in the case of the \((d,p\gamma)\) surrogate reactions on actinides target nuclei, around the Coulomb barrier.

1. Introduction
The surrogate reaction method is an indirect measurement technique proposed by Cramer and Brit [1] to overcome the difficult problems of preparing and handling the highly radioactive targets required for cross-section measurements. Therefore, the outgoing channel of interest is studied via an alternative "surrogate" reaction that involves a projectile-target combination more accessible experimentally. The use of surrogate reaction method (e.g., [2, 3, 4, 5, 6, 7, 8, 9]) to provide indirect informations on cross sections that can not be measured directly or calculated accurately is steadily increasing. Since last decade this method has been involved mainly in the investigation of the neutron-induced \((n,\gamma)\), and \((n,f)\) reaction cross sections, by means of an appropriate stable beam and target combination ([2, 3] and Refs. therein).

2. Deuteron surrogate reactions for neutron capture
The "desired" \((n,\gamma)\) cross section for a target nucleus \(A\) is given in the Hauser-Feshbach formalism, in terms of compound nucleus (CN) formation cross section \(\sigma_n^{CN}(E_{ex},J,\pi)\) and the branching ratio \(G_{\gamma}^{CN}(E_{ex},J,\pi)\) toward the desired outgoing channel of \(\gamma\)-ray decay, by [4]:

\[
\sigma_{n\gamma}(E_n) = \sum_{J,\pi} \sigma_n^{CN}(E_{ex},J,\pi)G_{\gamma}^{CN}(E_{ex},J,\pi),
\]

where \(J,\pi\) are the spin and parity of the excited state \(E_{ex}\) of the decaying compound nucleus:

\[
E_{ex} = \frac{A}{A+1}E_n + S_n,
\]

\(E_n\) being the neutron incident energy, and \(S_n\) the binding energy of the neutron in the compound nucleus.

Usually the compound nucleus formation cross section is obtained from a neutron optical model potential, while the \(G_{\gamma}^{CN}\) branching ratio requires accurate information on the Hauser-Feshbach model ingredients of the all competing decay channels, e.g., optical potentials, level densities, strengths functions, etc. Such difficulties should be avoided by using alternative surrogate reactions. Among them, the deuteron surrogate reaction \((d,p\gamma)\) produces the same excited nucleus \((A+1)\), decaying through the desired \(\gamma\) channel.

The probability for the compound nucleus formed in the \((d,p)\) surrogate reaction, with the same specific excitation energy, spin, and parity values as in the desired reaction, to decay through \(\gamma\) channel is [4]:

\[
P_{d,p\gamma}(E_{ex}) = \sum_{J,\pi} F_{d,p}^{CN}(E_{ex},J,\pi)G_{\gamma}^{CN}(E_{ex},J,\pi),
\]
where \( F_{d,p}^{CN}(E_{ex}, J, \pi) \) is the probability for the formation of this excited surrogate compound nucleus.

The specific feature of the surrogate method is the experimental determination of \( P_{d,p\gamma}(E_{ex}) \), by measuring the total number of the surrogate events, e.g. number of \((d,p)\) processes, and the number of coincidences surrogate ejectile–CN decay channel, e.g. number of \(p - \gamma\) coincidences:

\[
P_{d,p\gamma}^{exp}(E_{ex}) = \frac{N_{\text{coincidences}}(E_{ex})}{N_{\text{surrogate events}}(E_{ex})}
\]

(4)

corrected for the detector efficiency.

Further, the use of measured \( P_{d,p\gamma}(E_{ex}) \), together with the calculated \( F_{d,p}^{CN}(E_{ex}, J, \pi) \), to determine the branching ratios \( G_{\gamma}^{CN}(E_{ex}, J, \pi) \), leads to the determination of the desired cross section, Eq. (1). This is the theoretical frame of the surrogate reactions, before approximations which simplify the analysis.

A first approximation of the surrogate method considers similar \( J - \pi \) distributions in both desired and surrogate reactions [2, 3]:

\[
F_{d,p}^{CN}(E_{ex}, J, \pi) \approx F_{n}^{CN}(E_{ex}, J, \pi) = \frac{\sigma_{n}^{CN}(E_{ex}, J, \pi)}{\sum_{J', \pi'} \sigma_{n}^{CN}(E_{ex}, J', \pi')}.
\]

(5)

where \( F_{n}^{CN}(E_{ex}, J, \pi) \) is the the probability for the formation of this excited compound nucleus in the desired reaction.

Next approximation, within the Weisskopf-Ewing (WE) limit of the Hauser-Feshbach formalism, considers the decay probabilities \( G_{\gamma}(E_{ex}, J, \pi) \) to be independent of \( J - \pi \):

\[
G_{\gamma}(E_{ex}, J, \pi) = G_{\gamma}(E_{ex}),
\]

(6)

the desired cross section becoming finally:

\[
\sigma_{n\gamma}^{WE}(E_{n}) = \sigma_{n}^{CN}(E_{n}) P_{d,p\gamma}^{exp}(E_{ex})\]

(7)

3. Tests of deuteron surrogate reaction approximations

Given the importance of \((n, \gamma)\) reaction for basic and applied nuclear physics and the possibility of using \((d, p\gamma)\) as a surrogate reaction for neutron capture, the validation of the deuteron surrogate method has got a great importance. The validation test comparing already well known \((n, \gamma)\) cross sections with those provided by deuteron surrogate reaction \((d, p\gamma)\) stressed out large discrepancies [5, 6, 7, 8, 9] which rise a strong question mark concerning the suitability of the associated theoretical frame.

Thus, Allmond et al. [7] reported a 23% deviation between the known ratio \(^{235}\text{U}(n, \gamma)^{235}\text{U}(n,f)\) and the measured surrogate ratio \(^{235}\text{U}(d, p\gamma)^{235}\text{U}(d,pf)\). Such large discrepancy reveals "breakdown of the Bohr compound nucleus and Weisskopf-Ewing approximation" [7], requesting an improved reaction model for the \((d, p)\) surrogate process results from Hatarik et al. [8] validation test for the \(^{171,173}\text{Yb}(d, p\gamma)\) surrogate reactions by comparison with known neutron capture cross sections [10]. The large discrepancy between ENDF/B-VII.0 [11] evaluated \(^{92}\text{Mo}(n, \gamma)\) reaction cross sections and the corresponding \(^{92}\text{Mo}(d, p\gamma)\) surrogate cross sections found by Goldblum et al. [9] points out the failure of the modeling the deuteron surrogate reactions through the Weisskopf-Ewing approximation. Wilson et al. [5] directed a "stringent test of the applicability" of the deuteron surrogate method in the actinides region, for the \(^{232}\text{Th}\) target nucleus, for well known neutron-capture cross sections [12]. Large overestimation of the \((n, \gamma)\) reaction cross sections by the \((d, p\gamma)\) surrogate reaction results for the low neutron energy...
Range $E_n < 1$ MeV has thus been reported. Supplementary to the criticism of the Weisskopf-Ewing approximation used in the surrogate formalism, the effect of the breakup process is mentioned by Ducasse et al. [6] as another source of validation failure in the case of deuteron surrogate reaction $^{238}\text{U}(d,p\gamma)$.

It is obvious that the apparent discrepancies evidenced by validation tests [5, 6, 7, 8, 9] are the results of weak points, actually the approximations of the $(d,p)$ interaction process analysis in the theoretical frame of surrogate method.

One approximation, appearing even as a contradiction in the terms of the surrogate reaction method is that the direct nucleon-transfer $(d,p)$ reaction forms an excited compound nucleus [5, 6, 7, 8, 9]. Therefore, a reconsideration of the reaction mechanisms involved in deuteron surrogate reactions, populating a highly excited nucleus, should include the direct reactions (DR, e.g., stripping), statistical processes, e.g., pre-equilibrium emission (PE), and CN processes, as well as the deuteron breakup (BU) particularly for deuteron interaction processes [13, 14, 15]. Actually, in the case of the deuteron surrogate reactions at low incident energies, for heavy targets nuclei (actinides) the deuteron breakup has the strongest effects, as it has been pointed out for the low-energy deuteron interaction with $^{231}\text{Pa}$ target nucleus [16].

The physical picture of the deuteron breakup in the Coulomb and nuclear fields of the target nucleus considers two distinct processes, namely the elastic breakup (EB) in which the target nucleus remains in its ground state and none of the deuteron constituents interacts with it, and the inelastic breakup or breakup fusion (BF), where one of these deuteron constituents interacts with the target nucleus while the remaining one is detected. Overall, there are actually two opposite effects of the deuteron breakup on the deuteron activation cross sections that should be considered. Firstly, the total-reaction cross section, that is shared among different outgoing channels, is reduced by the value of the total breakup cross section $\sigma_{\text{BU}}$. On the other hand, the BF component, where one of deuteron constituents interacts with the target nucleus leading to a secondary composite nucleus, brings contributions to different reaction channels [13, 14, 15, 16]. Thus, the absorbed proton or neutron following the deuteron breakup, contributes to the enhancement of the corresponding $(d,xn)$ or $(d,xp)$ reaction cross sections, respec-
Fig. 2: The energy dependence of the total breakup cross sections given by Avrigeanu et al. [15, 19, 20] (solid curves) and Kalbach [18] (dashed curves) parametrizations for deuteron interactions with $^{27}$Al, $^{63}$Cu, $^{93}$Nb, $^{119}$Sn, $^{181}$Ta, and $^{231}$Pa, while $\sigma_R$ is shown by dotted curves.

tively. The breakup effects which are present in the deuteron surrogate experiments will be stressed out in the following through a detailed examination of the work of Wilson et al. [5] using the surrogate reaction $^{232}$Th($d,p\gamma$)$^{233}$Th for an indirect measurement of the well-known $^{232}$Th($n,\gamma$)$^{233}$Th reaction cross sections [11, 12] for incident-neutron energies between 0 and around 1 MeV. A good agreement between indirect and direct ($n,\gamma$) cross-section measurements was found only in the range 500 keV–1 MeV while large discrepancies have been present outside this range.

First, the measurement of Wilson et al. [5] has involved 12 MeV deuterons incident on $^{232}$Th target nucleus, while the decay probabilities $P_{d,p\gamma}(E_{ex})$ of the excited nucleus $^{233}$Th have been measured at excitation energies between the corresponding neutron binding energy $S_n=4.786$ MeV and 1 MeV above it. The protons from the ($d,p\gamma$) reaction corresponding to this excitation have had energies between $\sim8.7$ and 9.7 MeV while their maximum energy has been around 14.5 MeV. On the other hand, the BF protons have had a maximum energy of 9.673 MeV in the center-of-mass system, with a twofold outcome for these BF protons: they match the proton emission involved in the surrogate-reaction analysis, but have energies lower than the protons which populate the excited nucleus $^{233}$Th below $S_n$ and were considered to prove the lack of any BU effect (Fig. 6 of Ref. [5]).

Second, the BF protons with energies between $\sim8.7$ and 9.7 MeV correspond to BF neutrons with energies between around 1 MeV and 0, respectively, i.e. very much alike to the desired neutron capture process. Furthermore, these BF neutrons interact with $^{232}$Th target nucleus, populating the same analyzed $^{233}$Th compound nucleus, at the same excitation energies of interest. The $\gamma$-ray decay of $^{233}$Th compound nuclei populated through the BF enhancement contribute thus, together with the companion BF protons, to the measured $p-\gamma$ coincidence events.

Third, in addition to the BF, stripping, and PE contributions to the population of the excited nucleus $^{233}$Th, one has to take into account the considerable amount of incident deuterons leakage through the above mentioned processes [13, 14, 15, 16], strongly diminishing the probability $F_{d,p}^{CN}(E_{ex},J,\pi)$ for forming the compound nucleus $^{233}$Th, Eq. (3).

The importance of the total (EB+BF) proton-emission breakup fractions $\sigma_{BU}^{\alpha}/\sigma_R$, where $\sigma_R$ is
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The deuteron reaction cross section, is given in Fig. 1 by means of the comparison with the experimental systematics [17], measured for target nuclei from Al to Th. The calculated curves represent the predictions of the empirical Kalbach’s [18] and Avrigeanu et al. [15, 19, 20] parametrizations.

A comparison of the total breakup cross sections predicted by Kalbach [18], and Avrigeanu et al. [15, 19, 20] for deuterons interaction with target nuclei from Al to Pa and the total deuteron cross section is presented in Fig. 2. Regardless of the differences for incident energy lower than ≈10 MeV, where Kalbach’s parametrization [18] predicts too high values for the breakup cross sections, both parametrizations predict an increasing role of deuteron breakup with increased target-nucleus mass/charge, pointing out the dominance of the breakup mechanism at the deuteron incident energies below and around the Coulomb barrier of $^{231}$Pa [16]. Actually, this conclusion is in line with the experimental total proton-emission BU fraction data for deuterons on $^{232}$Th [17], Fig. 1. Particularly, the dominance of the breakup mechanism for the actinides nuclei at energy around Coulomb barrier should be considered in the case of $(d, x)$ surrogate reactions analysis.

From Figs. 1 and 2 it is obvious that the neglection of the breakup mechanism strongly affects the validation test, being the main reason of its failure.

The other assumption concerning the equality of the branching ratios for the deuteron surrogate and the neutron-induced reactions should be considered with increased caution in the analysis due to the population and decay differences between the excited and compound nuclei, respectively, formed in surrogate and desired reactions [21, 6].

Finally, one should be more careful in assuming that the failure of the surrogate-method validation tests follows the use of the too weak Weisskopf-Ewing approximation [5, 6, 7, 8, 9]. Even the use of the Hauser-Feshbach formalism alone within deuteron-induced reactions analysis can not lead to expected good results in the absence of the unitary account of BU+DR+PE+CN reaction mechanisms involvement.

4. Conclusions

The present work has concerned a deeper analysis of the key role of the direct interaction, particularly the breakup mechanism in the deuteron surrogate reactions. The opposite effects of the breakup mechanism, namely the enhancement of the counted protons − γ coincidences as well as the decrease of the compound nucleus cross section due to initial deuteron flux leakage through breakup but also stripping and pre-equilibrium processes should explain the failure of the validation tests of the deuteron surrogate method particularly at low incident energies around the Coulomb barrier and on actinides target nuclei.
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Abstract
The spectroscopy of $^{10}$Be and $^{16}$C isotopes is studied via projectile break-up reactions induced on polyethylene (CH$_2$) target, by using a 55 MeV/u $^{10}$Be and a 49 MeV/u $^{16}$C beams provided by the FRIBs facility at INFN-LNS. We reconstruct the $^{10}$Be and $^{16}$C relative energy spectra to evince the presence of excited states characterized by cluster structure. By inspecting the $^4$He+$^6$He relative energy spectrum we find evidence of a new possible state of $^{10}$Be at 13.5 MeV for which the corresponding angular correlation indicates a hypothetical $6^+$ assignment. Finally, from binary ($^6$He+$^{10}$Be) cluster decomposition of $^{16}$C we show the indication of a possible new state at about 20.6 MeV.

1. Introduction
The study of cluster structures in light nuclei is considered an important tool to understand the properties of nuclear forces in few body systems [1]. In fact, clustering in nuclei reflects the correlations between nucleons inside the nuclear volume, due to the quantum nature of nuclear systems. The simplest example is offered by the case of self-conjugated nuclei (such as $^8$Be, $^{12}$C, $^{16}$O, $^{20}$Ne), in which the nucleon-nucleon correlations, given the great stability of the $\alpha$ particle, could determine a spatial reorganization of nucleons into $\alpha$-cluster structures [2]. These cluster structures could be characterized by very large deformations and peculiar shapes [3]. An important example is the Hoyle state in $^{12}$C ($0^+$, 7.654 MeV), whose cluster structure is of fundamental importance also in Nuclear Astrophysics [4, 5, 6, 7].

An increasing interest on the study of clusters in nuclei has been triggered by the evidence (in the last decades) that clustering effects could also be observed in non-self conjugated nuclei. In this case clustering phenomena could show very different features. Important examples are the neutron-rich nuclei, where the extra-neutrons can provide sort of covalent bonds between $\alpha$-like centers with...
the subsequent increasing of the nuclear stability (look for example at the $^9$Be and $^{10}$Be isotopes that are weakly bound while the $^8$Be is unbound) eventually leading to the possible formation of the so-called nuclear molecules [1, 8]. The neutron-rich beryllium isotopes, together with the carbon ones, represent a very important case also because of their possible, respectively, dimeric and linear chain configurations, discussed in several recent papers [3, 8].

In the study of the beryllium isotopic chain a special attention must be paid to the $^{10}$Be isotope. This nucleus is characterized by a highly-deformed ground state [9] on which a positive parity rotational excitation is built. For this rotational band, the $2^+$ member is well known (3.37 MeV excitation energy), while its continuation has been object of recent publications because of the uncertainties of the $4^+$ member assignment [11, 10, 12, 13], predicted at about 11–12 MeV. A negative parity rotational band with a $1^-$ state at 5.96 MeV as band-head is also reported in [11]. The presence, close to the $^4$He+$^6$He emission threshold, of a molecular $0^+$ state ($\approx 6.18$ MeV), predicted in the AMD calculation [9], has been experimentally confirmed. This state can be well described in terms of molecular dimeric $\alpha : 2n : \alpha$ structure. The existence of a $2^+$ state at 7.54 MeV, characterized by a strong molecular structure, is the indication of the rotational excitation of the 6.18 MeV state. The subsequent $4^+$ member of this molecular rotational band is predicted to be located at about 10.5 MeV excitation energy. A 10.2 MeV state was found via the $^7$Li($^4$He,$^4$He)$^8$He reaction [14]. Curtis et al assigned $J^\pi=3^-$ to this state via angular correlation measurements [15]. This assignment was subsequently contradicted in Ref. [16] and in recent $^6$He+$^4$He inverse kinematic resonant elastic scattering experiments. This state could therefore be the $4^+$ member of the molecular rotational band. A very recent resonant elastic scattering $^6$He+$^4$He experiment at the ANASEN facility [17] has also shown, as a preliminary result, the existence of a $6^+$ excited state in $^{10}$Be at about 13.6 MeV. This state is compatible, on the energetic point of view, with the $6^+$ member of the cluster state band in $^{10}$Be [18], of which could represent the continuation.

Another interesting isotopic chain is the carbon one. In particular, the neutron-rich carbon isotopes represent an important case for the Nuclear Physics of clusters, because of the various theoretical predictions of possible linear chain and triangular configurations of these nuclei. Interesting studies have been done recently on $^{13}$C [19, 20, 21] and $^{14}$C [22] structure via resonant elastic scattering in direct and inverse kinematics. The $^{16}$C, for which the spectroscopy is absolutely not well known, especially above the helium disintegration threshold, has recently attracted a large interest [23, 24]. For this isotope, a recent theoretical calculation [25] indicated the possible existence of various molecular states, constituted by three $\alpha$ centers bounded by two couple of valence neutrons, with triangular and linear shapes. These states could give rise to molecular bands, but unfortunately an experimental confirmation of these predictions is still missing because of the poor statistics of the experiments reported in literature.

In the present paper we report new results on the spectroscopy of $^{10}$Be and $^{16}$C excited states above the cluster emission thresholds, investigated via sequential projectile break-up reactions. Break-up fragments have been detected by the Chimera array. A relative energy analysis of correlated break-up fragments has allowed us to point out the possible existence of new states of these nuclei. In particular, we found indications of a possible state at about 13.5 MeV in $^{10}$Be, as seen from the $^4$He+$^6$He coincidence data. The corresponding angular correlation analysis shows an high spin value (possibly $6^+$) for this state, confirming the findings of [17]. For the $^{16}$C nucleus, the $^6$He+$^{10}$Be correlations suggest the presence of a new state at about 20.6 MeV, in agreement with calculations of [25].

2. Experimental details

Break-up reactions have been induced on a polyethylene CH$_2$ target. For the present experiment we have selected reaction products from the $^1$H($^{10}$Be,$^4$He)$^6$He),$^2$H($^{10}$Be,$^4$He)$^6$He),$^{12}$C($^{10}$Be,$^4$He)$^6$He) and $^1$H($^{16}$C,$^8$He)$^{10}$Be),$^2$H($^{16}$C,$^8$He)$^{10}$Be) reactions. To obtain spectroscopic information on $^{10}$Be and $^{16}$C
nuclei we measured masses, energies and flight directions of the corresponding break-up fragments with the CHIMERA 4π multi-detector [27, 28, 29, 30]. It is constituted by 1192 Si-CsI(Tl) telescopes, covering ≃ 94% of the whole solid angle. The first stage of the telescope is constituted by a 300 μm thick silicon detector and it is followed by a CsI(Tl) crystal, having a thickness of 12 cm and read-out by a photodiode. In the present experiment we used the first three forward rings of the Chimera array, covering the polar angle range 2.2° ≤ θ ≤ 6.4°. Thanks, on one hand, to the forward peaked cross section of inelastic excitation on carbon [31], and, on the other hand, to the small limiting angle of inverse kinematics excitation on hydrogen, we expect to detect a large amount of fragments coming from projectile break-up in this present angular domain.

2.1 The ¹⁰Be case

The ¹⁰Be spectroscopy has been studied via the ⁴He⁺⁶He correlation with the above described technique. The corresponding relative energy (E_{rel} + E_{thr}) spectrum is reported in Fig. 2 with the green line. Despite the low statistics and the limited resolution some peaks are visible. They are in agreement with suggestions given in the literature, as pointed out by the arrows indicating the energy position of known states. It is very interesting to observe that the presence of another bump at E_r ≃ 13.5 MeV suggests the possible fingerprint of a new, unreported, state in ¹⁰Be. To check if the observed peak can be really ascribed to the existence of an excited state in ¹⁰Be we evaluated the detection efficiency. This contribution was calculated via a Monte Carlo simulation with the same prescriptions than for the ⁸Be case. Because of the different kinematics between inelastic scattering on Hydrogen or Carbon, the two components of the composite target, we performed two different simulation taking into account the different possible target nuclei.

Spin and parity of the suggested 13.5 MeV state can be tentatively estimated via an angular correlation analysis. Fig. 1 shows the |cos(Ψ′)| distribution of the events falling into the 13.5 MeV peak, where we have indicated with Ψ′ the angle formed by the relative velocity vector of the two fragments with the beam axis (Ψ) taking into account the phase shift term (ΔΨ), as suggested for example in [35, 36, 37]. This correction is useful to make direct comparisons with the corresponding Legendre polynomial squared, being |cos(Ψ′)| ∝ |P_J(cos(Ψ′))|^2, where P_J is the J-order Legendre polynomial and J is the spin of the resonance. As a first approximation, the phase shift term ΔΨ can be calculated, following the suggestions of Refs. [35], by the relation ΔΨ = ℓ_i J^2 θ_m, where ℓ_i is the angular momentum of the dominant partial wave in the entrance channel. Considering that, in a semi-classical picture, at intermediate energies inelastic scattering processes have essentially a direct and peripheral nature, only a narrow window of angular momenta centred around the grazing value ℓ_g would contribute to the scattering amplitude [37]. For this reason, we can assume ℓ_i ≈ ℓ_g. The ℓ_g has been calculated with the Wilcke model [38]. For example, in the present case we have ℓ_g ≈ 10h for proton target. For clarity reasons we have presented in Fig.1 the behaviour of the experimental data (black points) corrected considering a J = 6 resonance and compared with the corresponding theoretical prediction (red line), for which we have obtained a better agreement. The last one has also been corrected for the estimated detection efficiency (represented by the dotted line). As clearly visible from the figure, the J = 6 theoretical prediction is in satisfactory agreement with the experimental data, possibly confirming the preliminary results reported in Ref. [17].

2.2 The ¹⁶C case

Finally, we have studied the ¹⁰Be⁺⁶He correlations to investigate the spectroscopy of ¹⁶C. The corresponding relative energy (E_{rel} + E_{thr}) is shown in Fig. 2. The red and black dashed lines are, re-
Fig. 1: (color online) $^6$He-$^4$He angular correlations for the 13.5 MeV state of $^{10}$Be corrected for the phase shift term considering a $J = 6$ resonance. The red line is the corresponding theoretical prediction $|P_6(\cos(\Psi'))|^2$ corrected for the efficiency (dashed line).

spectively, the efficiency for inelastic scattering on hydrogen or carbon, in analogy with the previous discussion. In this case the statistics is very low, but anyway an yield enhancement corresponding to an excitation energy of about 20.6 MeV is visible. As in the case of $^{10}$Be, the efficiency curves exhibit a flat behaviour, indicating that the 20.6 MeV bump should not be attributed to efficiency effects. It is very interesting to note that also previous experiments [24, 23] show, with lower statistics, the same yield enhancement. For these reasons, we could attribute this bump to a new state; furthermore, in these energy region, some linear chain states and triangular states have been pointed out in the theoretical paper [25].

3. Conclusions and perspectives

In conclusion, we studied the structure of $^{10}$Be and $^{16}$C via break-up reactions induced on CH$_2$ target and using a radioactive cocktail beam produced at the FRIBs facility (LNS).

From the analysis of $^6$He-$^4$He coincidences we investigate the spectroscopy of $^{10}$Be, observing some excited state reported in literature and the evidence of a new state. For this new state, possibly observed also in the preliminary analysis [17], we studied the corresponding angular correlation, pointing out a tentative $6^+$ spin and parity assignment in agreement with [17].

The structure of $^{16}$C is investigated via the $^{10}$Be+$^6$He break-up channel. In this case we find an yield enhancement at about 20.6 MeV excitation energy that could be the fingerprint of the possible existence of a new molecular state in $^{16}$C, possibly seen also in the previous experiments [24, 23], but with lower statistics.
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Abstract

The $^{19}$F(p,α$_{0}$)$^{16}$O reaction has been studied with two different experiments in Naples (0.6–1.0 MeV) and Legnaro (0.2–0.6 MeV). In this way a comprehensive view of the S-factor at low energy has been obtained. This reaction is relevant in Nuclear Structure, to study the $^{20}$Ne compound nucleus, and in Nuclear Astrophysics, because it is an important fluorine destruction channel in hydrogen rich stellar environments. Our works points out the role played by several low-energy resonances and confirms the presence of direct components in the S-factor. The R-matrix fit of experimental data allows us to perform the spectroscopy of $^{20}$Ne excited states and to extrapolate the reaction rate at temperatures typical of the basis of the convective envelope of AGB stars.

1 Introduction

The first, pioneering, studies of α-particle emission in proton induced nuclear reactions on $^{19}$F can be found in very old papers in Nuclear Physics [1-5]. These reactions can be distinguished in $^{19}$F(p,α$_{0}$)$^{16}$O ($Q$=8.114 MeV), $^{19}$F(p,απ)$^{16}$O$_{6.05}$ ($Q$=2.06 MeV) and $^{19}$F(p,αγ)$^{16}$O ($E_{\gamma}$ = 6.13, 6.92, 7.13 MeV) [6]. The low energy ($E_{p}$=0.5–2.0 MeV region) cross sections for all these three reaction branches show the presence of several resonances, testifying a quite large level density in the 13-15 MeV excitation energy region of the compound nucleus [5,6]. Typically, a state observed in the απ channel is also seen in the αγ one, with some exceptions [6]. Despite the experimental efforts made in past times, the present knowledge of these reactions is still lacking in several parts. It is mainly based on the experimental works of Isoya et al [7], Clarke and Paul [5], Breuer [8], Ranken et al [9], Caracciolo et al [10], De Rosa et al [11], Cuzzocrea et al [12], Ouichaoui et al [13], Spyrou et al [14] A review on the spectroscopy of $^{20}$Ne based on these and other works can be found in Tilley et al [6]. As pointed out by [6], ambiguities are still present in the spectroscopy of some natural parity states (for example the 13.522, 13.645 and 14.85 MeV states have uncertain $J^{\pi}$ assignments).

Furthermore, the NACRE collaboration [15] has discussed the presence of discrepancies between the various data sets reported in the literature concerning the absolute cross section data of this reaction [16]. At low energies ($E_{p}$ ≈ 0.5 – 0.7 MeV), the data by Isoya et al and Breuer show discrepancies at 30% level or more; these discrepancies heavily influence the uncertainty level of low energy S-factor extrapolations and the consequent reaction rate determination, that is of the order of 50%, as discussed in Ref. [15]. Indeed, the accurate knowledge of this reaction cross section is important for Nuclear Astrophysics purposes. The nucleosynthesis of fluorine is an open problem in Astrophysics [17], and
Fig. 1: Examples of three angular distributions obtained for the $^{19}$F(p,$\alpha$)$^{16}$O reaction at $E_p=0.682$, 0.743 and 0.834 MeV. Lines represent the results of Legendre Polynomial fits of data.

recent papers suggested that, in hydrogen-rich environments at the basis of the convective envelope of AGB stars, the $^{19}$F(p,$\alpha$)$^{16}$O reaction can play a role in the destruction of fluorine by means of deep mixing processes [18-21].

In recent times, the need of new data has driven different groups to perform new experiments, by using both direct and indirect techniques. For example, a new measurement performed by using the Trojan Horse method [21,22] has suggested the presence of various low energy resonances. In particular, the $E_{cm}=113$ keV one is believed to highly influence the reaction rate value at temperatures near 0.6 GK, typical of AGB environments.

Considering all these discrepancies and the lack of low energy data, we performed two new direct measurements of the $^{19}$F(p,$\alpha$)$^{16}$O reactions in the bombarding energy regions $E_p\approx 0.6-1.0$ MeV (experiment performed at the TTT3 tandem in Naples, Italy) and $E_p\approx 0.2-0.6$ MeV (experiment performed at the AN2000 Van de Graaf accelerator in Legnaro, Italy). In these proceedings we report some results of both experiments. The reader is referred to the more extended Refs. [23] and [24] for further details.

2 The $E_p\approx 0.6-1.0$ MeV experiment in Naples

The first of the two $^{19}$F(p,$\alpha$)$^{16}$O cross section measurement was performed in Naples by using the TTT3 tandem [23,25,26]. The beam energy was varied from about 1.0 MeV down to 0.6 MeV in 10 keV steps. The accuracy in the beam energy determination was better than 0.2%, and the diameter of the beam spot on the target was less than 3 mm. The beam energy calibration was checked by investigating resonances in the elastic scattering of proton and $\alpha$ particles on $^{12}$C and $^{16}$O nuclei. A LiF layer (94 $\mu$g/cm$^2$ thick) evaporated on a thin carbon backing (18 $\mu$g/cm$^2$ thick) was used as target. The beam intensity was measured by means of a Faraday cup and the collected charge was determined with a digital current integrator. The detection system was made by an array of 12 silicon detectors, placed at 10-15 cm from the target centre. The detection system covered a broad range of polar angles in the laboratory frame, both in the forward and backward hemisphere (20°–70° and 110°–160° in 10° steps). To suppress the high flux of elastically scattered protons we used thin Al absorbers (14.5 $\mu$m thick) in front of detectors. Because of the high reaction $Q$-value (8.114 MeV), $\alpha$ particles emitted in the $^{19}$F(p,$\alpha$)$^{16}$O reaction punch through the Al foils and are detected with 100% efficiency. The measured yields is transformed into absolute cross sections using standard equations. Examples of angular distributions obtained at various angles are reported in Figure 1.
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Examples of angular distributions are shown in Figure 1, where the continuous shape evolution as a function of energy testifies the contributions of different excited states in the compound nucleus. In particular, in the energy region here explored, large contributions are due to the $E_p=842, 778, 733$ keV resonances (corresponding to $^{20}$Ne states at $E_x=13.642, 13.586, 13.544$ MeV, respectively). The analysis of angular distributions in terms of Legendre polynomials confirms the $2^+$ assignment for the 778 and 733 keV resonances [6,7] and indicates $J^P=0^+$ assignment for the 842 keV resonance, for which two different $J^P$ assignments (0$^+$ and 2$^+$) have been reported in the literature [6,7,10]. Furthermore, the shape of angular distributions in the 820-850 keV region can be well reproduced by considering the overlap between the 842 keV state and a newly reported state (with tentative $J^P=1^-$ assignment) at about 825 keV [23]. The integration of angular distributions allows us to derive the $S$-factor. Its behaviour as a function of energy is reported in Figure 3 as red triangles. The presence of resonant structures at energies corresponding to the previously mentioned excited states in $^{20}$Ne can be recognized. In the $E_{cm}=0.8$ MeV region ($E_x=13.642$) our data are in good agreement with Caracciolo et al data [10] and Isoya et al data [7] as reported by NACRE [15]. In the $E_{cm}≈0.6-0.74$ MeV region our data are ≈30% larger than the Isoya et al ones but matches well the absolute data by Breuer [8]. This last (and very old) data set pointed out (very tentatively) the possible existence of broad states at low energy ($E_{cm}=0.4$ MeV), which can have some influence in the reaction rate determination at 0.5-0.7 GK. Furthermore, recent results based on the use of the Trojan Horse indirect technique [21,22] pointed out the important contribution of other low energy states at 380 and 113 keV ($E_x=13.226$ and 12.957 MeV). Considering these suggestions, we decided to perform a new experiment aimed at exploring the low energy domain of this reaction, where very few results have been reported to date. The results of this experiment are discussed in the following section.

3 The $E_p≈0.2-0.6$ MeV experiment at LNL

The second experiment on the $^{19}$F(p,α$^0$)$^{16}$O reaction was performed at Laboratori Nazionali di Legnaro (LNL) by using the AN2000 single–ended van de Graaf accelerator [24]. The beam energy was varied from about 0.6 MeV down to 0.2 MeV in ≈20 keV steps. The maximum beam energy spread was ±2.5 keV. The beam energy calibration was determined by scanning the 340 keV resonance in the $^{19}$F(p,αγ) reaction and the 992 keV resonance in the $^{27}$Al(p,γ) reaction. CaF$_2$ layers (30 μg/cm$^2$ thick) evaporated on a thin carbon backing (20 μg/cm$^2$ thick) were used as reaction targets; they were frequently replaced to prevent degradation. Target thickness was estimated by means of the resonating quartz method; it
was subsequently cross-checked with dedicated elastic backscattering analysis. These analyses also pointed out a natural stoichiometry of the CaF$_2$ layer, as seen in [28].

The detection system was an array of 12 silicon detectors (covering the 20°-160° polar angular range) and placed 10 – 12 cm far from the centre of the target. The detectors thickness was 300 $\mu$m. 8 $\mu$m thick aluminium absorbers were used to stop scattered protons. The detection system was operated in high vacuum (better than 10$^{-6}$ mbar). Absolute cross section measurements were obtained by using a Faraday Cup equipped with an electrostatic suppressor ring (-300V bias). Absolute normalizations were checked by means of an unshielded silicon detector placed at 160° monitoring the $p^{+}$Ca elastic scattering whose cross section follows the Rutherford prediction in this low energy domain. Examples of $\alpha$ energy spectra obtained with the present array are reported in Figure 1 of Ref. [24]. The large $Q$-value of this reaction allowed us to unambiguously identify the peak due to the $^{19}$F($p$, $\alpha$)O reaction.

![Figure 3: $^{19}$F($p$, $\alpha$)O S-factor obtained in the first experiment in Naples (red open triangles) and in the second one in Legnaro (green filled triangles). For the LNL data, the grey band indicates non statistical errors. The blue line is the result of the R-matrix fit of the whole data set. Further details can be found in Refs. [23,24].](image)

Examples of angular distributions obtained at $E_p = 0.387$ and 0.327 MeV are reported as red dots in Figure 2. They have been compared with the (very few) data available in the literature at similar energies. Stars represent the data reported by Mc Lean, Ellett and Jacobs [5], while triangles are the data reported by Herndl et al [27]. Both the data sets have been normalized to match our absolute cross section scale. A very good agreement between the various data sets can be observed. The shape of angular distributions in this energy domain is quite peculiar, showing a strong forward-peaked anisotropy. This finding can be attributed both to the presence of direct processes at sub-Coulomb energies (possibly triggered by the t+$^{16}$O or the $\alpha^{+15}$N cluster structure in $^{19}$F) [27,29,30] or to the interference between close-lying states with opposite parities [7,8,10]. In Ref. [25] we analysed the energy evolution of the shapes of angular distributions and we find that both the effects can be simultaneously present in the energy region here explored.

Starting from the experimental angular distributions, we can estimate the integrated cross section and the $S$-factor. The results are shown in Figure 3 as green stars with bars (statistical errors) and grey band (non-statistical error), together with the results of the previous experiment discussed in Section 2. The two measurements matches quite well in their overlap region. To obtain information about the spectroscopy of $^{20}$Ne states involved in this energy region, we performed an $R$-matrix fit of the whole
data set, shown as solid blue line in Figure 3. A non-resonant background of the same functional form as reported by NACRE has been included in the fit. We can observe important contributions given by the \( E_x = 13.642, 13.586, 13.544 \) MeV states, as pointed out in the previous section, together with the contributions of the lower excited states at \( E_x = 13.226, 13.095 \) MeV. At very low energy, we included also the \( E_x = 12.957 \) MeV state, as pointed out by recent analyses performed with the Trojan Horse Method \([21,22]\). The fit reproduces reasonably well the data in the whole domain; the only free parameters of the fit were the scaling factor of the direct contribution and the strength of the 250 keV resonance. The other resonance parameters have been fixed to the values reported in Refs. \([21,22]\). A strong contribution, due to the broad \((J=162 \text{ keV}, J^p=2^+)\) 13.095 MeV state can be observed. This state interferes with the 12.957 MeV \( 2^+ \) state at low energy, resulting in a typical interference pattern that enhance the cross section of the high energy tail of the 13.095 MeV resonance, in agreement with the experimental data.

Starting from the \( R \)-matrix fit here discussed, we calculated the reaction rate and we compared it to the extrapolations reported by NACRE. We observed an important enhancement of the reaction rate in the 0.4 and 0.08 GK regions, respectively due to the contributions of the 13.095 and 12.957 MeV states. In these temperature regions, the resulting reaction rate is a factor 1.5-2 larger than the NACRE extrapolation. This finding can indicate a more efficient destruction way of fluorine in hydrogen rich stellar environment, in the same direction of some recent stellar observation of abundance of fluorine in metal poor AGB stars.

### 4 Conclusions

In this paper we briefly report results obtained in two different experiments aimed at exploring the behavior of the \( ^{19}\text{F}(p,\alpha)^{16}\text{O} \) reaction in the 0.2-1.0 MeV energy domain, a region where very few data are present in the literature. The first experiment was performed in Naples and explored the 0.6-1.0 MeV bombarding energy region. We obtained improved spectroscopic information for excited states in \( ^{20}\text{Ne} \) in the 13.55-13.65 MeV excitation energy domain, pointing out the possible evidence of a new \( 1^- \) state at \( E_x=13.628 \) MeV. The second experiment was performed at Laboratori Nazionali di Legnaro and covered the 0.2-0.6 MeV range. In this case we observed contributions due to states at 13.095 and 13.226 MeV, together with a hint on the contribution given by the low energy 12.957 MeV state, seen also with the Trojan Horse Method. A \( R \)-matrix fit of the whole data set allowed us to determine the \( S \)-factor in a broad energy domain; starting from this fit it was possible to obtain an improved estimate of the reaction rate at temperatures typical of AGB stars, with a result 1.5-2 times larger than the NACRE predictions.
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Abstract
The $\gamma$ decay from the pygmy states was measured in $^{208}$Pb, $^{124}$Sn and $^{90}$Zr nuclei using the inelastic scattering of $^{17}$O at 340 MeV. The emitted $\gamma$ rays were detected with high resolution with the AGATA demonstrator array and the scattered ions were detected in two segmented $\Delta$E-E silicon telescopes. The multipolarity of the observed gamma transitions was determined with remarkable sensitivity thanks to angular distribution measurements. Cross sections and angular distributions of the $\gamma$ rays and of the scattered particles were measured. The results are compared with ($\gamma$, $\gamma'$) and (p, p') data. The data analysis with the distorted wave Born approximation approach gives a good description of the elastic scattering and of the inelastic excitation of the 2$^+$ and 3$^-$ states. For the dipole transitions, a form factor obtained by folding a microscopically calculated transition density was used for the first time. This has allowed us to extract the isoscalar component of the 1$^-$ excited states.

1 Introduction
The electric dipole (E1) strength in atomic nuclei is dominated by the extensively studied isovector giant dipole resonance (IVGDR). For neutron rich nuclei the E1 response is characterized by concentrations of strength, denoted as pygmy dipole resonance (PDR) or pygmy states, around and below the particle separation energy [1]. One important open problem for pygmy states is the cross section sensitivity to transition densities containing the nuclear structure information. To explore this one needs high-resolution measurements and comparison of data obtained with different probes. In particular, nuclei with sizable neutron skin, such as the doubly magic $^{208}$Pb, are very interesting. The PDR is also expected to reflect the properties of the neutron skin [2–8] and in turn, this is relevant information to constrain the equation of state of neutron rich matter.

2 Experimental Technique
We performed inelastic scattering experiments using a $^{17}$O beam at the energy of 20 MeV/u provided by Tadem-ALPI accelerator complex at the LNL-INFN laboratory. Different target nuclei were studied [9-15]: $^{208}$Pb, $^{124}$Sn and $^{90}$Zr and $^{140}$Ce. The scattered $^{17}$O ions were detected using two segmented silicon $\Delta$E-E telescopes [16,17] that were placed symmetrically with respect to the beam direction. These detectors have an energy resolution of about 0.3% at 340 MeV allowing a good separation of the oxygen isotopes. The gamma decay of the pygmy dipole states was measured with high resolution in coincidence using the AGATA demonstrator [17,18] (our experimental setup is schematically displayed in the lower right panel of Fig. 1). In the upper-left panel of Fig. 1 AGATA gamma spectra, for the case of the $^{208}$Pb target, are shown in the 4.5-8 MeV range. These spectra are obtained requesting the $^{17}$O inelastic scattering channel and that the energy detected in AGATA be equal to the Total Kinetic Energy Loss (TKEL) in the silicon detectors, this latter condition allows selecting transitions to the ground state. Furthermore the spectra were Doppler corrected for the recoil velocity. Furthermore, an unfolding
procedure [19] was applied to both spectra to suppress the escape peaks and most of the Compton background. The difference among the red “E1” and the blue “E2” spectrum is in the additional gating condition on the angle between the direction of the recoil and of the emitted gamma ray. In the red line spectrum the angular range 65°–115° is selected (corresponding to a region in which the E1 multipolarity is maximized), while in the blue spectrum the angular range 15°–65° is selected (corresponding to a region in which the E2 multipolarity is maximized). For comparison in the lower-left panel the B(E1)↑ (red bars) and B(E2)↑ (blue bars) strength distributions, obtained in (γ,γ’) experiments are shown [20,21]. The measured angular distribution of the most intense E1 γ-ray transition in the pygmy region of 208Pb is shown in the upper right panel.

Fig. 1: (Color online) Panel (a): Gamma-ray spectra for 208Pb displayed in the 4.5–8 MeV region, with a condition on the angle between the emitted γ-ray and the recoil direction which enhances the E1 decays (red line) and E2 decays (blue line). Panel (b): The B(E1)↑ (red bars) and B(E2)↑ (blue bars) strength distributions, obtained in (γ,γ’) experiments [20,21]. Panel (c): The angular distribution of 5.512 MeV E1 γ-ray transitions of 208Pb. Panel (d): Schematic representation of the experimental setup including segmented silicon detectors placed at forward angles and the AGATA HPGe detectors. The angle θγ,recoil between the direction of the recoiling 208Pb ions (dashed line) and of the gamma-ray (when a scattered 17O is detected in the right silicon telescope) is displayed. Figures adapted from [9].

3 Data Analysis

The measured angular distributions of the scattered 17O ions were analysed performing DWBA calculations using the code FRESCO [22]. The first step was to calculate the elastic scattering cross section, this optical model calculations permitted to determine the absolute normalization of the data. We describe here the case of the 17O+90Zr reaction since these are the more recent results: the optical model parameters of Saxon-Woods potentials providing the best fit to the data used correspond to
V=40.0 MeV, W=26 MeV (with V and W the depth of the real and imaginary potentials), r_v=r_W=1.15 fm, a_V=a_W=0.671 fm (the radii and diffuseness of the real and imaginary parts) and r_C = 1.20 fm (the Coulomb radius parameter). These are consistent with previous measurements at similar energy [23,24].

Fig. 2: (Top) Inelastic scattering cross section $^{90}$Zr($^{17}$O,$^{17}$O'γ)$^{90}$Zr* at 340 MeV for the 1− state 6.424 MeV. The error bars are the statistical errors. The lines show DWBA calculations. The black solid curve represents the calculations with the standard phenomenological form factor. The red solid line includes the nuclear contribution calculated with the microscopic form factor derived with the transition density shown in the bottom panel. Figure adapted from [9,12].

The DWBA calculations for the differential cross section of the pygmy dipole states obtained using the standard collective model form factor for the nuclear part and the B(E1)$^+$ value from ($γ,γ'$) measurements are in a strong disagreement with the experimental data. The result of this calculation is shown with the black line in the upper panel of Fig. 2. In particular, in the figure it can be seen from the comparison with the experimental data that only for a fraction of the measured yield is accounted for. In order to make a more realistic calculation for the pygmy dipole states a microscopic form factor was obtained for 17O+90Zr, by using a double folding procedure with an M3Y nucleon-nucleon interaction [25-28]. This form factor is derived from the transition density [25-28] that is shown in the lower panel of Fig. 2. The DWBA calculation performed using this form factor for the nuclear part allows to reproduce well the data. Using this procedure it was also possible also to extract the value of isoscalar dipole (ISD) EWSR associated to the pygmy states. The same kind of DWBA analysis has been applied to the data acquired also with 208Pb and 124Sn target [9-15]. In all the studied nuclei the observed behaviour is similar to what was found using the ($α,α'$) reaction [29,30]: a number of states concentrated in the lower energy part of the spectrum are better populated via ($^{17}$O,$^{17}$O'γ), while the higher lying group of states of isovector nature are suppressed in the isoscalar channel.

4 Summary and Conclusions

The inelastic scattering of the $^{17}$O ions at 20 MeV/u was used to populate the pygmy states in $^{90}$Zr, $^{208}$Pb and $^{124}$Sn nuclei. The differential cross section for the dipole transition was reproduced using a form factor obtained by folding a microscopically calculated transition density associated to the pygmy states. This allowed extracting the isoscalar component of the 1− excited states.
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Abstract
We bring the possibility to include the cluster emission into the statistical pre-equilibrium (exciton) model enlarged for considering also the heavy ion collisions. At this moment, the calculations have been done without treatment of angular momentum variables, but all the approach can be straightforwardly applied to heavy-ion reactions with cluster emission including the angular momentum variables. The direct motivation of this paper is a possibility of producing the superdeformed nuclei, which are easier to be detected in heavy-ion reactions than in those induced by light projectiles (nucleons, deuterons, \(\alpha\)-particles).

1. Introduction

Original pre-equilibrium exciton model was formulated for reactions induced by light projectiles (nuclons to \(\alpha\)'s) and the nucleon emission only (see, e.g., [1]). Emission of complex particles (light clusters) [3, 2, 4], \(\gamma\)'s [5, 6] and of the calculation of the initial stage of heavy-ion induced reaction (using the ideas of [7]) enabled also the inclusion of this class of reactions [8, 9].

Cluster emission, however, has been relativaly intact by this effort. A way out uses the so-called Iwamoto-Harada(-Bisplinghoff) coalescence model [10, 11], which is of general nature suitable for different sorts of emitted clusters. The application of spin-dependent formulation has shown an improvement both of the form of energy spectra and of their absolute value in nucleon- and \(\alpha\)-induced reactions [12]. To apply such approach to heavy-ion reactions, the initial configuration should be expressed not only specifying the exciton number(s), but also the distribution over allowed spins of the composite nonequilibrium system [13]. With this extension, we are able to calculate (at least some types of) the heavy-ion collisions with cluster emission. Doing that, anyway, one should keep in mind that the model is very crude and it does not enable to catch all detailed features of the process.

Apart from purely theoretical arguments to see, how the idea of pre-equilibrium model in its exciton version works for heavy-ion induced reactions, there is a pragmatic call from the side of nuclear structure, namely the superdeformed and/or hyperdeformed (and — possibly — also other) nuclei of exotic shapes. There are some indications of possible existence of superdeformed nuclei of mass \(A \leq 40\) in reactions induced by heavy ions (light heavy ions).

The study of exotic nuclear shapes, in particular extreme deformation, is an interesting chapter of the present-day research. Superdeformed (SD) states (with approximate ratio of the major exes of 2:1:1) have been observed in several nuclei, while the appearance of hyperdeformation (HD), i.e. ellipsoidal shape of 3:1:1 is a hot topic for a discussion. Especially interesting is their existence in the \(N = Z\) nuclei, in which the role of pairing, quartering, isospin, etc. can be studied.

As for the appearance of these shape isomers, usually different structure calculations give the same, or very similar results, thus providing us with a reliable prediction. Typically applied methods are those of the large-scale shell model, Nilsson-model, mean-field theories, cluster models, antisymmetrized molecular dynamics, etc.
Concerning the question of which reaction channels can populate these shape isomers, the answer is much less available. Not only reaction studies are missing, but also the connection between the structure and reaction channels is hardly known. In this respect a new symmetry-based method seems to be promising.

This method applies Nilsson-model in combination with quasi-dynamical SU(3) symmetry considerations. The shape isomers are obtained from a selfconsistency calculation concerning the quadrupole shape, or SU(3) symmetry [14, 15]. The results are usually in very good agreement with the results of the traditional energy-minimum calculations. The main advantage of this approach is that the SU(3) selection rule connects the shape isomers to binary clusterizations, i.e. to reaction channels [16]. In this way the likely reactions to populate the SD, HD, etc. states can be determined from the structure viewpoint.

The reason why this surprisingly simple method works is twofold [17]: i) On the one hand the SU(3) symmetry, which is known to be a good approximate symmetry in the ground-state region, but it breaks down with increasing excitation, rebuild again for the SD, HD, etc, shapes (sometimes even better than for the ground states); ii) Furthermore, the relation of the shell and cluster structure, which is usually very simple in the ground state, but becomes complicated with increasing excitation energy, simplifies again for those shapes which have comensurate axes.

2. Pre-equilibrium models and the Iwamoto-Harada coalescence model

We benefit from the fact that the pre-equilibrium exciton model, especially in its master-equation version, has very high level of generalization irrespective of changing the reaction mechanism, as both the (equilibrated) compound nucleus and the fast direct reactions may be considered as limit cases of the model. Obviously, one has to pay for this consistency by losing many details, as it is the case in all statistical approaches.

As for the cluster emission, two diametrically different models were proposed within pre-equilibrium formalisms in early 70ths, namely the idea of preformed $\alpha$-particles [3] and different versions of coalescence models; the first really applicable of them was the one by C.K. Cline [2]. The main difference between the two approaches stems from the fact that the $\alpha$-particle is a very compact entity, and it can be considered as one exciton (with specific mass, spin, etc.), whereas nucleons in coalescence models are all equal, and creating of a cluster by nucleon coalescence is a specific process which is essential for this group of approaches.

As the nucleons within $\alpha$-particles are much stronger coupled together than in any other near-by nucleus, the idea cannot be generalized to different types of clusters. On the other hand, the coalescence model can be adapted to any light cluster from weakly-bound deuterons to strongly coupled $\alpha$’s, and with some problems even to heavier clusters. We shall use the so-called Iwamoto-Harada (IH) coalescence model below, as it is probably the most justified one of the group of coalescence approaches.

2.1 Iwamoto-Harada-(Bisplinghoff) coalescence model

The basic idea of the IH model (and similar ones) is that not only excited nucleons can group together to form clusters, but both the excited ones as well as those from unexcited Fermi sea [11] [10], i.e., the model includes a kind of statistical description of pickup.

In the following, we follow the notation of [10], which is fully consistent with the density-of-states concept inherent to the exciton model. Within the old coalescence model [4], the cluster emission
rates of a cluster of type \( x \) are proportional to
\[
\gamma_x \frac{\omega(p - p_x, h, U)}{\omega(p, h, E)} \frac{\omega(p_x, 0, \epsilon_x + B_x)}{g_x},
\]
where \( p_x \) and \( g_x \) are the number of nucleons composing the cluster and the single-cluster density, respectively, \( \gamma_x \) is the probability to form the cluster from given excitons and \( \omega(p, h, E) \) is the density of states of \( p \) particles and \( h \) holes at excitation energy \( E \). Further-on, \( U \) is the residual energy, \( \epsilon_x \) the energy of the emitted cluster and \( B_x \) its binding energy in the composite system.

In the IH model, the density product \( \omega(p - p_x, h, U) \omega(p_x, 0, \epsilon_x + B_x) \) is replaced by the folding expression
\[
\sum_{p^* = 1}^{p_x} \int_{\epsilon_x + B_x} \omega(p - p^*, h, E - \epsilon_1) \omega(p^*, 0, \epsilon_1) \omega(0, p_x - p^*, \epsilon_2) d\epsilon_1,
\]
where \( p^* \) is the number of excitons contributing to the forming of the cluster, and the remaining \( (p_x - p^*) \) nucleons are picked up from the Fermi sea. The cluster density \( g_x \) is proportional to the cluster formation probability \( \gamma_x \), what makes the formulation of the problem — as far as complex particles (clusters) concerns — parameterless (!!).

Further improvements or generalizations of the model included the Bisplinghoff’s suggestion [18] that not all nucleons are available for the cluster formation, but only those close to the Fermi energy, and the energy width of the “band of availability” is determined by the binding energy of nucleons within the cluster [18]. As the binding energy of nucleons in a deuteron is small, the pickup possibility of nucleon coalescence to form a deuteron is of minor effect. Thus, strongly bound entities like \( \alpha \)’s, have large energy space available for pickup (which makes the approach close to the original ideas [10, 11]), whereas the loosely coupled objects (e.g. deuterons) get rather close to the standard coalescence model (see [19]).

Updates of the model include the modification to keep the consistency between the compound nucleus (Weisskopf-Ewing) formulae and the exciton model [20] not only for nucleons, but also for the cluster emission [19, 21], statistical "equivalent" of knockout [21] and some others [21, 22].

### 3. Heavy-ion induced reactions and the exciton model

The main problem of being able to calculate the pre-equilibrium emission from heavy ion reactions using the exciton model is to find a feasible way to get the initial exciton configuration. Essentially, this can be done by calculating the overlap of the colliding nuclei in their momenta space [28]. For practical use, however, a simple empirical formula is preferred instead of trajectory and overlap calculations.

For not too high energies, the suitable one for the initial exciton number is
\[
\frac{n_0}{A_P} = 0.09 + \left( 0.38 - 0.08 \cdot \frac{A_T - A_P}{A_T + A_P} \right) \cdot \sqrt{\frac{E_{cm} - V_C}{A_P}},
\]
where \( V_C \) is the Coulomb barrier and the subscripts \( T \) and \( P \) denote the target and projectile, respectively [23].

One important step was introduced later, namely the phenomenological way to account for the projectile breakup [24]. The formulae presented therein are surprisingly stable and practically independent of the binding energy of nucleons within the cluster, reaction energy etc. Therefore we dared

\[1\) The formula assumes that \( A_P \leq A_T \).
to introduce projectile breakup in our calculations using this suggestion, even though the breakup part should be taken with high care.

3.1 Heavy-ion reactions calculations using the exciton model with angular momentum

The inclusion of angular momentum is essential mainly for proper treatment of $\gamma$ de-excitation and in the heavy-ion collisions. It was introduced into the pre-equilibrium calculations by Obložinský and Chadwick [25] and applied in the PEGAS computer code [26]. However, only the nucleon- and/or $\alpha$-particle-induced reactions were considered at that time.

The idea on how to express appeared in [13], namely that one has to subtract the double nuclear system rotational energy from the available energy in the calculation of the initial exciton configuration $n_0$,

$$E'_{\text{cm}}(l) = E_{\text{cm}} - E_{\text{rot}}(l),$$

and it was soon implemented in the updated versions of computer codes (see, e.g., [27]).

However, all this was only for the nucleon and $\gamma$ emission only. Here we report on the first attempts to consider pre-equilibrium (exciton model) cluster emission in heavy-ion collisions.

4. Super- and hyperdeformed nuclei and the choice of reaction

We take $^{36}$Ar, where the calculations predict its existence also in super- and hyperdeformed state [14]. We sketch here, how the superdeformed and the hyperdeformed states of the $^{36}$Ar nucleus can be populated in a single-alpha-emitting reaction, namely $^{20}$Ne+$^{20}$Ne $\rightarrow$ $^{36}$Ar(SD) + $\alpha$ and $^{20}$Ne+$^{20}$Ne $\rightarrow$ $^{36}$Ar(HD) + $\alpha$.

The U(3) selection rule has to be applied, and the relevant quantum numbers are [14]: $^{20}$Ne: [12,4,4], $^{36}$Ar(SD): [32,16,8], $^{36}$Ar(HD): [48,8,8], $^4$He: [0,0,0]. The following sets of equations express the matching of the structural and reaction symmetries [28]:

$$[12,4,4] \otimes [12,4,4] \otimes [16+i,0,0] = [32,16,8] \otimes [0,0,0] \otimes [i,0,0] \oplus \ldots$$

for the SD state, and

$$[12,4,4] \otimes [12,4,4] \otimes [24+j,0,0] = [48,8,8] \otimes [0,0,0] \otimes [j,0,0] \oplus \ldots$$

for the hyperdeformed state, where the minimum of the relative motion quantum numbers of [$n,0,0$] is determined by the Pauli-principle: $i,j = 8,9,10,\ldots$.

5. Results of reaction calculations

As suggested above, we have taken $^{20}$Ne+$^{20}$Ne collision leading to the $^{40}$Ca composite system (composite system = system generally not in equilibrium), which after the emission of $\alpha$ particle (or two deuterons, or a deuteron plus neutron plus proton, or two neutrons and two protons in arbitrary order) transforms into $^{36}$Ar, which is assumed to exist also in a superdeformed and also in hyperdeformed shape. For the very beginning, we have taken more simple (and faster) calculation without considering the angular momentum variables, just to see, how the yields vary with chosing different emission sequence and how the competition of channels depends on energy. This is to enable to estimate the best region for population of $^{36}$Ar.

Fig. 1 brings the energy dependence of the $^{36}$Ar production cross section from the $^{20}$Ne+$^{20}$Ne reaction, together with contributions of different reaction chains, at this time not yet considering angular
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Fig. 1: Calculated cross section of $^{36}$Ar production in $^{20}$Ne+$^{20}$Ne reaction between 50 and 300 MeV energy (lab.). Together with the total cross section (dotted-and-dashed line with open circles), the individual components are shown as well: statistical (pre-equilibrium plus compound nucleus) $\alpha$ emission and the projectile breakup (calculated according to Kalbach Walker [24]), as well as different reaction chains with the indication of the last particle (only nucleons and deuterons are considered in addition to the $\alpha$’s), whose emission leads to $^{36}$Ar.

momentum variables, but calculated using more simple code PEQAG [29] (updated and enlarged for the possibility of heavy-ion collisions).

6. Conclusions

For the nearest future, we see two steps to be done: First, one should switch from the spin-independent version of the code to the one with included angular momentum variables. Second, it is obvious that not all $^{36}$Ar coming from the reaction are in superdeformed state. An easy way to determine the portion of superdeformed nuclei from the total argon production is the use of master equation in the same way as was suggested for production of different isotopes by Moretto and Schmitt [30].
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Formation, separation and detection of evaporation residues produced in complete fusion reactions
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Abstract
Some aspects of formation, separation and detection of evaporation residues (ERs) produced in complete fusion reactions induced by accelerated heavy ions are considered. These reactions allow to obtain heavy neutron-deficient nuclei and to study their properties. The statistical model analysis of the production cross sections for these nuclei obtained in a wide range of their neutron numbers allows to trace the changes in their macroscopic properties such as fission barriers. The fusion probability of massive projectile and target nuclei is of interest. Empirical estimates of this value allow to verify the predictions of theoretical models for the optimal ways of synthesis of unknown nuclei. Some peculiarities in the separation and detection of ERs in experiments are briefly considered by the example of the Ra ERs produced in the $^{12}$C+Pb reactions. The reliable cross sections for ERs produced in very asymmetric projectile-target combination, such as $^{12}$C+Pb, are important for the empirical estimates of the fusion probability in more symmetric combinations leading to the same compound nuclei.

1. Introduction
Complete fusion of projectile and heavy target nuclei is defined as their amalgamation into a compound system inside the fission barrier. This process is unambiguously identified by the direct observation of evaporation residues (ERs) produced after cooling an excited compound nucleus (CN) by the evaporation of light particles (neutrons). The fusion-evaporation reactions have been successfully used in synthesis of the heaviest elements at the border of nuclear stability in experiments performed during the last 25 years [1, 2]. Such experiments are extremely challenging since the formation of heavy and superheavy ERs is strongly suppressed by the CN-fission. In addition, a non-equilibrium process called quasi-fission (QF) arises, when a system produced after the capture of massive projectile and heavy target nuclei may re-separate prematurely, not forming a true CN. Such events represent the transition between deep-inelastic collisions and complete fusion [3].

A number of models were developed to describe complete fusion of massive nuclei leading to the production of heavy ERs. In calculations, the resulting ER cross section can be parameterized as follows:

$$\sigma_{\text{ER}} = \sum_{L=0}^{L_{\text{max}}} \sigma_{\text{cap}}(E, L) P_{\text{fus}}(E, L) W_{\text{sur}}(E^{*}_{\text{CN}}, L),$$

where $\sigma_{\text{cap}}$ is a capture cross section as a function of the c.m. energy $E$ and angular momentum $L$, $P_{\text{fus}}$ is the fusion probability and $W_{\text{sur}}$ is the survivability of nuclei in the evaporation-fission process of the CN de-excitation at the excitation energy $E^{*}_{\text{CN}}$ and angular momentum $L$. Various theoretical models demonstrate rather good agreement of the ER cross sections calculated according to Eq. (1) with experimental ones. This agreement is shown, for example, in the case of the analysis [4] of the production cross sections of the heaviest ERs formed in ‘cold fusion’ reactions. At the same time, this analysis shows a large spread in the calculated $P_{\text{fus}}$ values given by these models (the difference exceeds two orders of the value). It means that the same difference is inherent in the calculated survivability ob-
tained with these models. Such inherent inconsistency of models rises the question of the independent estimate of $\sigma_{\text{cap}}$, $P_{\text{fus}}$ and $W_{\text{sur}}$ determining the resulting ER production cross sections in Eq. (1).

2. Fusion probability

One of the ways to determine $P_{\text{fus}}$ in the case of strongly fissile nuclei is to measure the capture (total fission) cross section and to extract the CN-fission component with the decomposition of the measured angular distributions for fission-like fragments. Such procedure is not completely model-independent one as it implies some constraints on the angular momenta and moments of inertia assumed in the consideration of the CN-fission and QF processes [5].

In the study of the $^{48}\text{Ca}+^{154}\text{Sm}$ reaction leading to the less-fissile $^{202}\text{Pb}^*$ CN the CN-fission component was extracted from the measured mass-angular distributions with taking into account the total kinetic energy of fission fragments (FF) [6]. This approach is distinct from the study [4], in which the decomposition of the angular distributions integrated over the mass and energy of fission-like fragments was used. With the constraints used in [6], FF corresponding to the 'true' CN-fission. Therefore, the $P_{\text{fus}}$ values could be estimated via the corresponding cross sections as $P_{\text{fus}}=(\sigma_{\text{ER}}+\sigma_{\text{CN-fiss}})/(\sigma_{\text{ER}}+\sigma_{\text{CN-fiss}}+\sigma_{\text{QF}})$, where the denominator refers to the capture cross section.

At the same time, the comparison of the ER cross sections measured in the $^{48}\text{Ca}+^{154}\text{Sm}$ reaction with those obtained in $^{16}\text{O}+^{186}\text{W}$ (see Fig. 1a, [7] and Refs. therein) leading to the same $^{202}\text{Pb}^*$ CN shows distinctly lower $P_{\text{fus}}$ values than those obtained in the fission experiment [6], as shown in Fig. 1b. For the very asymmetric $^{16}\text{O}+^{186}\text{W}$ reaction the lack of fusion suppression at energies above the Coulomb barrier is confirmed by the reproduction of the measured ER and fission cross sections with the statistical model (SM) calculations [8]. Such results of the SM analysis are shared by very asymmetric combinations of projectile-target nuclei [9], for which it is believed that $P_{\text{fus}}=1$.

In the framework of a barrier passing model, e.g., in [8], the capture cross section is written as

$$\sigma_{\text{cap}} = \pi/k^2 \sum_{L=0}^{L_{\text{max}}} (2L+1) T_L(E,L),$$

where $k$ is a wave number and $T_L$ is the transmission probability for the $L$ partial wave passing the potential barrier between projectile and target nuclei. $T_L$ is about unity at energies well above the barrier. Assuming that the survivability is independent of the way of the same CN production, one can write a simple relation for the estimate of $P_{\text{fus}}$ for a massive projectile-target system (MS), which is expressed via ER cross sections obtained in this combination and in a very asymmetric (asym) one, as

$$P_{\text{fus}} = \sigma_{\text{ER}}^\text{MS}(E_{\text{CN}}^*) k_{\text{asym}}^2 / [\sigma_{\text{ER}}^\text{asym}(E_{\text{CN}}^*) k_{\text{MS}}^2].$$

The comparison of both values obtained with the fission and ER data as well as with the $P_{\text{fus}}$ calculations obtained in the framework of di-nuclear system concept [10] is shown in Fig. 1b. The difference in the $P_{\text{fus}}$ estimates obtained in the fission and ER experiments [6,7] could be explained by the conditions of the fission data processing procedure. Namely, one could underestimate the quantity of the QF events (using simple cutting and Gaussian fits) due to the interference of these events with the deep-inelastic ones and overestimate the quantity of the CN-fission events corresponding to a 'right' variance of the mass distribution in the symmetric mass-angular distribution. The latter implies some equilibration and compactness of a composite system formed near the saddle point without passing inside the fission barrier, i.e., without 'true' CN formation. So, fission data may not give us adequate values of $P_{\text{fus}}$, whereas the detection of ERs is the unambiguous signature of the CN formation, as mentioned above.
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Fig. 1: (a) Reduced cross sections $\sigma_{ER} k^2/\pi$ for ERs produced in the $^{16}$O+$^{186}$W and $^{48}$Ca+$^{154}$Sm reactions [7] leading to the $^{202}$Pb$^*$ CN (symbols) in comparison with the statistical model [8] calculations for $P_{\text{fin}}=1.0$ and 0.57 [9] (lines). (b) The fusion probability values $P_{\text{fin}}$ for the $^{48}$Ca+$^{154}$Sm reaction as obtained with the analysis of fission data [6] (triangles), with the comparison of ER production cross sections obtained in this reaction and in $^{16}$O+$^{186}$W (circles) [9] and with the calculations [10] (line). (c) The potential-energy surface (PES) map calculated in the $(Z_H, N_H)$-coordinates in the framework of GLDM [14] with and without shell corrections [16] for the contact configuration of light (L) and heavy (H) spherical fragments composing $^{202}$Pb. (d) The minimal values of PES as a function of the mass-asymmetry $(A_H - A_L)/(A_H + A_L)$. Some entrance (projectile-target) point positions, the Businaro-Gallone (BG) point [13], as well as $Z$ and $N$ of nuclear shells are indicated in the panels of (c) and (d).

A qualitative explanation of the fusion suppression effect due to QF was proposed in the framework of the liquid drop (LD) model [11]. It is suggested that the transition from the contact configuration to the CN one is determined by the presence of the conditional barrier along the mass-asymmetry coordinate [12] and the entrance-point position with respect to the top of the barrier, i.e., relatively to the Businaro-Gallone point [13]. The Generalized Liquid-Drop Model (GLDM) [14] calculations of the potential energy surface (PES) in the $(Z,N)$-plane for the contact configuration of spherical nuclei, with taking into account the proximity energy [15] and shell corrections [16], allow one to examine the approach [11] for the $^{202}$Pb$^*$ CN. The calculations show that the entrance points for asymmetric combinations (with Ar and lighter projectiles) lay well above the PES valley (the minima of PES) on its ‘mountainsides’ (see Fig. 1c). Shell corrections strongly modulate the landscape of PES. Thus, in the framework of this consideration, fusion with $^{48}$Ca and $^{136}$Xe could be considered as the suppressed one. Corresponding entrance points lay in the minima of PES. In front of these points the conditional barriers in the driving potential arise during the evolution of the initial systems along the mass-asymmetry coordinate either to the mono-nucleus (CN) or to the symmetric fragmentation (see Fig. 1d).
3. Survivability and fission barriers

The survivability of heavy nuclei produced in the fusion-evaporation reactions can be estimated in the framework of SM approximations [8]. Within these approximations, one can use Reisdorf’s expressions [8] for the calculations of the macroscopic level-density parameters $\tilde{a}_f$ and $\tilde{a}_\nu$ in fission and evaporation channel, respectively. With such admission on the level-density parameters, the survivability of nuclei against fission depends only on the fission barrier heights $B_f$ for nuclei of the CN decay chain. $B_f$ can be parameterized with the scaling factor $k_f$ at the rotating LD fission barriers $B_{f,LD}^{LD}$ [17] as $B_f = k_f B_{f,LD}^{LD} - \Delta W_{gs}$, where the shell corrections $\Delta W_{gs}$ are calculated as the difference between the empirical and LD masses [18, 19]. The empirical masses [18] are also used to calculate excitation and separation energies at the CN decay. The influence of shell effects on the level density is included assuming their exponential damping with increasing excitation energy (the damping constant is 18.5 MeV). So, within the data analysis, $k_f$ becomes the only parameter determining the survivability of nuclei.

The macroscopic components of the fission barriers $B_f^m = k_f B_{f,LD}^{LD}$ for heavy nuclei from Rn to Th were estimated with the SM analysis of the ER and fission cross sections measured in very asymmetric projectile-target combinations. These data together with the predictions of different models [17, 20, 21, 22, 23] and tabulated values [24] for the macroscopic barriers (bottom panels) are shown in Fig. 2. The ground-state shell corrections calculated in [25] and those obtained in the framework of the present analysis (see also [9]) are also shown (upper panels). As we see, the extracted macroscopic fission barriers for neutron-deficient nuclei are lower than any model calculations, with the exception of the predictions given by the LSD model [23]. At the same time, the values for relatively neutron-rich Th nuclei approach the tabulated ones [24], as earlier observed for Po nuclei [26] within similar data analysis.

One might remind that the macro-microscopic calculations [17, 21, 22, 23] give us a smooth...
Fig. 3: (a) Transmission efficiencies versus the electric field strength $U$ for $^{214,215}$Ra produced in the $^{208}$Pb($^{12}$C; $5n,6n$) reactions at $E_{lab}=90$ MeV, as measured with the electrostatic deflector \cite{29,33} (large symbols) and some examples of MC simulations obtained with the variations of charge parameter values (expressed via the equilibrated charge parameters \cite{32}) for the equilibrated and non-equilibrated components of the distributions \cite{34} (small symbols connected with lines). (b) Fractions of the equilibrated component $W_{eq}$, relative values of mean charges $Q_{adj}/Q_{syst}$ and widths $\sigma_{Q_{adj}}/\sigma_{Q_{syst}}$ (\(Q\)syst and \(\sigma\)syst are taken from systematics \cite{32}) adjusted for the equilibrated and non-equilibrated charge distributions observed for Ra isotopes (symbols) \cite{36}. (c) Differential production cross sections obtained in the $^{12}$C+$^{206}$Pb experiments for $^{215}$Ra, $^{214}$Ra and $^{213}$Ra at $E_{lab}=60$, 73 and 90 MeV, respectively \cite{29} (large full symbols) and the results of the MC TRIM simulations (see details in \cite{34}) normalized to the data obtained at $3^\circ$ (small open symbols); integrated cross section values (in mb) are indicated in brackets.

behavior of $B_{m}^{f}$, as derived for Fr with the SM analysis. It is not the case for Rn, Th and, seemingly for Ra. Living aside possible ‘physical reasons’ for these inconsistencies, one may pay attention to the consistency of experimental cross section data. For example, the most representative ER data for the $^{197}$Au($^{12}$C,$xn$)$^{209-213}$At reactions (see Refs in the last works \cite{27}) show a difference in the cross section values corresponding to the factor of 5–8. Such difference leads to the ‘adjusted’ $k_{f}$ values in the range of 0.5 to 1.0, in attempts to analyze data with SM. To overcome these difficulties the analysis of the ER and fission excitation functions obtained in the reactions induced by $^{3,4}$He on the Pb and Bi target nuclei was performed. An acceptable mutual data agreement allowed to estimate $B_{m}^{f}$ for Po and At \cite{28}. Rather good agreement was obtained for Po nuclei comparing the $B_{m}^{f}$ values derived in \cite{28} and those obtained with the similar analysis of ER and fission cross section data for very asymmetric reactions \cite{26}.

4. Separation and detection of Ra ERs

Bearing in mind dealing with reliable ER cross section data for the derivation of $B_{m}^{f}$, some re-estimate of our previous data on Ra production cross sections obtained in the $^{12}$C+$^{204,206,208}$Pb fusion reactions \cite{29} has to be performed. These data are in satisfactory agreement with the similar ones \cite{11,30}, however, they were affected by normalization problems which were understood and solved in later experiments and data analysis. In the previous experiments \cite{29} the LNL electrostatic deflector (ED) coupled with a
semiconductor detector \cite{31} was used for the separation and detection of Ra ERs produced in the reactions. Transmission of ERs was optimized by adjusting the electric field corresponding to their maximal yields observed in the experiments, which, as assumed, corresponded to the average equilibrated charge of Ra ions \cite{32}. Monte Carlo (MC) simulations were used for the estimates of the ED transmission efficiency. In later experiments carried out to check feasibility of this approach the presence of an additional non-equilibrated component was revealed for Fr and Ra ERs produced in the reactions with $^{18}$O and $^{12}$C \cite{33,34}, respectively. Absolute transmission efficiencies as a function of the electric field strength were determined for some ERs in the experiments. They are shown for $^{214,215}$Ra \cite{33} together with the results of MC simulations updated to reproduce the measurements varying the Ra-ion equilibrated and non-equilibrated charge parameters \cite{34} in Fig. 3a. The next point concerning the data analysis is the Gaussian approximation to the angular distributions of ERs detected at a forward angle \cite{31} in the experiments \cite{29}. While this approximation reproduces the data in the measured angular range \cite{29}, TRIM simulations \cite{34,35} predict a nearly exponential drop in the ER differential cross sections to the right of their maxima (see Fig. 3c). Such dependencies in the angular distributions are confirmed by the new measurements \cite{36} and should be taken into account in the updated analysis of the data \cite{29}.
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Abstract

An innovative technique to access the nuclear matrix elements entering the expression of the life time of the double beta decay by relevant cross sections measurements of double charge exchange reactions is proposed. A key aspect of the project is the use of the MAGNEX large acceptance magnetic spectrometer, for the detection of the ejectiles, and of the LNS K800 Superconducting Cyclotron (CS), for the acceleration of the required high resolution and low emittance heavy-ion beams, already in operation at INFN Laboratory Nazionali del Sud in Catania (Italy).

1 Introduction

Neutrinoless double beta decay, $0\nu\beta\beta$, is at the present time strongly pursued both experimentally and theoretically [1]. Its observation will determine whether the neutrino is a Dirac or Majorana particle and will provide a measurement of the average neutrino mass, which is one of the most fundamental problems in physics. An innovative technique to access the Nuclear Matrix Elements (NME) entering the expression of the life time of the neutrinoless double beta decay by relevant cross sections of double charge exchange reactions is proposed. The basic point is the coincidence of the initial and final state wave-functions in the two classes of processes and the similarity of the transition operators, which in both cases present a superposition of Fermi, Gamow-Teller and rank-two tensor components with a relevant implicit momentum transfer. First pioneering experimental results obtained at the INFN-LNS laboratory for the $^{40}$Ca($^{18}$O,$^{18}$Ne)$^{40}$Ar reaction at 270 MeV, give encouraging indication on the capability of the proposed technique to access relevant quantitative information.
First experimental results, obtained at the INFN-LNS laboratory in Catania, for the $^{40}$Ca($^{18}$O,$^{18}$Ne)$^{40}$Ar reaction at 270 MeV, in a wide range of transferred momenta, give encouraging indication on the capability to access quantitative information towards the determination of the Nuclear Matrix Elements for $0\nu\beta\beta$ decay [2]. On the basis of the above mentioned ground-breaking achievement, we propose an ambitious project, NUMEN, with the aim to go deep insight in the HI-DCE studies on nuclei of interest in $0\nu\beta\beta$ decay, looking forward at the $0\nu\beta\beta$ NME determination [3].

There are a number of important similarities among DCE and $0\nu\beta\beta$ decay processes, despite they are mediated by different interactions, also the description of NMEs extracted from DCE and $0\nu\beta\beta$ presents the same degree of complexity, with the advantage for DCE to be “accessible” in laboratory. However a simple relation between DCE cross sections and $\beta\beta$-decay half-lives is not trivial and needs to be explored.

2 The Project

The availability of the MAGNEX spectrometer [4] for high resolution measurements of very suppressed reaction channels was essential for the first pilot experiment. Moreover the measurement of DCE high resolution energy spectra and accurate cross sections at very forward angles are key points to identify the transitions of interest [5]. The concurrent measurement of the other relevant reaction channels allows to isolate the direct DCE mechanism from the competing transfer processes. These are at least of 4th-order and can be effectively minimized by the choice of the proper projectile-target system and incident energy [6].

However with the present set-up it is difficult to suitably extend this research to the “hot” cases, where $\beta\beta$ decay studies are and will be concentrated.

The present limit of low beam current we have experienced both for the CS accelerator and for the MAGNEX focal plane detector must be sensibly overcome. For a systematic study of the many “hot” cases of $\beta\beta$ decays an upgraded set-up, able to work with two orders of magnitude more current than the present, is thus necessary. This goal can be achieved by a substantial change in the technologies used in the beam extraction and in the detection of the ejectiles. For the accelerator the use of a stripper induced extraction is an adequate choice.
For the spectrometer the main foreseen upgrades are:

1. The substitution of the present Focal Plane Detector (FPD) [7] gas tracker with a GEM tracker system;

2. The substitution of the wall of silicon pad stopping detectors with a wall of telescopes based on SiC-CsI detectors;

3. The enhancement of the maximum magnetic rigidity;

4. The introduction of an array of detectors for measuring the coincident $\gamma$-rays.

In this framework we propose four phases in the NUMEN project, looking forward to do, in the same time, both the experimental and the up-grade activity, as indicated in the following Phases of the project.

2.1 Phase 1: the experiment feasibility

The pilot experiment: $^{40}\text{Ca}(^{18}\text{O},^{18}\text{Ne})^{40}\text{Ar}$ reaction at 270 MeV, with the first experimental data on heavy-ion double charge-exchange reactions in a wide range of transferred momenta, was already done. The results demonstrate the technique feasibility.

2.2 Phase 2: toward “hot” cases optimizing experimental conditions and getting first results

The necessary work for the upgrading of both the accelerator and MAGNEX will be carried out still preserving the access to the present facility. Due to the relevant technological challenges connected, in which test, with and without beam will be crucial, the Phase2 is foreseen to have a duration of a 3-4 years. In the meanwhile, experiments with integrated charge of tens of mC (about one order of magnitude more than that collected in the pilot experiment) will be performed. These will require several weeks (4-8 depending on the case) data taking for each reaction, since thin targets (a few $10^{18}$ atoms/cm$^2$) are mandatory in order to achieve enough energy and angular resolution in the energy spectra and angular distributions. The attention will be focused on a few favorable cases, like for example $^{116}\text{Sn}(^{16}\text{O},^{18}\text{Ne})^{116}\text{Cd}$ reaction at 15 and 30 MeV/u and the $^{116}\text{Cd}(^{20}\text{Ne},^{20}\text{O})^{116}\text{Sn}$ reaction at 15 and 25 MeV/u, with the goal to achieve conclusive results for them.
2.3 **Phase 3: the facility upgrade**

Once all the building block for the upgrade of the accelerator and spectrometer facility will be ready at the LNS a Phase3, connected to the disassembling of the old set-up and re-assembling of the new will start. An estimate of about 18-24 months is considered.

2.4 **Phase 4: the experimental campaign**

The Phase 4 will consist of a series of experimental campaigns at high beam intensities (some pμA) and long experimental runs in order to reach in each experiment integrated charge of hundreds of mC up to C, for the experiments in coincidences, spanning all the variety of candidate isotopes for $0\nu\beta\beta$ decay, like: $^{48}\text{Ca}$, $^{82}\text{Se}$, $^{90}\text{Zr}$, $^{100}\text{Mo}$, $^{110}\text{Pd}$, $^{124}\text{Sn}$, $^{128}\text{Te}$, $^{130}\text{Te}$, $^{136}\text{Xe}$, $^{150}\text{Nd}$, $^{150}\text{Nd}$, $^{154}\text{Sm}$, $^{160}\text{Gd}$, $^{187}\text{Pt}$.

3 **Perspectives**

Once selected the optimal experimental condition for the different cases in the Phase2, with the upgrades, both of CS and the MAGNEX array, the Phase4 will be devoted to collect data addressed to give, with an accurate analysis, a rigorous determination of the absolute cross sections values and their uncertainties for all the system of interest, to the challenging determination of the $0\nu\beta\beta$ decay nuclear matrix elements, that is the ambitious goal of NUMEN Project.
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The 12C Hoyle State and the Multiverse
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Abstract
The location of the 7.65 MeV 0+ Hoyle State is discussed within the context of a statistical model for the excited states of carbon. It is shown that the probability of it being in an energy range needed to allow resonant nucleosynthesis is approximately 7% in this simple model, which is not so “finely tuned”. Implications of fine tuning on the possible existence of a multiverse are discussed within a Bayesian context.

1 Introduction

The nuclear structure properties of 12C have been discussed by F. Nunes at the 2012 Varenna International Conference on Nuclear Reaction Mechanisms and in a journal article (Nguyen, 2012). This paper addresses the question of the precise location of the 0+ state from a statistical perspective.

The creation of carbon in stars occurs through a two-step triple-alpha reaction, and is one of the cycle of nuclear reactions in which hydrogen and helium are transmuted to create heavier elements in a hot stellar environment. The first step in the reaction, where two alpha particles overcome their Coulomb repulsion to fuse and make a short-lived beryllium nucleus, is enhanced because the energy of the 8Be ground state is close to the double-alpha threshold. In the next step an alpha-particle is captured on the beryllium-8 state, and this is also enhanced because of a spin-zero positive-parity resonance in carbon-12, the Hoyle state. The strength of the nuclear force appears to be “fine tuned” to result in this nuclear state being located just at the right energy, 7.65 MeV, with the consequence that the nucleosynthesis of the elements needed for life – carbon, nitrogen, oxygen – can occur. If the strength of the nuclear coupling force was slightly different, the states energy would no longer be resonant and there would, perhaps, be insufficient carbon in the universe for organic life to evolve.

It is not only that this reaction allows carbon to be produced in significant quantities, but that carbon itself – as part of the carbon-nitrogen-oxygen cycle – provides an essential catalytic role in converting hydrogen to helium in stars. It is intriguing, therefore, to wonder why the nuclear force has just the right value, for Hoyle used the anthropic principle to predict the existence of this state before it was found by Caltech researchers in the 1950s. Recent studies by Schlattl, Csoto, Oberhummer, and Livio on the how precise this fine tuning needs to be to create carbon in significant quantities suggests it a more complicated problem than originally thought; the fine tuning appears to be noteworthy, but not as spectacularly precise as once thought (Oberhummer, 2000; Livio, 2008). Also, Weinberg notes that when the energy of the state (7.65 MeV) is compared to the energy of the 8Be+alpha system (7.4 MeV), instead of to zero excitation energy, the fine tuning seems less impressive, “not such a close call after all” (Weinberg, 1999); and below I give an alternative estimate of the extent of fine-tuning of this state’s energy.

I present an alternative way to (very approximately) quantify one aspect of the so-called fine tuning of the location of the 7.65 MeV 0+ Hoyle state in carbon, for its role as a gateway for the stellar nuclear reactions essential for life. The argument does not explore the sensitivity of the state’s location to the magnitude of the nuclear force, but rather takes the force as a given and instead uses a statistical
argument to consider the likelihood that a 0+ state is found at the required energy location. It will quantify the extent to which we should, or should not, be surprised to find such a state at this energy given the observed properties of carbon’s excited states in general. This particular line of inquiry has merit because it is exactly this point - that some have expressed surprise that the 0+ Hoyle state is “fortuitously” located where it is – that has spawned fine tuning discussions related to nucleosynthesis (if the density of 0+ nuclear states in this energy range was very high no one would be talking of fine-tuning in this context).

2 Statistical model of carbon excited states

Nuclear excited states exhibit the following characteristics. At lower excitation energies they are widely-spaced (in their energies) and their energy locations are characteristic of the nucleus under study, depending on the nature of the nuclear force between the constituent neutrons and protons, on quantum mechanical shell effects, and on collective processes such as vibrations and rotations. With increasing excitation energy, the number of excited states increases exponentially and the density of these states becomes very high; and they can be understood more simply in terms of the statistical properties of these excited states as a function of their energy and spin. The 7.65 MeV 2nd excited state in carbon is clearly one of the characteristic lower-energy states, and in an analysis of carbon's excited states I have shown how the ensemble of such states below 12 MeV match on to statistically described states above this energy (Chadwick, 1996). But in that analysis it is evident that even below 12 MeV the statistical representation reproduces the gross features of the density of the lower-lying characteristic states, Fig. 1 and Chadwick (1996). Therefore it is illuminating to ask of this statistical description the question: what is the probability that there is a 0+ state between 7.37 MeV (the excitation energy created when 8Be and alpha particle fuse) and 7.67 MeV (0.3 MeV higher, the upper energy of relevance in a stellar nucleosynthesis environment (Weinberg, 1999)), given the observed statistical properties of the excited states of carbon and of other nuclei.

For carbon below a few tens of MeV the constant-temperature statistical description of states (Young, 1998) can be used,

\[ \rho(E) = \frac{1}{T} \exp(E-E_0)/T. \]

The parameters \( T=6.209 \) MeV and \( E_0=-3.040 \) MeV allow both a match to the eight observed lower energy characteristic states below 12.16 MeV as well as to the higher energy systematical properties of a Fermi-gas nuclear system above 43.4 MeV, see Fig. 1. Such states typically have an approximately Gaussian-type spin distribution,

\[ P(J) = \frac{[(2J+1)/2\sigma^2]}{\exp((-J+0.5)^2 /2\sigma^2)}, \]

and estimating the distribution from the observed states below 12 MeV gives the spin cut-off as \( \sigma^2=2.1 \). This statistical representation suggests the number of 0+ levels in the 0.3 MeV window below 7.37 and 7.67 MeV is then: 0.3MeV, \( \rho(7.52), P(0) = 0.3 \text{ MeV}0.88/\text{MeV}0.25 = 0.07 \), i.e. the probability of their being a 0+ state in this critical excitation-energy window is 0.07, or 7% \(^1\).

This quantity can be interpreted as the degree of fine tuning, \( F \), for the Hoyle state, so we find \( F_{\text{Hoyle}}=0.07 \). This 7% is a little lower than Weinberg’s 20% estimate, but it is not so very small that the Hoyle state’s location appears to involve an exquisite fine tuning: 7% is not as small as a 2-sigma probability that is often used to quantify unlikely events (which is 5%).

\(^1\) I do not include a parity factor of 0.5 to estimate the probability of positive, rather than negative, parity states because all states in this region are positive parity.
It is important to understand what this argument is, and is not. Given our laws of nuclear physics, the probability of the Hoyle state being located where it is is actually unity – its location is dictated by these laws, and indeed modern \textit{ab-initio} nuclear theory calculations such as no-core shell model (Launey, 2013), effective field theory (Epelbaum, 2011), Greens Function Monte Carlo (Lusk, 2013), and R-matrix and Fadeev approaches (Nguyen, 2012) are now providing insights into the properties of this state, why it is located where it is, and the magnitude of the triple-alpha nuclear reaction. I obtained the $F_{\text{Hoyle}}=0.07$ value from a simple idealized model. The statistical argument I outlined really just quantifies why one should not be particularly surprised to find such a state at this energy given the observed true values below 12 MeV. The Hoyle state is at 7.65 MeV.

Having argued that the fortuitous location of this Hoyle state in carbon is not particularly fine tuned (\textit{i.e.} $F_{\text{Hoyle}}=0.07$ is not particularly small), I note that FT evidence is much more compelling in other areas of cosmology: the magnitude of the gravitational force; the dark energy repulsion; the initial ripple inhomogeneities soon after the Big Bang; and so on (Rees, 2001). Such considerations suggest $F$ could be very small indeed, $10^{-15}$ or less.

3 \textbf{Bayesian insights into a Multiverse}

One way to interpret such fine tuning within a naturalistic framework is that it provides evidence we live in a multiverse. In this multiverse hypothesis, physical constants and even the laws of physics vary significantly from universe to universe (Rees, 2001), being governed by deeper natural laws (in a way that we do not yet fully understand). So from a probabilistic perspective, the extraordinarily-large number of universes that embody a wide variety of physical constants combines with the small
probability of particular physical coupling constants that enable life, to result in the existence of many
universes where the evolution of life is at least possible, making the existence of our particular universe
less surprising. Bayes’ theorem can be used to quantify the extent to which fine tuning (a small $F$ value)
supports the multiverse hypothesis, as follows.

Let $P(U)$ be the prior probability for the hypothesis of a single universe, $P(M)$ be the prior
probability for the hypothesis of a heterogeneous multiverse (with a range of physical constants across
the multiverse), and $FT$ be the evidence for fine tuning. Bayes’s theorem tells us the relative posterior
probabilities of the two hypotheses in the light of new FT evidence:

$$
P(U|FT)/P(M|FT)= P(FT|U)/P(FT|M) . P(U)/P(M)
$$

The first factor $P(FT|U)/P(FT|M)$ is the fine tuning parameter $F$, the ratio of the probability that
a single universe leads to FT observations (very unlikely if by chance), to the probability that a
multiverse leads to FT observations (very likely, of order unity); the second factor $P(U)/P(M)$ is of order
unity since our $a priori$ belief in a universe or multiverse is (arguably) equally likely. Thus the relative
probability of the two hypotheses is:

$$
P(U|FT)/P(M|FT) = F,
$$

which is a very small number, and we conclude it is most likely we live in a heterogeneous multiverse,
not a single universe. The degree we should conclude this depends on how finely tuned our universe is
for life, i.e. how small $F$ is. Even though our knowledge of particle physics and cosmology is presently
inadequate to precisely determine $F$, the indications are that $F$ is very small. (If on the other hand our
universe was specially designed for life then $P(FT|U)$ is no longer small and then $P(U|FT)/P(M|FT) \sim
1$, in which case this argument cannot be used to decide between a universe or a multiverse.)

A related argument by Coleman (2013) involves an extension to an infinite world and concludes
FT also favors a heterogeneous infinite multiverse by this same factor $F$.
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Abstract

Nowadays, most of nuclear reactor developments use evaluated databases for numerical simulations to optimize reactors performance and control parameters. However, the considered databases present still large uncertainties and disagreements, preventing calculations from reaching the required precision. The necessary improvement of evaluated databases entails new measurements and a better theoretical description of involved reactions. Among those, the neutron inelastic scattering \((n, xn)\) is of great importance as it modifies the neutron spectrum, the neutron population, and produces radioactive species. In 2005, the group at IPHC started an experimental program to study these reactions. The setup and the analysis will be presented along with the first results for natural tungsten isotopes, which will be compared to the latest predictions from nuclear reaction codes. The impact of those results on reaction mechanism description will be discussed.

1. Motivation

Today most of the nuclear reactor developments are using evaluated data bases for numerical simulations. These data bases contain all necessary quantities for the simulations: total and partial cross sections, angular distributions, ... However, the considered databases still present large uncertainties and disagreements. To improve their level of precision, new measurements and theoretical developpements are needed.

The \((n, xn)\) reactions are of particular interest as they modify the neutron spectrum, the neutron population, and produce radioactive species. This type of reaction occurs purely via nuclear interaction between the incoming neutron and the nucleons, which makes them a good probe of this interaction. Moreover, the neutron inelastic scattering proceeds through three main mechanisms: direct nucleon-nucleon interaction for the highest neutron energy, compound nucleus for the slow neutrons with a long interaction time with the nucleus and pre-equilibrium reactions, for intermediate energy, in which the incoming neutron interacts with several but not all the nucleons. These three reaction regimes are described differently by the theories but overlap in reality.

To experimentally extract the total \((n, xn)\) cross section, the study of the exclusive channels \((n, xn\gamma)\) brings very strong constrains for the comparison with theoretical predictions as such calculation requires a correct description of the reaction mechanism, the nuclear de-excitaiton process and the precise knowledge of the nuclear strucutre. The group at IPHC started a program to study \((n, xn\gamma)\) reaction on actinides in 2005 and already worked on \(^{235,238}\)U and \(^{232}\)Th \(^1\,^2\), while measurements for other elements were performed and are being analysed, including natW.

In the following, we report on the study done on tungsten isotopes \((^{182–186}\text{W})\). Tungsten is not an active element in nuclear reactors. However, with a high melting point (3422 °C), a strong mechanical resistance (Young’s modulus: 600 GPa) \(^3\), a low thermal expansion and a high resistance to oxidation,
acids and alkaline, it is used in many alloys. The interaction of neutrons with tungsten is therefore of
importance for reactor physics, in particular for fusion reactors in which tungsten is one of the most
exposed material to high energy neutrons \[4\]. Compared to actinides, the setup of experiments using
tungsten is very simple as the metal is not radioactive and does not have any toxicity.

From the structure point of view, tungsten isotopes are similar in deformation to actinides such as
Uranium, as illustrated on 1. This similarity comes with the simplification, compared to actinides, that
tungsten isotopes do not present a neutron-induced fission channel (the calculated liquid drop fission
barrier of tungsten isotopes is around 20 MeV \[5\]).

![Fig. 1: Calculated ground-state deformation parameters for $^{182,183,184,186}$W and $^{238}$U \[5\].](image)

As the nuclear applications do not use isotopically enriched isotopes, one has to study all the
naturally abundant isotopes: $^{182}$W (26.5 %), $^{183}$W (14.3 %), $^{184}$W (30.6 %), $^{186}$W (28.4 %) \[6\].

Moreover, there are only a few measurements available today on these nuclides to test evalua-
tions. Some (n, 2n) and (n, 3n) cross section data exist, and a few (n, n’) level production cross sections
have been measured \[22, 7, 8\].

2. Experimental setup: GRAPhEME@GELINA

Experimental measurements of (n, x\gamma) reaction cross sections using prompt gamma spectroscopy and
neutron energy determination by time of flight are performed at the neutron beam facility GELINA, at
the European Commission Joint Research Center’s Institute for Reference Materials and Measurements
in Geel, Belgium \[9, 10\].

The GELINA accelerator provides a pulsed neutron white beam using electrons accelerated at
100 MeV impacting a uranium target. The accelerated particles produce Bremsstrahlung radiations in
the uranium target which in turn, by photonuclear reactions, produce neutrons, with an average flux
of $3.4 \times 10^{13}$ neutrons/s. The neutron energy distribution ranges from subthermal to about 20 MeV,
with a peak around 1-2 MeV. The flight paths, symmetrically arranged around the uranium target, lead
to several experimental locations at distances of 10 to 400 m. For each flight path, a different set of
moderators can be added to modify the neutron spectrum.

The GRAPhEME setup is located 30 meters away from the neutron production target and consists
of a fission chamber (FC) to measure the incoming neutron flux and HPGe detectors for the detection
of \gamma rays. The FC is a $\approx 320$ cm$^3$ volume, filled with a 10 % methane- and 90 % argon-mixture at 1 atm
pressure, with a $^{235}$U enriched (99.5 %) UF$_4$ deposit. The reaction of neutrons with the $^{235}$U nuclei
induces fission and one of the fission fragment is detected in the gas chamber. The efficiency of the
FC was determined to be 94.4 ± 2.1 % \[11, 12\]. An energy cut allows the differentiation between \alpha particles and fission fragments.

After the fission chamber, planar HPGe detectors surround the sample to study. The average
resolution of the detectors at 122 keV is 0.75 keV and the absolute efficiency is 0.01. The sample
and the detectors are enclosed into a lead-copper-cadmium castle to drastically reduce the background around the target.

The detectors are connected to TNT acquisition cards [13] that record in list mode the energy of the detected gamma ray (or fission fragment) and the time of the event. The time difference between the accelerator pulse and the $\gamma$-ray or fission event detection gives the energy of the neutron that induced the reaction, following $E_n = m_n c^2 \sqrt{1 - \left(\frac{D}{T c}\right)}$ where $m_n$ is the mass of the neutron, $c$ the speed of light in vacuum, $D$ the neutron flight path length between the production target and the sample in GRAPhEME and $T$ is the time of flight of the neutron.

To extract cross section at a given angle $\theta$ and neutron energy $E_n$, one simply has to follow the intensity of a given gamma ray line detected by the HPGe detectors and make a ratio with the neutron flux determined by the fission chamber according to the following equation:

$$\frac{d\sigma}{d\Omega}(E_n, \gamma; \theta) = \frac{N_\gamma(E_n, \theta)}{\varepsilon(E_\gamma)} \frac{\sigma_{235U(n, f)}(E_n) \varepsilon_{FC}}{N_{target} N_{FC}}$$

Where $N_\gamma(E_n, \theta)$ is the number of detected $\gamma$ rays for a given transition, $\varepsilon(E_\gamma)$ the efficiency of detection for this $\gamma$ ray, $\sigma_{235U(n, f)}(E_n)$ the fission induced cross section of $^{235}U$, $\varepsilon_{FC}$ the detection efficiency of the fission chamber, $N_{target}$ the number of isotope of interest in the sample and $N_{FC}$ the number of events detected by the fission chamber.

The full angular integration is made using the Gauss quadrature method with detectors positioned at 110 ° and 150 ° [14, 15].

Measurements of $(n, xn\gamma)$ cross sections have been performed for $^{nat,182,183,184,186}W$ targets. Here only the preliminary results for the even-even isotopes studied in a $^{nat}W$ target are presented.

3. Results

The structure of the three isotopes $^{182,184,186}W$ is very similar, with a strong rotor-like behavior. The yrast states form a rotational band built on the $0^+$ ground state. The moment of inertia $I_{yrast}$ is decreasing slightly with the increase of the neutron number (N). The nuclei also present a $2^+$-based band ($\gamma$) and a $0^+$-based band ($\beta$). As N increases, the $2^+$-based band is being lowered below the $0^+$-based band. See 2 for the level schemes.

Fig. 2: Level schemes of $^{182,184,186}W$ [16, 17, 18]. The energy of levels are given in keV. The transitions in red are the ones that will be discussed here.
3.1 Ground state band transitions

First, we look at the transitions, in the ground state band, from the $4^+$ to the $2^+$ level and from the $2^+$ to the g.s.. For $^{182}$W(n, n'γ) it is necessary to correct for the contamination by $^{183}$W(n, 2n) reactions in the natural W target. This is done by subtracting the $^{183}$W(n, 2nγ) transition cross section calculated with TALYS-1.6, weighted by the isotopic ratio in natural tungsten. The profile of the cross sections is very similar for the transitions along the isotopic chain. For the $2^+$ to g.s. transition, the cross section peaks around $E_n = 1−2$ MeV, and starts dropping above 6 MeV. For the $4^+$ to $2^+$ transition, the cross section increases sharply from 0 to 500 keV, has a softer slope above, peaks around $6−8$ MeV and drops just above the peak. In terms of amplitude, the maximum of the cross section for the $2^+$ to g.s. appears to increase with larger neutron number. The $4^+$ to $2^+$ cross section amplitude, is slightly decreasing for increasing N. However, one should not be fooled by electron conversion. Indeed, for the W isotopes, the conversion coefficient for transitions around 100 keV is about 3, and about 0.2 for transitions around 250 keV. Correcting for conversion electrons, the $2^+$ to g.s. transition cross sections are very similar at $\approx 2.5$ barns. The $4^+$ to $2^+$ transition represents only about 1/3 of the $2^+$ to g.s. transition at $E_n \approx 2−5$ MeV. At the highest neutron energy, most of the $2^+$ to g.s. intensity comes from the $4^+$ to $2^+$. This indicates a weak contribution from the ground state band to the $2^+$ level population.

The experimental cross sections are compared to predictions by the TALYS code (shown in [3]). Two TALYS calculations were performed. The first one was made in 2011 by P. Romain (CEA/DAM) with TALYS-1.2 and optimized parameters for $^{184,186}$W. The second was performed with the latest
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TALYS version (1.6) with default parameters for all three isotopes. We note that TALYS-1.2 calculations using default parameters give values within 3\% of the TALYS-1.6 default results. The experimental data and the TALYS predictions match very well at low energy (\(E_n < 1\) MeV) but start to differ above. In the \(2^+\) to g.s. transitions TALYS predicts a plateau from \(E_n \approx 2\) MeV to \(\approx 8\) MeV (i.e. at the neutron separation energy) while the experimental data drops already starting at 6 MeV. In the \(4^+\) to \(2^+\) transition, TALYS overestimates the intensity of the transition from 2 to 8 MeV, by as much as a factor 2.

### 3.2 Interband transitions

The two transitions decaying from the \(2^+_2\) state (head of the \(\gamma\) band) are also studied. This state decays to the \(2^+_1\) state in the ground state band and to the ground state – it also decays to the \(4^+_1\) state but with a very low branching ratio) – see Fig. 4. For the \(^{182}\text{W}\), the transitions are contaminated by other \(\gamma\) lines and hard to isolate in the spectrum. In the two other isotopes \(^{184,186}\text{W}\), the transitions have very similar shapes and amplitudes, in agreement with the expectations. Electron conversion is negligible at this \(\gamma\) energy. Comparing to predictions by TALYS, the calculations reproduce very well the shape of the cross sections. However, the amplitude is underestimated by as much as \(\approx 25\%\).

![Fig. 4: Same as Fig. 3 for interband transitions decaying from the \(2^+\) band. Data for \(^{182}\text{W}\) is unreliable because of \(\gamma\) contamination.](image)

### 4. Result interpretation

Significant differences appear between the experimental results and the theoretical predictions. TALYS overestimates the ground state band intensity for the higher \(E_n\), and underestimates the interband transitions intensity at all neutron energies.
Fig. 5: Level population cross section for the first excited state (2⁺) in 184W. The red line is the upper limit determined from GRAPhEME data. The markers are from available experimental data [22, 7, 8]. The blue line is the value in TENDL-2014 [19, 20].

A possible explanation is incorrect branching ratios in the structure information used by TALYS. To extract information that is independent of branching ratio, we tried to extract the 2⁺ level population cross section from the γ cross sections. This relies on the balance formula: \( \sigma_{\text{level}} = \sum_{\text{decaying transition}} \sigma_{\text{transition}} - \sum_{\text{feeding transition}} \sigma_{\text{transition}} \). With this method, it is important to correct the transition intensity extracted from γ ray intensity for the electron conversion. Although simple in principle, the extraction of the 2⁺ level population cross section from gamma transition intensity is tricky. Indeed, for 184W, more than 20 transitions are feeding the first excited state; many of which have a high energy, for which our setup has a low efficiency, with a highly fractionned intensity. Because of this difficulty, the level population cross section can be extracted exactly only up to 1 MeV, and only an upper limit can be determined above that energy – see [5]. The comparison of the upper limit extracted from experimental data with previous data existing for the level cross section, and the TALYS prediction, show a good agreement of our data with previous experiments, but cannot allow to draw further conclusions.

Another lead to explain the difference between TALYS and the experimental data is the description in the calculations of the reaction mechanism. P. Romain decomposed the total 186W(n, n' γ2⁺→g.s.) according to individual state contributions. The computed cross section is a good match to the experimental data from a previous analysis of the same data set presented in the current paper, with only a small renormalization. This description is very good up to 4 MeV. This is hinting that the structure information used by TALYS is good enough up to the high excitation energies. Above 5-6 MeV, the plateau predicted by TALYS, associated with scattering off continuum states continues while the experimental data is dropping. This can be explained by an incorrect description of the spin distribution from pre-equilibrium reactions, as it has been seen in U isotopes [21]. For this aspect, microscopic calculation done by M. Dupuis (CEA/DAM) could be a way to obtain correct spin distributions. In general, one can also wonder about the choice of the energy limit between continuum and discrete levels and the coupling between them.
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Fig. 6: Decomposition of the $^{186}W(n,n'\gamma_2^+\rightarrow g.s.)$ cross section according to the individual levels. The cumulative contribution of the $2^+$ level is in thin red line (with the direct component in dotter black and the CN component in dotted purple). For comparison, the experimental data from [7,8,22] are indicated. The contribution of other levels, appropriately weighted by branching ratios are in continuous purple and black lines. The contribution of the continuum is in continuous blue. The total is the thick red line, compared to scaled data from a previous analysis (see text).

5. Conclusion and perspectives

From the preliminary results of $(n,xn\gamma)$ cross sections measured on $^{182,184,186}W$, we see that TALYS overestimates the cross section of transitions in the ground state band, while it underestimates the inter-band transitions intensity. The shape of the $2^+$ to g.s. transition is also not well reproduced. There is a possible effect from incomplete structure information and/or pre-equilibrium description. Looking at level production cross section would be helpful, but our data allow only the extraction of an upper limit.

Five sets of data have been recorded with GRAPhEME, using $^{nat,182,182,184,186}W$ targets. This will allow to cross-check and normalize all the cross sections. In general, 10 to 15 transitions can be studied for each isotope. A covariant analysis is being developped to reflect the correlation between measurements. All this will produce a very rich and constraining set of experimental values to compare with models.
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Abstract
The thermonuclear rate of the reaction $^{30}\text{P}(p,\gamma)^{31}\text{S}$ is of major importance for the interpretation of nova nucleosynthesis in the $A \geq 30$ region. Estimates based on shell-model calculations are hampered by the presence of several negative parity states in the resonance region near the proton-emission threshold. We present results of calculations in a full $(0^+1)^\omega$ model space which address this problem. Extensive comparisons are also made with recent experimental data for levels of $^{31}\text{S}$, and it is shown that there are inconsistencies and ambiguities in the data which prevent a one-to-one correspondence with theory. The gamma-decay lifetimes and $^{30}\text{P}$ to $^{31}\text{S}$ spectroscopic factors are calculated for input into the reaction rate equations. Available experimental data is used in conjunction with the calculations to obtain a best estimate for the reaction rate.

1. Introduction
The importance of the $^{30}\text{P}(p,\gamma)^{31}\text{S}$ reaction rate for astrophysics has been extensively discussed [1]. It is, however, not well determined due to uncertainties in the properties of key resonances in the burning region. This lack of knowledge of the thermonuclear reaction rate inhibits the interpretation of observables associated with the underlying astrophysics. The uncertainties in the reaction rate stem from unmeasured quantities, ambiguities in level properties measured in different experiments, and problems with theoretical calculations stemming mainly from the presence of several negative parity states near the threshold energy.

2. Experiments to determine the reaction rate
The halflives for the target ($^{30}\text{P}$) and residual nucleus ($^{31}\text{S}$) are respectively about 2.5 minutes and 2.55 seconds. Thus direct reaction experiments are not currently feasible, so one has to resort to using beta decay, stable targets and nucleon transfer and charge exchange reactions, or alternatively inverse kinematics experiments. A brief summary of reactions used in recent major experiments follow. The dates given with each experiment refer to the date of the first publication or report, and not when the experiment was carried out.

$^{32}\text{S}(d,t)^{31}\text{S}$ (Irvine et al., 2013) This reaction was used at the Maier-Leibnitz Laboratory (MLL) in Munich to study states in $^{31}\text{S}$ in the energy range 6.3 - 7.1 MeV. [2].

$^{32}\text{S}(p,d)^{31}\text{S}$ (Ma et al., 2007) In a variation of the above reaction, the (p,d) reaction was utilised at the ORNL-HRIBF to study 26 states in $^{31}\text{S}$, of which 17 were above the proton-emission threshold [3]. A similar experiment was done at the Yale Wright Nuclear Structure Laboratory (WNSL) by Setoodehnia et al. (2014) [4].
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$^{31}\text{P}(^3\text{He},t)^{31}\text{S}$ was employed by Wrede et al. (2007) [5] at the Yale-WNSL and by Parikh et al. [6] at the MLL, Munich (2011) in their studies of $^{31}\text{S}$ states. In a more extensive analysis of the first experiment [7] a total of 17 new levels, and 5 tentative new levels were determined, and 5 tentatively known levels were confirmed. The experimental information was supplemented by data from $^{32}\text{S}(d,t)^{31}\text{S}$ measurements. Parikh et al. [6] observed states in the energy region 6.1 - 7.1 MeV.

$^{28}\text{Si}(\alpha,n\gamma)^{31}\text{S}$ The fusion-evaporation reaction was employed by Doherty et al. (2014) [8], with the Gammasphere detector array at Argonne National Laboratory using the ATLAS accelerator.

$^{12}\text{C}(^{20}\text{Ne},n\gamma)^{31}\text{S}$ (Jenkins et al., 2005 [9],[10]). Excited states in $^{31}\text{S}$ and $^{31}\text{P}$ were populated in the $^{12}\text{C}(^{20}\text{Ne},n)$ and $^{12}\text{C}(^{20}\text{Ne},p)$ reactions, respectively, at a beam energy of 32 MeV, using the ATLAS accelerator at the Argonne National Laboratory. Their resulting $\gamma$ decay was detected with the Gammasphere array in coincidence with $^{31}\text{S}$ residues at the focal plane of the Fragment Mass Analyzer.

$^{30}\text{P}(d,n\gamma)^{31}\text{S}$ (Kankainen, 2013 [11]) This transfer reaction was studied in inverse kinematics at the NSCL, East Lansing to study key astrophysical resonances in $^{31}\text{S}$. The $^{31}\text{S}$ ions were analyzed by the S800 spectrometer and identified by energy loss and time-of-flight measurements. $\gamma$ rays from the decays of excited states in $^{31}\text{S}$ were detected in coincidence with the recoiling $^{31}\text{S}$ ions using GRETINA.

$^{31}\text{Cl}(\beta,\gamma)$ An alternative approach is to populate $l = 0$ resonances with $^{31}\text{Cl}$ decay. This was done in an experiment in February and March, 2014 at the NSCL, East Lansing (Bennett et al.) [12]. Fast beams of $^{31}\text{Cl}$ were produced using projectile fragmentation of a $^{36}\text{Ar}$ beam on $^9\text{Be}$. Gammas were detected with the Yale Clovershare array of HPGe detectors.

$^{31}\text{Cl}(\beta,p)$ and $^{31}\text{Cl}(\beta,\gamma)$ (Saastamoinen, PhD Thesis, 2011, Dept. of Physics, University of Jyväskylä.). The experiments detecting both protons and gammas from excited states in $^{31}\text{S}$ were carried out at Texas A&M University. In an earlier similar experiment at IGISOL (Kankainen et al., 2006 [13]) $^{31}\text{Cl}$ nuclei were produced via $^{32}\text{S}(p,2n)$ fusion-evaporation reactions induced by a 40 MeV or 45 MeV proton beam on a ZnS target. The beta decay of $^{31}\text{Cl}$ was studied with a silicon detector array and a HPGe detector.

Comparisons of results from these experiments with theory are made in a later section.

3. Theoretical calculation of the reaction rate

The theory for positive parity states is based on the USDB-cdpn Hamiltonian as used in our previous ($p,\gamma$) rate calculations for positive parity final states in the sd-shell [14], [15], [16]. At the high excitation energy considered here, many negative parity states start to appear. We consider for the first time a microscopic model for these states. The basis consists of a complete $1\hbar\omega$ basis made from all possible excitations of one nucleon from $0p$ to $1s-0d$ or the excitation of one nucleon from $1s-0d$ to $0p-1f$. The $M$-scheme dimension in this basis is on the order of two million and they are calculated with NuShellX in a proton-neutron basis [17]. We use the WBP Hamiltonian from [18] that was designed to reproduce the energies of $1\hbar\omega$ states for $A = 10-20$. WBP also contains the $sd-pf$ Hamiltonian from [19] that was designed to reproduce energies of $1\hbar\omega$ states in nuclei with $A = 35-43$. WBP has not before been applied to the middle of the sd shell due to the large dimensions involved. The single-particle energies for the $0p$ and $0p-1f$ orbitals were fixed by energies of low-lying negative parity states in $A = 27$ and $A = 29$. 

4. Comparison between experiment and theory

Selected experimental and theoretical results are shown in Table I and Fig. 1. The first columns 2-8 give the experimental data. Columns 3-4 are the values given in the recent Nuclear Data Sheets (NDS) compilation [20], and the 2nd column is the resonance energy based on the NDS energy. The 5th column gives the spin-parity assignments from the recent review by Wrede [1] that are based purely on the data for 31S and excludes spin-parity assignments based upon assumed correspondence with mirror levels in 31P, that are indicated by the spin-parity inside the square brackets in columns 6-8. The letters (a,b,c) in column 5 correspond to the footnotes given by Wrede. For (a) there is some question of whether there are two or three levels between Eγ = 6390 keV and 6405 keV. If one assumes that the two levels seen in Ref. [8] are at their reported energies, then one of the two levels reported in Refs. [5], [6] and [2] is different and there would be three levels all together. For (b) there are conflicting spin-parity assignments between Parikh et al. [6] and Doherty et al. [8]. The spin-parity of the 6139 keV state assigned by Doherty et al. [8] is based only on a possible match to a level in 31P, and it was changed by Irvine et al. [2]. For (c) the spin-parity is unconstrained. The * indicate levels of questionable existence. The levels at 5959 and 6848 keV that are only seen in a low resolution (p,d) experiment [3] are probably amalgams of neighboring levels. The level at 6421 keV has only been seen in a low resolution (p,d,n) experiment and has not been confirmed. The placement of two nearby levels at 6833 and 6836 keV was inferred from the fact that a significant proton emission
was observed at this energy that may not be expected for a level with $J = 11/2$ that would decay by $\ell=5$ \cite{1}. Wrede has suggested that increased communication between the relevant experiment groups would facilitate some resolution of the conflicting spin-parity assignment \cite{1}, and a workshop was held to this end in 2014; the results will be published in an upcoming Focus Issue of Eur. Phys. J. Plus.

Columns 11-12 give the results obtained with the $1\hbar\omega$ Hamiltonian. The format in the 11th column is $(2J) - k$, where $-$ indicates negative parity and $k$ is the number of the state for a given $J$. Columns 13-14 give the calculated spectroscopic factors. The labels in the last column indicate the largest contributions for positive parity $p$. For negative parity see the comments in section 5.

Columns 9-10 give the results obtained with the USDB-cdpn Hamiltonian. The format in the 9th column is $(2J) + k$ where $+$ indicates positive parity and $k$ is the number of the state for a given $J$. All of the USD-cdpn energies given have been shifted down by 240 keV in order to align theory and experiment for the well established $3/2^+ T=3/2$ level at 6280 keV. This gives energies for other positive parity states in the region of interest within 100 keV of possible associations with experiment as shown in Table I. A similar energy shift is also found for the comparison of theory and experimental levels in $^{31}$P, and is about the same with the USDA Hamiltonian. This shift indicates a possible systematic failure of the USD Hamiltonians at high energy. For future work it may be interesting to include some these levels in the determination of the empirical two-body matrix elements \cite{21}. Since the reaction rate is exponentially sensitive to the resonance energy, the association with experimental energies levels is important. Some of the associations in Table I are rather certain (good, $g$) but others are very tentative ($t$). All unmarked and $t$ matches need to be confirmed. Unmatched theoretical levels are given at the bottom.

The energies for the $1\hbar\omega$ states in Table I are shifted down by 354 keV in order to align theory and experiment for the well established $11/2^-$ level at 6824 keV. The theoretical levels have been associated with known experimental levels in the Table with the labels good ($g$) and tentative ($t$). This association is crucial for a precise calculations of the rates. Thus, the rates we obtain will depend upon a confirmation of the experimental and theoretical associations. The $1\hbar\omega$ states that cannot be matched with experiment are given in the bottom of the Table I. All levels up to 6.8 MeV can be tentatively matched with theory except for the experimental levels at 6160, 6420 and 6796 keV; but the latter two of these are of questionable experimental existence. There are two $1/2^-$ negative-parity states predicted at 6247 and 6602 that cannot be matched to known experimental levels. Above 6.8 MeV the two $1/2^+$ levels at 6961 and 6975 MeV have a good association with theory with the upper of these in theory being the $1/2^+ T=3/2$ level. In addition, between 6.8 and 7.0 MeV there are four unmatched experiment levels and seven theoretical levels, indicating that there are several levels in this region that have not yet been observed.

The experimental information on the states in the mirror nucleus $^{31}$P in the 6-8 MeV energy range is not complete enough to help resolve the spin-parity ambiguities in the $^{31}$S or to help with the associations between experiment and theory we have made in Table I.

### 5. Calculation of the reaction rate

Our calculated rates are shown in Fig. 1 based on the resonance energies and spectroscopic factors given in Table I. They are based on the Eqs. used in \cite{16} with the information in Table I together with gamma-decay lifetimes for positive-parity states obtained with the USDB-cdpn Hamiltonian and the effective gamma-decay operator for M1 and E2 from \cite{22}. (Fig. 1 and Table II of Ref. \cite{23} did not include the contribution from the theoretical $3/2^-$ state that was associated with the experimental state at 6327 keV in Table I. The corrected versions are given here.) The most important negative parity states are labeled in panel (c). The spectroscopic properties of the $3/2^-$ and $1/2^-$ states are given in Table III of Ref. \cite{23}. The spectroscopic properties of the $3/2^-$ state shown in panel (c) are: $\Gamma_\gamma = (0.009)$ eV, $\Gamma_p = 6.7 \times 10^{-6}$
Determination of the important $^{30}\!\!P(p,\gamma)^{31}\!\!S$ astrophysical rapid-proton capture reaction rate

Fig. 1: The total $rp$ reaction rate versus temperature $T_9$ (GigaK) (top panel) and the contribution of each of the final states (lower panels) obtained with the data from Table I. The results are separated into the contributions from positive and negative parity states. The total rate is shown separately for the positive parity (red line) and negative parity (blue dashed line) final states. The top panel shows the present rate divided those form other models as discussed in the text.

$\omega \gamma = 4.5 \times 10^{-6}$ eV and $C^2(\ell=1)=0.29$. The rate in the region near $\log_{10}(T_9) = -0.8$ is one to two orders or magnitude larger than those from previous works. This large increase demonstrates the importance of confirming the spin-parity assignments of levels in the excitation energy range of 6.1 to 6.7 MeV in $^{31}\!\!S$.

The bottom parts of the figure show the contributions from individual final states. The labels for the most important positive-parity contributions in Fig. 1 are given on the right-hand side of Table I. For the hottest ONe novae on white dwarfs close to the Chandrasekhar limit the rate up to about $T_9 = 0.5$ [$\log_{10}(T_9)=-0.3$] is important [24]. For most of these $\Gamma_\gamma \gg \Gamma_p$ and the gamma lifetime is thus not important. The experimental associations of the $3/2^-$, $5/2_3$ and $5/2_3(p3)$ states need to be verified, and the gamma widths of the $3/2^-$ and $3/2^-$ states need to be measured. The $1/2^-$ state has not yet been associated with experiment. The experimental association of the $3/2^+(p2)$ state enters only because of its calculated small isospin-forbidden proton decay spectroscopic factor - this needs to be verified. Overall, the rate we obtain is still uncertain. But our results provide the essential ingredients that will need to be combined with experiment when the spin-parity and decay properties of these states in $^{31}\!\!S$ are verified.

The top panel of Fig. 1 shows the present rate divided by those give by the Hauser-Feshbach (HF) model [25], and the resonance state results based on the assumptions made by Jenkins et al. [9] and Ma et al. [3]. The rates for these are given in the Reaclib data base [26]. These previous rates are
6. Conclusions

In summary, in view of the importance of the $^{30}$P(p,γ)$^{31}$S reaction, we considered the major aspects leading to uncertainties in calculating the reaction rate. Because of the high excitation energies involved in the resonance region, several negative parity states appear. Calculations were done for the first time in this mass region in a full ($0+1$) $\hbar\omega$ model space to take their contributions into account. It turns out that the negative parity states make contributions to the reaction rate comparable to the positive parity states. The theoretical energies were correlated with available experimental energies, which required a review of ambiguities and uncertainties in the experimental data. A number of cases are suggested where improved data are required. It is evident that there are several experimental inconsistencies and ambiguities which would require further investigation to resolve.
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Abstract

An unexpected enhancement in the average, reduced $\gamma$-decay strength at very low $\gamma$-transition energies has been observed in $fp$-shell nuclei as well as in the Mo region. Very recently, it has been discovered in $^{138}$La, which is, so far, the heaviest nucleus to display this feature. In this work, we present an experimental and theoretical overview of the low-energy enhancement. In particular, experimental evidence for the dipole nature of the enhancement, and shell-model calculations indicating strong, low-energy $M1$ transitions are shown. Possible implications of this low-energy enhancement on astrophysical $(n, \gamma)$ reaction rates of relevance for $r$-process nucleosynthesis are discussed.

1. Introduction

One of the remaining major challenges in nuclear astrophysics today is to properly describe the nucleosynthesis for elements heavier than iron $^{[1]}$. The main nucleosynthesis processes creating heavy elements were identified by Burbidge, Burbidge, Fowler and Hoyle $^{[2]}$ and also independently by Cameron $^{[3]}$. The slow neutron-capture $(s)$-process and the rapid neutron-capture $(r)$-process are known to produce almost 100% of the observed nuclides heavier than iron. The $s$-process is rather well understood from a nuclear-physics point of view, as it relies on a nuclear reaction network in the vicinity of the $\beta$-stability line where the relevant reaction rates are to a large extent experimentally accessible (see Ref. $^{[4]}$ and Refs. therein). The $r$-process, on the other hand, remains elusive due to two main factors: (i) the astrophysical site(s) is(are) not yet clearly identified; popular suggestions include...
the neutrino-driven wind following a core-collapse supernova, and neutron-star mergers \[5, 6\]; (ii) the majority of the crucial nuclear-data input required for modeling \(r\)-process abundances are not experimentally constrained, and large theoretical uncertainties in the determination of \(r\)-process reaction rates are a substantial obstacle for a meaningful comparison with observed \(r\)-process abundances. In sophisticated and more realistic scenarios for the rapid neutron capture \((r\)-\) process, \(\langle n, \gamma \rangle\) rates may play a pivotal role \[5\], especially for cold \(r\)-process scenarios where an \(\langle n, \gamma \rangle - \langle \gamma, n \rangle\) equilibrium cannot be established. Hence, a good knowledge of nuclear \(\gamma\)-decay properties at high excitation energy (up to the neutron separation energy \(S_n\)) is crucial. The nuclear level density and the \(\gamma\)-ray strength function \((\gamma\text{SF})\) are two of the main ingredients needed to calculate radiative neutron-capture cross sections and reaction rates.

Until recent years, the \(\gamma\text{SF}\) was believed to decrease with decreasing transition energy, which is reflected in current recommendations and implementations of \(\gamma\text{SF}\) models \[7, 8, 9\]. However, measurements of the \(\gamma\text{SF}\) for highly excited iron isotopes (up to \(S_n\)) clearly demonstrate the opposite \[10, 11\]; for these nuclei, the \(\gamma\text{SF}\) for \(\gamma\) energies less than 4 MeV exhibits an increase as the \(\gamma\)-ray energy decreases. In the following, the experiments revealing the low-energy enhancement will be discussed, as well as theoretical interpretations of the phenomenon, and its potential impact on radiative neutron-capture rates for very neutron-rich nuclei.

2. Experiments, level density and \(\gamma\text{SF}\) data

The low-energy enhancement was first discovered in \(^{56, 57}\text{Fe}\) \[10\], where the Oslo method \[12, 13, 14\] was applied on particle-\(\gamma\) coincidence data from the \(\langle \text{^{3He},^{3He}\gamma} \rangle\) and \(\langle \text{^{3He},\gamma\gamma} \rangle\) reactions. The MC-35 Scanditronix cyclotron delivers proton, deuteron, \(\text{^{3He}}\) and \(\text{^{4He}}\) beams. The current experimental setup at the Oslo Cyclotron Laboratory (OCL) consists of the \(\gamma\)-ray detection array CACTUS \[15\], which is built up of 26 collimated NaI(Tl) detectors, and the Silicon Ring (SiRi), which is a segmented \(\Delta E - E\) particle-telescope array \[16\] measuring the charged particles emitted in the nuclear reactions (see Fig. 1). The energy of the emitted particles, taking into account the reaction kinematics and the \(Q\)-value of the reaction, gives information on the excitation energy of the residual nucleus. A brief overview of the Oslo method is given below.

The Oslo method consists of four main steps:

1. Unfold the excitation-energy tagged NaI spectra to correct for the detector response \[12\];
2. Obtain the distribution of primary \(\gamma\) rays for each excitation-energy bin by an iterative subtraction method \[13\];

![Fig. 1: (Color online) The Silicon Ring SiRi [16] and the \(\gamma\)-detector array CACTUS [15].](image-url)
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Fig. 2: (Color online) Data from OCL showing the $\gamma$SF of Sc [20, 21] (upper left), Fe [10] (lower left), V [22], and Mo isotopes [23].

3. Extract the functional form of the level density $\rho(E)$ and the $\gamma$SF $f(E_\gamma)$ from an iterative, simultaneous $\chi^2$ fit of the landscape of primary $\gamma$ rays [14];

4. Normalize the obtained level density and $\gamma$SF to known, discrete levels, neutron-resonance parameters, and/or other auxiliary data [14, 17].

Note that for step 3, no particular, initial assumptions are needed for the shape of the level density and/or the $\gamma$SF; in fact, a flat distribution is used for the first trial function. The final result does not depend on the choice of the initial trial function.

Regarding nuclear level densities, one of the perhaps most important results is that they increase linearly in a log plot (see e.g. Ref. [18] and references therein), which is interpreted as the nuclear temperature being constant and they are very well approximated by the constant-temperature expression [19]:

$$\rho(E) = \frac{1}{T} \exp\left(\frac{E - E_0}{T}\right),$$

where $T$ is the nuclear temperature and $E_0$ is an energy shift. This implies that a first-order phase transition is taking place [18].

The low-energy enhancement has been observed in many light nuclei using the Oslo method, such as Sc [20, 21], V [22] and Mo isotopes [23] (Fig. 2). Very recently, the low-energy enhancement was found in $^{138}$La [24], which is the heaviest nucleus exhibiting this feature as of today. For a full list of references and for open access to the data, see [25]. In Ref. [10], the low-energy enhancement was confirmed by examining intensities of two-step cascade spectra following neutron capture on $^{56}$Fe, i.e. $^{56}$Fe$(n, \gamma\gamma)^{57}$Fe. Recently, the low-energy enhancement was also confirmed for the $^{95}$Mo case [26], using a new technique to extract the relative $\gamma$SF from the quasicontinuum to individual low-lying levels.

As the standard Oslo method is restricted to measuring nuclei close to the valley of stability, a new method has been developed, the $\beta$-Oslo method [27], where level density and $\gamma$SF are inferred from total absorption spectra following $\beta$ decay of a neutron-rich nucleus. The first case where the method was used was the $\beta$ decay of $^{76}$Ga into $^{76}$Ge, where the $\gamma$ rays emitted from $^{76}$Ge were measured with...
the segmented, total-absorption spectrometer SuN [28]. Now, the initial excitation energy of $^{76}\text{Ge}$ is given by the sum of all $\gamma$ rays, while the individual segments provide the $\gamma$ spectra for each excitation-energy bin. Having the excitation-energy vs. $\gamma$-ray energy matrix at hand, the Oslo method can be used to extract the level density and $\gamma$SF. This technique is very promising for neutron-rich nuclei where the $Q$-value for $\beta$ decay is close to the neutron separation energy in the daughter nucleus, and when there is no significant branch of $\beta$-delayed neutrons. New data on $^{70}\text{Ni}$ taken at NSCL/MSU in February 2015 represent the first case of a neutron-rich nucleus analyzed with the $\beta$-Oslo method [29].

For a long time, the low-energy enhancement was a complete puzzle, as it appeared to contradict all established models of the electric dipole strength, which was believed to be the dominant contributor to the $\gamma$SF for $\gamma$-ray energies below the neutron separation energy. Speculations about its physical origin included abnormally strong rotational $E2$ transitions in the quasicontinuum, or even vibrational transitions, or simply that there were leftovers of strong $E2$ transitions from the ground-state rotational bands that were not subtracted correctly in the procedure to obtain the primary-$\gamma$ distributions. Hence, gaining insight into the multipolarity of the low-energy enhancement was of utmost importance. Recent experimental work has indeed shown that the low-energy enhancement in $^{56}\text{Fe}$ is dominated by dipole transitions [11], as seen from angular distributions of the low-energy enhancement utilizing the angles of the NaI detectors in CACTUS. The remaining experimental challenge is to firmly establish the electromagnetic character of the low-energy enhancement, be it magnetic or electric or a mix of both, as theoretical approaches explaining this feature differ on this point. This will be discussed in the following section.

3. Theoretical descriptions of the low-energy enhancement

There has been significant progress in the theoretical understanding of the low-energy enhancement the last two years. From having no theoretical explanation, there are now three articles describing and (at least qualitatively) reproducing the experimental results. First, in Ref. [30], the authors make use of the thermal continuum quasiparticle random-phase approximation and explain the low-energy enhancement as due to $E1$ transitions from thermally excited single-quasiparticles. Moreover, the shell-model calculations presented in Refs. [31, 32] demonstrate $M1$ transitions with strong $B(M1)$ values for low transition energies, providing a steadily increasing and non-zero $\gamma$SF as $E_\gamma \to 0$. The shell-model $B(M1)$ values from Ref. [32] are shown in Fig. 3; note that these are directly proportional to the $M1$ $\gamma$SF and the level density at the initial excitation energy, see Eq. (1) in Ref. [32].

As the theoretical interpretations differ on the electromagnetic nature of the low-energy enhancement, it is imperative to determine experimentally whether it is magnetic or electric, or whether both contribute to the observed structure. In Ref. [10], an attempt was made to determine the electromagnetic character by calculating the $(n, \gamma\gamma)$ two-step cascade intensities within a statistical decay model, but with no success; it was found that the error bars were too large and, within the experimental uncertainties, both $E1$ and $M1$ (and even $E2$) transitions could be present.

In principle, on the theoretical side, it would be ideal to calculate both $E1$ and $M1$ transitions within the same framework and model. As of today, the shell-model calculations concern only $M1$ (and $E2$) transitions, while the QRPA approaches have been restricted to $E1$ transitions only. Hence, in the future, an experimental effort to nail down the electromagnetic character, in combination with a theoretical development to include all dipole transitions within the same framework, is highly desired to understand the mechanism behind the low-energy enhancement.
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4. Impact on radiative neutron-capture reaction rates

As mentioned in Sec. 1., the nuclear level density and $\gamma$SF are important input parameters for calculating astrophysical $(n, \gamma)$ reaction rates. Moreover, the low-energy enhancement in the $\gamma$SF may have a non-negligible effect on these rates, as shown in e.g. Refs. [33, 34]. Here, using the nuclear-reaction code TALYS [8], and assuming that the low-energy enhancement will persist also for very neutron-rich nuclei involved during the $r$-process neutron irradiation, an increase in the $(n, \gamma)$ rates of a factor of $\sim 10 – 100$ is found for neutron-rich Fe, Ge, Mo and Cd isotopes.

Such a significant effect on the reaction rates brings further motivation to obtain a good understanding of the low-energy enhancement, since a direct measurement of any $(n, \gamma)$ rate on unstable nuclei, and even less on nuclei of $r$-process relevance is currently not possible, and will probably remain out of reach for many years to come. Furthermore, a large-scale $r$-process network calculation typically involves $\approx 5000$ nuclei and $\approx 50000$ reaction rates. Thus, one has to rely on theoretical estimates of these rates, which in turn call for robust and sound theoretical approaches to obtain a reasonable predictive power [5]. Hence, testing these models against experimental data, both for stable and neutron-rich nuclei, is crucial. A close interaction between nuclear experiment and theory as well as astrophysics observations and theory will hopefully bring new insight on the many remaining mysteries of the heavy-element nucleosynthesis.

5. Summary

A low-energy enhancement has been discovered in the $\gamma$SF of many nuclei. Theoretically, there are two approaches providing an explanation for the low-energy enhancement; however, they differ on the physical mechanism behind the structure and its electromagnetic character. An experimental determination of the electromagnetic character of the low-energy enhancement is necessary to resolve this discrepancy.

The low-energy enhancement, if present in very neutron-rich nuclei, may have a significant impact on astrophysical $(n, \gamma)$ reaction rates relevant to the $r$-process. Reducing the uncertainties in the nuclear input data of large-scale $r$-process calculations is highly desirable, and as such, a deep understanding of the $\gamma$SF would be of great importance both for a fundamental nuclear structure perspective.
as well as from a nuclear astrophysics point of view.
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Abstract
The innovative feature of the n_TOF facility at CERN, in the two experimental areas, (20 m and 200 m flight paths), allow for an accurate determination of the neutron capture cross section for radioactive samples or for isotopes with small neutron capture cross section, of interest for Nuclear Astrophysics. This contribution presents an overview on the astrophysical program carried on at the n_TOF facility, the main results and their implications.

1 Stellar nucleosynthesis
Elements heavier than Fe are dominantly produced by neutron capture reactions in stars. About half of the elemental abundances are generated in the slow neutron capture process, the s-process, in stellar environments characterized by neutron densities between $10^6$ – $10^{12}$ cm$^{-3}$. In these sites, the nucleosynthesis path proceeds along the stability valley, since $\beta$-decays are usually faster than subsequent neutron captures on unstable species. The other half of elemental abundances is produced by the rapid neutron capture process, or r-process. This process is associated with very high neutron densities, higher than $10^{20}$ cm$^{-3}$ and the reaction flow is driven towards the neutron rich side since neutron captures are faster than radioactive decays.

The s-process can be divided in two components called the main and the weak s-process. The weak component of the s-process, responsible for the a large part of the abundance of isotopes between Fe and Zr, takes place in massive stars ($M > 15 M_\odot$) during the He core burning and later during the C shell burning. The main s-process component essentially leads to the production of nuclides between Zr and Bi. It takes place in low mass stars ($1.5 < M < 3 M_\odot$) during their asymptotic giant phase.

The nuclear physics inputs for studying the s-process and calculating the s-process abundances are the stellar decay half-lives and the stellar neutron capture cross sections, that is the cross section averaged over the stellar neutron spectrum (Maxwellian Averaged Cross Section, MACS), defined as

$$<\sigma> = \frac{1}{\sqrt{\pi} (K_B T)^2} \int_0^{\infty} \sigma(E) E \exp \left( -\frac{E}{K_B T} \right) dE$$

where $E$ is the neutron energy, $K_B$ is the Boltzmann constant and $T$ is the temperature of the stellar site in which the capture process occurs. Since the s-process takes place during different burning stages of the stars the temperature range from 0.1 to 1 GK, corresponding to $K_B T$ values of 8 to 90 keV. To determine the MACS the excitation function needs to be known up to neutron energies of a few hundred keV.

2 The n_TOF facility
The neutron time-of-flight facility n_TOF at CERN, based on an idea by Rubbia et al. [1], is a pulsed white neutron source for high-accuracy neutron cross-section measurements over a wide neutron energy range. The neutrons are produced in a monolithic Pb-spallation target, where a pulsed 20 GeV/c proton...
beam provided by the CERN Proton Synchrotron (PS) impinges with a maximum repetition rate of 0.8 Hz. The Pb-target is surrounded by an additional moderator layer to generate a neutron beam with energies ranging from thermal up to several GeV. At the facility, operative since 2001, the measurements take place in an experimental area placed at the end of a horizontal beam line, 200 m in length. The experimental conditions and the neutron beam characteristics of this flight path are presented in full detail in Ref. [2].

The horizontal 200 m flight path, with its record instantaneous neutron beam intensity, has allowed very important neutron capture and fission cross-sections measurements, with unprecedented accuracy and energy resolution [3-7]. It has also allowed to extend the energy range to previously unreachable values [8].

In order to extend the experimental possibilities at the n_TOF facility for cross-section measurements of very low mass sample (< 1mg), reaction with small cross sections or highly radioactive samples, an additional vertical flight path of 20 m with significantly higher neutron flux was designed and constructed in 2014. The large gain in the neutron flux, of about a factor of 30 relative to the first experimental area, allows one to perform measurements with samples of correspondingly smaller mass or in a shorter time. Most importantly, the combination of the higher flux and shorter time-of-flight, a factor of 10 relative to EAR1, is particularly convenient when measuring radioactive isotopes, as it results in an increase of the signal-to-background ratio of more than two orders of magnitude for the background related to the radioactive decay of the sample. As a consequence, in EAR2 it becomes feasible to perform challenging measurements with isotopes of half-life as short as a few tens of years, offering the unique opportunity to address some open questions in Nuclear Astrophysics.

3 Experimental campaign

The n_TOF Astrophysics experimental campaign is focused on neutron magic nuclei, which act as bottleneck for the flow of s-process, nuclei with A < 120, branching points isotopes and isotopes of special interest, like the Os isotopes relevant for nuclear cosmochronology.

Of particular interest are the branching points, i.e. radioactive isotopes of relatively short half-life for which a competition exists between neutron capture and the $\beta$-decay. The knowledge on the associated cross sections of these isotopes is very poor, mainly due to the difficulty in obtaining enough material and to measure the cross section of sample with a high activity. For these reasons, before 2001 none of these isotopes had been measured yet, despite the fact that they could provide very important information on the thermodinamical conditions of the stellar site in which s-process occurs.

In the following the description and the most recent measurements carried out in the two experimental areas is reported.

3.1 $^{63}$Ni(n,γ) measurements

The phenomenology of the s-process implies that the solar abundance distribution is composed of two parts: the main component, which mostly accounts for the mass region from Y to Bi, and the week component, which contributes to the region from the Fe to the Sr. The main and week component occur prevalently in low mass stars, i.e. with $1.5M_\odot \leq M \leq 3M_\odot$ and massive stars with $M \geq 15M_\odot$. The main difference between these two s-process scenarios is that the high neutron exposure during the main component is sufficient for establishing equilibrium in the reaction flow, resulting in the so-called local approximation, so that the emerging s-abundances are inversely proportional to the stellar cross sections. In this case, the uncertainty on the neutron cross section of an isotope affects only the abundance of that specific isotope. In contrast, the neutron exposure in massive stars is too small to achieve flow equilibrium. As a consequence, the uncertainty in the neutron capture cross section
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of an isotope not only influences the abundance of that particular isotope but has a potentially strong propagation effect on the abundance of the subsequent isotopes involved in the s-process chain.

The $^{63}$Ni represents the first branching point in the reaction path of the s-process as sketched in Fig. 1. In the low neutron density of the week component, during core He burning the branching is characterized by a significant production of $^{63}$Cu by $\beta$-decay from $^{63}$Ni. At much higher neutron density during the C shell burning the branching is closed and the $^{63}$Cu is completely bypassed by the reaction flow. In this phase $^{63}$Cu is only produced by the subsequent decay of the surviving $^{63}$Ni abundance. The neutron capture cross section of $^{63}$Ni is crucial for determining the $^{63}$Cu/$^{65}$Cu ratio, which represents a sensitive constraint for stellar model calculations, because the propagation waves of these isotopes affect the entire abundance distribution of the weak s-process [9].

The measurement was performed at n_TOF with a pair of C6D6 liquid scintillator detectors. These detectors are optimized to exhibit a very low sensitivity to neutrons, thus minimizing the background produced by neutrons scattered by the sample. Fig. 2 shows the results obtained at n_TOF in comparison with the KADoNIS compilation [10]. The MACS ranging from kT = 5-100 keV exhibit total uncertainties of 20-22% and are about a factor 2 higher than the theoretical prediction. These results improved one of the main nuclear uncertainties affecting theoretical predictions for the abundances of $^{63}$Cu, $^{64}$Ni and $^{64}$Zn.

![Fig. 1: The s-process reaction path in the Ni-Cu-Zn region during He core burning (dashed lines) and the C shell burning (solid lines) [4](Image)](image1)

![Fig. 2: Comparison between the n_TOF experimental MACS and the theoretical prediction of the KADoNIS compilation](image2)

![Fig. 3: Theoretical prediction of MACS values at 30 keV for $^{171}$Tm and $^{204}$Tl](image3)
3.2 \[^{171}\text{Tm}(n,\gamma)\] and \[^{204}\text{Tl}(n,\gamma)\] measurements

The isotopes \(^{171}\text{Tm}\) and the \(^{204}\text{Tl}\) are important s-process branching points \([11]\). The unstable isotope \(^{171}\text{Tm}\) (half-life of 1.92 years) represents a branching in the s-process path that is independent of stellar temperature and therefore suited to constrain explicitly the s-process neutron density in low mass AGB stars. Being the Tm a rare earth element, the relative abundances of stable isotopes are known with high accuracy.

The isotope \(^{204}\text{Tl}\) (half life of 3.8 years) decays in \(^{204}\text{Pb}\), which produces \(^{205}\text{Pb}\) when undergoing neutron capture. The fact that both isotopes \(^{204,205}\text{Pb}\) are screened from the r-process by the stable isotopes \(^{204}\text{Hg}\) and \(^{205}\text{Tl}\), makes \(^{204}\text{Tl}\) particularly interesting; indeed, its capture cross section is of crucial importance for understanding the nucleosynthesis of heavy elements in the AGB stars, but it can also be used to provide chronometric information about the time span between the last s-process nucleosynthesis events that modified the composition of the proto-solar nebula and the formation of solar system solid bodies \([12]\).

At present the values of the neutron capture cross sections of these isotopes used to calculate the abundances in stellar model are based on theoretical predictions. Figure 2 shows the values of the MACS calculated along the years. It is clear that such large uncertainty on the cross section of these isotopes does not allow to make a reliable interpretation of the astrophysical aspect discussed above.

Apart of the natural activity of the samples, which requires a very large instantaneous neutron flux to study their neutron capture cross section, the bigger challenge is to find a sufficient amount of sample material and with enough purity.

To produce the samples of \(^{171}\text{Tm}\) and \(^{204}\text{Tl}\) two pellets of 5 mm diameter of \(^{170}\text{Er}\) (isotopic purity 98.1\%) and 225 mg of \(^{203}\text{Tl}\) (isotopic purity 99.5\%) have been irradiated with thermal neutron for almost two months at Institute Laue Langevin ILL (Grenoble, France) experimental nuclear reactor.

The irradiation has produced 3.6 mb and 11 mg of \(^{171}\text{Tm}\) and \(^{204}\text{Tl}\), respectively. After the irradiation, the \(^{204}\text{Tl}\) sample could be directly used for capture measurement because there was not the possibility to separate isotopically the \(^{204}\text{Tl}\) from the initial \(^{203}\text{Tl}\), while it was possible, using chemical
purification technique, to separate the \(^{171}\)Tm from the \(^{170}\)Er. The separation was performed at Paul Scherrer Institute PSI (Villigen, Switzerland).

The measurement had been performed in June 2015 in the EAR1 with a pair of C\(_6\)D\(_6\) liquid scintillator detectors. The data analysis is currently in progress, but when completed it will provide for the first time experimental information on the capture cross section of these isotopes.

3.3 \(^{147}\)Pm\(_{(n,\gamma)}\) measurements

The \(^{147}\)Pm isotope is a branching point in the mass region \(A=147-148\), that is the Nd-Pm-Sm region. A detailed analysis of this branching is important for modelling the AGB star evolution and to put accurate constraints on the interplay between metallicity and initial stellar mass, mixing processes or hot bottom burning effects [13].

The s-process neutron capture flow in the mass region \(A=144-150\) is reported in Fig. 3, where \(^{148}\)Sm and \(^{150}\)Sm are s-only isotopes because they are shielded from the r-process by Nd isotopes. The abundances ratio of \(^{148,150}\)Sm are well known, being these isotopes rare-earth nuclei, which are not affected by chemical fractionation processes. Therefore this branching can provide very valuable information about the stellar conditions of this process if the capture cross sections of the branching isotopes, mainly \(^{147}\)Pm but also \(^{147}\)Nd, are known. Furthermore, the measurement of the \(^{147}\)Pm capture cross section poses an direct constrain on the stellar reaction rate used in the astrophysical models, since the contribution of neutron capture cross section on thermal populated excited states for \(^{147}\)Pm are predicted to be very small, between 0% at \(kT=5\) KeV and 6% at \(kT=30\) keV [14,15].

At the present there is only one measurement of the capture cross section of the \(^{147}\)Pm in the energy region of interest for astrophysics. It is an activation measurement where 28 ng of \(^{147}\)Pm were irradiated with a Maxwellian neutron energy distribution at \(kT=25\) KeV [16]. As showed in Fig 4 the results are on average 30% smaller than most theoretical predictions.

This result allowed to estimate the range of temperatures and neutron densities in the main s-process component, but it has to be considered that the 95% of neutron exposure in TP-AGB stars...
takes place at much lower temperatures of about \( kT = 8 \text{ keV} \). Therefore, measurement in this energy region was needed.

The sample was produced at ILL irradiating 97 mg of \(^{146}\text{Nd} \) (isotopic purity 98.8\%) with thermal neutrons for 56.7 days. This irradiation produced almost 300 \( \mu\text{g} \) of \(^{147}\text{Pm} \) via the \(^{146}\text{Nd}(n,\gamma)^{147}\text{Nd}(\beta^-) \) reaction. The Pm was separated from the dominating Nd using the exchange chromatography, precipitation and other radiochemical techniques at the PSI.

The measurement had been performed in July 2015 in EAR2. In fact, due to the small quantity and the high activity of the sample, with its extremely high flux EAR2@n_TOF is at present the only place where this very challenging time-of-flight measurement could be performed. The experimental setup consisted of four C\(_{6}D_{6}\) liquid scintillators detectors. In this case as well the data analysis is in progress, but preliminary results indicate that it will be possible to obtain some information on this cross section as well.

### 3.4 \(^7\text{Be}(n,\alpha) \) measurement

One of most important unresolved problems of nuclear astrophysics is the so called “Cosmological Lithium problem” [17]. It refers to the large discrepancy between the abundances of primordial \(^7\text{Li} \) predicted by the standard theory of Big Bang Nucleosynthesis (BBN) and the value inferred from the so-called “Spite plateau” in halo stars. The predictions of the BBN theory reproduce successfully the observations of all primordial abundances except for \(^7\text{Li} \), which is overestimate by more than a factor of 3.

In the standard theory of BBN, 95\% of primordial \(^7\text{Li} \) is produced by the decay of \(^7\text{Be} \) \((t_{1/2} = 53.2 \text{ days}) \). Several mechanisms have been put forward to explain the difference between calculations and observation. One possible explanation of the primordial \(^7\text{Li} \) problem is related to the BBN calculations on the production and destruction of \(^7\text{Be} \). In particular, while the main reaction producing \(^7\text{Be} \), the \(^{3}\text{He}(\alpha,\gamma)^7\text{Be} \) is relatively well known, the cross section for several reactions responsible for its destruction were still uncertain up to recently. To this end several measurements have recently been performed on charge-particle induced reaction on \(^7\text{Be} \). The results, however, have ruled out the possibility that reaction induced by proton, deuterium or \(^3\text{He} \) could be responsible for the destruction of \(^7\text{Be} \) during the BBN.

In the BBN scenario, neutron-induced reactions on \(^7\text{Be} \) also play a role, However, despite of their importance in the BBN context, very few and uncertain experimental data are available on these reactions. In 1988 the \(^7\text{Be}(n,p) \) was measured at the LANCSE neutron facility, Los Alamos. The result excluded a significant impact of this reaction on the \(^7\text{Li} \) problem [18]. However, because of the limited energy range covered in that measurement, the estimation of the reaction rate at BBN temperature has still to rely on some assumption. Therefore a more precise measurement at temperature between 25-50 keV is needed to improve the reliability of the BBN calculations.
The contribution of the $^7$Be(n,α) reaction to the destruction of the $^7$Be has always been considered negligible in the BBN calculation, due to its much lower estimated cross section. However, this assumption has never been verified experimentally, so that an uncertainty of a factor 10 is typically assigned to this reaction in BBN calculation [19].

One of the main difficulties in the measurement of the $^7$Be(n,α)$^4$He cross section is related to the availability of the $^7$Be in sufficient quantity and the possibility to handle it. For the measurement at n_TOF, the sample has been prepared by the Paul Scherrer Institute (PSI), Villigen, with the $^7$Be extracted from the cooling of the SINQ spallation source of PSI.

In the $^7$Be(n,α)$^4$He reaction, two α-particles are emitted, back to back, with a relatively high energy of approximately 9 MeV. The α-particles are detected with a sandwich of two Si-detectors with a sample of ~2 μg of $^7$Bi in between. The two α-particles are identified on the basis of their relatively high energy and by the coincident method. Two different Si-7Be-Si sandwiches were prepared at PSI, inserted in a sealed chamber and shipped to CERN. The chamber was then installed on the beam line in EAR2 in late August 2015. Soon afterwards, a 5-weeks long measurement started. Coincidences were clearly observed since the beginning. When completely analysed, this measurement will finally provide, for the first time ever, the cross section as a function of energy. In this case as well, the extremely high neutron flux in EAR2 made possible a measurement that cannot be performed at any other time-of-flight facility in the world.

3.5 Conclusion

Neutron capture cross sections of astrophysical interest have been measured at the CERN n_TOF facility. The major motivation of these measurements is to reduce the uncertainties on nuclear data to a few percent, as required to improve the stellar s-process model.

Since 2014 a second experimental area at 20 m from the spallation target, with a much higher neutron flux is available. This new experimental area now allows measurements of relatively short-lived isotopes, as the s-process branching points, or the (n, charged particle) reactions on $^7$Be.
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Abstract

The integral cross section of the $^{12}\text{C}(n,p)^{12}\text{B}$ reaction was measured at the neutron time of flight facility n_TOF at CERN, from the reaction threshold at 13.6 MeV up to 10 GeV, by means of the combined activation and a time-of-flight technique. The integral result is expressed as the number of $^{12}\text{B}$ nuclei produced per single pulse of the neutron beam. A simple integral expression is given for calculating the number of produced $^{12}\text{B}$ nuclei from any given evaluated cross section and/or model prediction.

1. Introduction

Nuclear medicine, radiological protection, the design of the structural materials at neutron production facilities and the design of detectors used for fundamental nuclear physics experiments are some of the fields where data on the neutron induced $^{12}\text{C}(n,p)^{12}\text{B}$ reaction play an important role. In nuclear medicine – in particular in hadrontherapy – and in radiological protection this reaction must be taken into account when estimating the dose received by biological tissues, which is built up both by protons, as the primary reaction products, and by the highly energetic electrons from a subsequent $\beta$-decay of $^{12}\text{B}$ ($Q = 13.37$ MeV). At neutron production facilities where the neutron flux extends above the reaction threshold of 13.6 MeV, the emission of protons from the $^{12}\text{C}(n,p)^{12}\text{B}$ reaction leads to the production of hydrogen within the steel alloys, increasing the risk of embrittlement. In fundamental nuclear physics experiments carbon is often used both as the detector housing material and as the main chemical constituent of the active material, e.g. $\text{C}_6\text{D}_6$ (historically, $\text{C}_6\text{F}_6$ detectors) due to its extremely low neutron capture cross section providing a very low intrinsic sensitivity to scattered neutrons. However, in the presence of high energy neutrons, the $^{12}\text{C}(n,p)^{12}\text{B}$ reaction may give rise to an additional component in the neutron background and even compromise the experimental estimation of the neutron background by means of neutron irradiation of the carbon sample [1].

Despite these considerations, the experimental data on the $^{12}\text{C}(n,p)^{12}\text{B}$ reaction are very scarce and largely discrepant from each other [2, 3, 4, 5, 6, 7], as clearly shown in Fig. 1. This lack of data is also reflected in the inability of the different models to consistently predict the cross section, and thus the $^{12}\text{B}$ production rate of this reaction. For illustration, Fig. 1 also shows the cross sections extracted from several different models available in GEANT4 [8] – the HP (High Precision) package, Binary cascade, Bertini cascade, INCL++/ABLA model (INCL intranuclear cascade coupled to the ABLA deexcitation model) and QGS (Quark-Gluon-String) model [9]. It should be noted that HP package adopts the cross section directly from the ENDF/B-VII.1 database [10], while the other cross sections are the results of the model calculations.

The integral cross section of the $^{12}\text{C}(n,p)^{12}\text{B}$ reaction was measured at the neutron time of flight facility n_TOF at CERN, from the reaction threshold at 13.6 MeV up to 10 GeV. Although this integral value cannot be directly compared to past experimental data – all energy dependent and limited to a
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![Cross section vs. Energy plot](image_url)

**Fig. 1:** Cross sections of $^{12}\text{C}(n,p)^{12}\text{B}$ reaction from different GEANT4 models, compared to the available experimental data.

Reduced energy range – it may be used as a validation benchmark for different cross section evaluations and/or model calculations.

2. Experimental setup

At the n_TOF facility the neutron beam is produced by exposing the massive Pb spallation target to a pulsed proton beam from the CERN Proton Synchrotron. The proton beam is characterized by an energy of 20 GeV, an average of $7 \times 10^{12}$ protons per pulse, 7 ns width, minimal repetition period of 1.2 s and a typical frequency of 0.4 Hz. The neutron beam (with $\sim 300$ neutrons produced per single proton) is moderated passing through the spallation target, through 1 cm of demineralized water from a cooling system and additional 4 cm of borated water. After moderation, the neutron flux spans an energy range from thermal ($\sim 10$ meV) up to 10 GeV. Passing through an evacuated beam line towards the Experimental Area 1 at 185 m distance from the spallation target, charged particles are removed from the beam by a 1.5 T sweeping magnet and is shaped by two collimators. A more detailed description of the n_TOF facility may be found in Ref. [11]. We refer the reader to Ref. [12] for an in-depth description of the neutron flux measurements at n_TOF.

The integral cross section measurement of the $^{12}\text{C}(n,p)^{12}\text{B}$ reaction was performed using a natural carbon sample of 7.13 g mass, 2 cm diameter, 1 cm thickness and a chemical purity of 99.95%, which was confirmed at the Paul Scherrer Institute. The experiment relies on the detection of $\beta$-rays, with an average energy of 6.35 MeV, from the decay of $^{12}\text{B}$ produced by the $^{12}\text{C}(n,p)^{12}\text{B}$ reaction. Two deuterated benzene ($\text{C}_6\text{D}_6$) liquid scintillation detectors were used for the detection of these $\beta$-rays. One is the modified version of the Bicron detector, while the other one (denoted as FZK) is a custom built detector from Forschungszentrum Karlsruhe, Germany. These detectors, commonly used at n_TOF for neutron capture measurements, have been optimized with the specific purpose of achieving a very low sensitivity to scattered neutrons [13]. Further details on the methodology of the experiment may be found in Refs. [14, 15].

The $^{12}\text{B}$ half-life of 20.2 ms is highly beneficial to the experiment, since the data acquisition window of 96 ms is sufficient to cover a significant portion of the $^{12}\text{B}$ exponential decay distribution. A description of a high-performance digital data acquisition system at n_TOF – based on 8-bit flash analog-to-digital converter units (FADC) with 48 MB memory buffer, operating at a typical sampling rate of 500 MHz – may be found in Ref. [16].
3. Data analysis

There are several sources of background affecting the measurement, all of which have been clearly identified. The first background component, related to the scattering of in-beam $\gamma$-rays off the $^{nat}$C sample, was measured with a Pb sample and was found completely negligible. The background caused by the neutron beam crossing the experimental area was measured by irradiating the overall experimental setup without the sample in place. The ambient background, caused by the natural and induced radioactivity, was measured by turning off the neutron beam. All experimentally accessible background components were properly normalized and subtracted from the measurements with the $^{nat}$C sample.

Finally, the neutron background, which is caused by neutron scattering off the sample, has been determined by means of recently developed high-precision GEANT4 simulations \[1\]. The simulated results have been found to be highly reliable, based on the comparison with experimental data obtained with a $^{nat}$C sample. However, it was shown in Ref. \[1\] that the simulated neutron background which is composed mostly of the capture $\gamma$-rays, can be reliably described only by applying the Pulse Height Weighting Technique (PHWT) \[17\]. This procedure is commonly used in the analysis of neutron capture data obtained by detectors with a low $\gamma$-ray detection efficiency (the details on the PHWT applied at n_TOF may be found in Ref. \[18\]). In short, the lack of proper correlations between the simulated capture $\gamma$-rays modifies their energy distribution (relative to the experimental one), thus affecting the average detection efficiency for capture events. Applying the PHWT removes the effect of these correlations, the only condition being that the energy conservation is respected in the generation of capture $\gamma$-rays.

The PHWT is performed by assigning to each detected count a weighting factor $W(E)$, dependent on the energy $E$ deposited in the detector. The weighting of the experimental counts $C_{\text{exp}}(t)$, expressed as a function of the decay time $t$, may be decomposed as:

$$ W(E) \otimes C_{\text{exp}}(t) = W(E) \otimes C_{\gamma}(t) + \langle W \rangle \times C_{\beta}(t) $$

The application of the weighting factors is symbolically denoted by $\otimes$. $C_{\gamma}(t)$ is the neutron background, mostly composed of the capture $\gamma$-rays from the experimental area. $C_{\beta}(t)$ is the time distribution of detected $\beta$-rays from a decay of $^{12}$B. Owing to the fact that there are no correlations between $\beta$-rays, the application of the PHWT to the corresponding spectrum $C_{\beta}(t)$ is reduced to a simple multiplication by the average weighting factor $\langle W \rangle$:

$$ \langle W \rangle = \frac{\int_{13.37 \, \text{MeV}}^{200 \, \text{keV}} S_{\beta}(E) W(E) \, dE}{\int_{13.37 \, \text{MeV}}^{200 \, \text{keV}} S_{\beta}(E) \, dE} $$

which is directly determined by the energy spectrum $S_{\beta}(E)$ of the detected $\beta$-rays. The lower integration bound from Eq. (2) is equal to the threshold set during the data analysis. The upper bound is given by the $Q$-value of the $^{12}$B decay. The energy spectrum $S_{\beta}(E)$, which is easily determined from simulations, allows to invert Eq. (1) and to obtain the unweighted experimental spectrum of detected $\beta$-rays:

$$ C_{\beta}(t) = \frac{W(E) \otimes C_{\text{exp}}(t) - W(E) \otimes C_{\gamma}(t)}{\langle W \rangle} $$

The remaining spectrum corresponds to the time distribution of the $^{12}$B decay:

$$ C_{\beta}(t) = \frac{\varepsilon_{\beta}N_{^{12}\text{B}}}{\tau} e^{-t/\tau} $$

with $\tau = 29.14$ ms as the lifetime of $^{12}$B and $\varepsilon_{\beta}$ as the total detection efficiency of $C_6D_6$ detectors, de-
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Fig. 2: Time distribution of $^{12}$B decays, measured by two C$_6$D$_6$ detectors. The spectra show the total counts $C$ from two detectors summed together, and normalized by the sum of their respective detection efficiencies $\varepsilon$: $((C_{\text{Bicron}} + C_{\text{FZK}})/(\varepsilon_{\text{Bicron}} + \varepsilon_{\text{FZK}}))$.

determined from the simulations (4.3% for Bicron, 6.8% for FZK). The spectra before and after the background subtraction, obtained by combining the data from both detectors, are shown in Fig. 2. The number $N_{^{12}\text{B}}$ of $^{12}$B nuclei produced per single neutron bunch was found by fitting (up to 80 ms) the spectrum $C_\beta(t)$ to the exponential from Eq. (4), with $N_{^{12}\text{B}}$ as the only free parameter. The combination of the highly consistent results from the two detectors – $N_{^{12}\text{B}}^{(\text{Bicron})} = 68.03 \pm 0.66$ and $N_{^{12}\text{B}}^{(\text{FZK})} = 68.74 \pm 0.44$ – yields the final value of $N_{^{12}\text{B}} = 68.5 \pm 0.4_{\text{stat}} \pm 4.8_{\text{syst}}$. A systematic uncertainty of 2% was assigned to the contribution of $\beta$-rays produced outside the natC sample. An additional 3% uncertainty was introduced due to the highly uncertain $(n,d)$, $(n,p)$, and $(n,np)$ reactions on $^{13}$C present in natural carbon, leading to the production of both $^{12}$B and $^{13}$B, with the decay properties of $^{13}$B being very similar to those of $^{12}$B.

4. Integral cross section

The number of $^{12}$B nuclei produced per neutron bunch may be brought into connection with the underlying cross section $\sigma(E_n)$ of the $^{12}$C(n,p)$^{12}$B reaction:

$$N_{^{12}\text{B}} = \int_{13.6\text{MeV}}^{10\text{GeV}} \frac{1 - e^{-n\sigma_{\text{tot}}(E_n)}}{\sigma_{\text{tot}}(E_n)} \eta(E_n) \phi(E_n) \sigma(E_n) dE_n$$

(5)

where the lower integration limit corresponds to the reaction threshold, while the upper one corresponds to the maximal energy of the n_TOF neutron beam. The first term represents the self-shielding factor, determined by the areal density $n$ of the natC sample ($n = 0.114$ atoms/barn) and the total cross section $\sigma_{\text{tot}}(E_n)$, available from various evaluated libraries, such as ENDF/B-VII.1 [10]. Multiplied by $\sigma(E_n)$, it determines the first chance yield of the $^{12}$C(n,p)$^{12}$B reaction, not taking into account the multiple scattering effect. This is accounted for separately, by the factor $\eta(E_n)$. The energy dependence of the multiple scattering factor throughout the entire energy range from the reaction threshold up to 10 GeV was obtained by simulating the neutron irradiation of the natC sample, using different GEANT4 models for the $^{12}$B production. It is to be noted that the elastic cross section is independent of the inelastic scattering models. Starting from widely different cross sections for the $^{12}$C(n,p)$^{12}$B reaction (see
Fig. 3: Number of produced $^{12}$B nuclei per single neutron pulse of the n_TOF beam, as predicted by different GEANT4 models. The values have been calculated by means of Eq. (5) and are compared to the experimental value (full line with the associated uncertainty range).

Fig. 1, all models yield very consistent multiple scattering corrections, confirming the reliability of the result. Finally, the neutron flux $\phi(E_n)$ from Eq. (5) was measured up to 1 GeV by the Parallel Plate Avalanche Counters (PPAC [19]), relying on the $^{235}$U($n$, f) reaction. Further details on the neutron flux measurements at n_TOF may be found in Ref. [12]. The neutron flux evaluation was extended above 1 GeV, based on the results from the dedicated GEANT4 simulations, normalized to the experimental data below 1 GeV. The overall energy dependent term multiplying the cross section $\sigma(E_n)$ from Eq. (5) may be treated as a unique weighting function $w(E_n)$, which was fitted to the fifth degree polynomial:

$$\log_{10} \frac{w(E_n)}{w_0} = \sum_{m=0}^{5} a_m \left( \log_{10} \frac{E_n}{E_0} \right)^m$$

with $E_0 = 1$ MeV and $w_0 = 1$ MeV$^{-1}$ mb$^{-1}$. The fit yields the following parameters: $a_0 = 12.9676$, $a_1 = -33.9199$, $a_2 = 32.3332$, $a_3 = -15.0657$, $a_4 = 3.36573$ and $a_5 = -0.291966$. The weighting function has been assigned 8% systematic uncertainty, coming from the uncertainties in each of its components – the neutron flux, self shielding and the multiple scattering factor.

With the weighting function $w(E_n)$ uniquely identified, any pointwise cross section for the $^{12}$C($n$, p)$^{12}$B reaction that extends over the full energy range from the reaction threshold up to 10 GeV, may be used to calculate the associated number of the $^{12}$B nuclei produced per single neutron pulse of the n_TOF beam. In this way any cross section calculation or evaluation may be benchmarked against the experimental n_TOF result. This has been done for the different GEANT4 models, adopting the cross sections from Fig. 1. The results are shown in Fig. 3. Alongside results from all models extending all the way up to 10 GeV, the result from a combined Binary and Bertini cascade is also shown. The combination of Binary cascade up to 30 MeV and Bertini cascade above 30 MeV maximizes the cross section for $^{12}$C($n$, p)$^{12}$B reaction, yielding the integral result closest to the experimental one.

The secondary quantities such as the value analogous to the resonance integral $I$: 

$$I^{12_B} = \int_{13.6 \text{MeV}}^{10 \text{GeV}} \sigma(E_n) dE_n \approx \frac{N_{^{12_B}B}}{\kappa}$$
may also be estimated. The conversion factor $\kappa$ between the number of produced $^{12}\text{B}$ nuclei (the true observable) and the convenient quantity $I_{^{12}\text{B}}$ was determined to be $\kappa = 1.85 \pm 0.1 \text{ mb}^{-1}$, yielding the value $I_{^{12}\text{B}} = 37 \pm 3 \text{ mb}$.

5. Conclusions

The integral cross section of the $^{12}\text{C}(n,p)^{12}\text{B}$ reaction was measured at the neutron time of flight facility n_TOF at CERN. A high-purity $^{\text{nat}}\text{C}$ sample was exposed to an intense, white, pulsed neutron beam, covering the energy range from below the reaction threshold at 13.6 MeV, up to 10 GeV. The measurement was performed by detecting the $\beta$-rays from the decay of the produced $^{12}\text{B}$ nuclei. Two liquid scintillation C$_6$D$_6$ detectors were used, which are commonly employed at n_TOF for the neutron capture measurements, due to their very low intrinsic sensitivity to the scattered neutrons. All sources of background were clearly identified – either by the dedicated measurements or simulations – and subtracted from the measurements with a high-purity $^{\text{nat}}\text{C}$ sample. The remaining time distribution of $\beta$-decays was fitted to an exponential form with the lifetime of $^{12}\text{B}$, thus obtaining the number of $^{12}\text{B}$ nuclei produced per neutron pulse: $N_{^{12}\text{B}} = 68.5 \pm 0.4_{\text{stat}} \pm 4.8_{\text{syst}}$. This observable was related to the cross section of the $^{12}\text{C}(n,p)^{12}\text{B}$ reaction, by means of a properly determined weighting function, which has been used to calculate the expected number of $^{12}\text{B}$ nuclei produced per single pulse of the n_TOF beam.
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Abstract
A selection of recent improvements in the modeling of nuclear interactions with the FLUKA code is presented. At low energy the new features are related to the emission of secondary particles, to the inclusion of spin-parity effects in the evaporation stage and to the extension of the pre-equilibrium step to the Relativistic Quantum Molecular Dynamics (RQMD) model. At high energy new results from Electro-Magnetic Dissociation (EMD) and cosmogenic neutron production are shown. These results confirm and extend the use of FLUKA in different fields of interest, ranging from the LHC to medical applications.

1. Hadronic interaction modeling in FLUKA
1.1 FLUKA overview

FLUKA is a multipurpose Monte Carlo code developed by an international collaboration between INFN, CERN and other institutions (¹,²). The code can treat hadron-hadron, hadron-nucleus, nucleus-nucleus, neutrino, electromagnetic, and \(\mu\) interactions up to 10000 TeV and is able to transport about 60 kinds of particles as well as all nuclei in complex geometries. Charged particle transport includes all relevant processes, also in magnetic fields. The code also manages interaction and transport of neutrons down to thermal energies. For these characteristics the scope of FLUKA is very broad and ranges from the LHC and cosmic rays physics at high energy to hadrontherapy and other medical applications at intermediate and low energy. In addition the code has the double capability to run either in fully analogue or biased mode, can follow the on-line evolution of induced radioactivity and dose, can be used for activation studies and is able to perform radiation damage predictions in materials, like Non Ionizing Energy Loss (NIEL) and Displacement Per Atom (DPA) calculations. Finally its very user-friendly graphical interface, provided by the code Flair [³], allows to quickly set up advanced physical calculations.

1.2 From hadron-Nucleon (hN) to Nucleus-Nucleus (AA) interactions

For hadronic interactions FLUKA provides an optimized set of microscopic models of physical processes to guarantee consistency among all the reaction steps and types (see fig.¹). For this reason predictions for complex simulation problems in FLUKA are robust, arising naturally from underlying physical models.

In this scheme the basic building block is the description of the hadron-nucleon (hN) interaction over a wide energy range. This is essential to achieve a valid description of the hadron-nucleus (hA) and nucleus-nucleus (AA) interaction, which are built on top of it in a consistent way: the detailed description of the FLUKA approach philosophy and implementation can be found in the literature (⁴, ⁵). Here we only recall the main points.

Hadron-nucleon inelastic reactions are described in terms of resonance production and decay up to a few GeV. At higher energies, a model based on the Dual Parton Model (DPM) takes over. In this context, secondary particle production comes from the creation of two color quark strings. Hadron-nucleus interactions can be schematically described as a sequence of different steps: a Glauber-Gribov cascade followed by a generalized intra-nuclear cascade, by pre-equilibrium emission, by evaporation,
fragmentation or fission and finally by $\gamma$ de-excitation of the nuclear residuals. For what concerns nucleus-nucleus collisions, FLUKA is based on three complementary approaches. At low energy the Boltzmann Master Equation (BME) theory is implemented in a model developed at the University of Milan [6]. At intermediate energies the interaction among nucleons during the reaction is dynamically described, including relativistic effects, with the Relativistic Quantum Molecular Dynamics model in a modified version of RQMD-2.4 code [7], while at high energies ($>5$ GeV/n) the DPM and the Glauber theory are used with the DPMJET event generator [8]. In all cases, the same equilibrium de-excitation stage applies to the produced nuclear fragments.

2. Recent improvements: low energy nuclear interactions

In this general scheme, at low energy the new features refer to the emission of $\alpha$ particles and deuterons from the first steps of the nucleon-induced reaction and to the inclusion of spin-parity effects in the evaporation stage. This yields a significant improvement of the $\beta$ activity calculation and of the prompt $\gamma$ emission. The extension of the pre-equilibrium stage to the RQMD model is also reported.

2.1 Secondary particles emission

The evidence for unsatisfactory reproduction of deuteron emission at low energy motivated the introduction in FLUKA of a direct deuteron formation mechanism at the first p-n elementary step in the cascade and in the pre-equilibrium stage in addition to the standard coalescence mechanism. This presently applies to nucleon-induced reactions on light nuclei and concerns also $\alpha$ particle emission. As a result, a better agreement with experimental data is found, as shown for example in Fig. 2 for angle integrated spectra of products from the interaction of 62 MeV protons on Oxygen.

In general the accurate prediction of secondary particles emission is important, not only from the theoretical point of view, but also for application cases, as for example dose monitoring in hadron-therapy treatments by the $\gamma$ radiation from the annihilation of positrons emitted in radioactive decay. The pattern of activation induced as a by-product of the therapeutic irradiation is correlated to the dose delivery. Treatment verification can be achieved by comparing the activity distribution measured via Positron-Emission-Tomography [9] with a calculated one which requires an accurate description of the

![Pictorial view of the approach followed by FLUKA to model hadron-nucleon (hN), hadron-nucleus (hA) and nucleus-nucleus (AA) interactions: note that the arrow indicates increasing energy in the inner and in the outer circle and increasing time in the middle circle.](image-url)
fragmentation reaction channels yielding $\beta^+$-emitters. Their production cross section is in turn affected by light particle emission. In fact, the aforementioned deuteron direct production mechanism has a significant impact also on the improvement of the $^{11}$C excitation function reproduction in proton on carbon reactions, as shown in fig. 3.

2.2 Spin-parity in evaporation

The prompt $\gamma$ emission is also considered to monitor the dose delivery in hadron therapy although production rates are rather low ($\sim 5 \times 10^{-7}$ to $10^{-6}$ $\gamma$ per incident $^{12}$C and per millimeter). For its calculation, spin-parity effects in nuclear reactions play an important role, determining individual level population and isomer production rates. A full spin-parity dependent evaporation model (à la Hauser-Feshbach [10]) is still too complex to be implemented in MC codes in the energy range of interest for FLUKA applications. However, work is going on in FLUKA to keep track of the total angular momentum and parity evolution during the cascade and the pre-equilibrium stages: in this context FLUKA can now take into account spin-parity selection rules for “well defined” initial conditions (for example for photonuclear interactions) or for low energy reactions. The new implementation based on the MLO (Modified Lorentzian) model [11] includes the competition between $\gamma$ emission and particle evaporation. In Fig. 4 a benchmarking concerning the $^{195}$Au excitation function for the reaction $^{197}$Au($\gamma$, $2n$) is shown, before and after the inclusion of these effects.

2.3 Pre-equilibrium in RQMD

The RQMD model was introduced in FLUKA several years ago as a modified version of a well known code [7]. Recently a pre-equilibrium step has been introduced after the RQMD cascade stage, applying
Fig. 3: Comparison between new and old FLUKA versions and experimental data for the excitation function of the reaction $^11C(p, X)^{11}C$

3. Recent improvements: high energy nuclear interactions

At high energy, we report the recent improvements on ElectroMagnetic Dissociation (EMD), with a comparison between Monte Carlo predictions and new LHC data and new results on cosmogenic neutron production.

3.1 Electromagnetic dissociation at LHC

The cross section for EMD increases with the target atomic number and the projectile energy and it is already relevant for few GeV/n ions on heavy targets (for example $\sigma_{EMD} \sim 1\, b$ vs $\sigma_{nucl} \sim 5\, b$ for 1 GeV/n Fe on Pb). Its description is therefore crucial with respect to the LHC heavy ion collision studies currently in progress. An example of results obtained for Pb-Pb collisions compared to data from ALICE is shown in fig. 6.

As recent developments, the E2 multipolarity mode, important at low energies, has been included and electronuclear interactions have been implemented.

3.2 Cosmogenic neutron production

The production of neutrons by cosmic muon interactions is an important effect in the estimation of the backgrounds in underground detectors: typically such neutrons can dominate the background and can
make the search for rare events very difficult. The production of cosmogenic neutrons in FLUKA is the result of direct muon photo-nuclear interactions, of photo-nuclear reactions by real photons generated in electromagnetic showers and in nuclear cascades within resulting hadronic showers. The photon-nucleus reactions are simulated over the entire energy range through different mechanisms: giant dipole resonance excitation at low energy, quasi-deuteron interaction, Delta resonance production and Vector Meson Dominance at high energies. Direct muon photo-nuclear reactions imply the generation of a virtual photon, whose spectrum has been now extended below the threshold for pion production on nucleon. Recently a comparison of the FLUKA predictions with new Borexino data has shown a good agreement for the yield of the residual nuclei produced (Fig. 7) [12, 13]: for example in the case of $^{11}\text{C}$ the updated FLUKA production yield is $767 \pm 19 \times 10^{-7} \mu (g/cm^2)^{-1}$ and the experimental value is $866 \pm 115 \times 10^{-7} \mu (g/cm^2)^{-1}$, while the previous FLUKA estimation was $467 \pm 23 \times 10^{-7} \mu (g/cm^2)^{-1}$. The increase of the theoretical value, significantly improving its agreement with the measurement, is due both to the additional component in muon photo-nuclear reactions (given by low energy virtual photons) and to the aforementioned spin-parity effects.

4. Medical applications

FLUKA is extensively used since many years for medical applications, for example in hadrontherapy for the validation of treatment planning systems (TPS) at HIT (Heidelberg Ion-Therapy Center) [14] and CNAO (Centro Nazionale di Adroterapia Oncologica) [15]. The Flair interface to the DICOM format allows to import diagnostic images. Developments are currently in progress towards a Monte Carlo TPS [16]. In this context FLUKA has been recently used for several purposes, namely in a comparison of the lateral dose distributions experimentally obtained at CNAO [17], as a benchmark for the development
Fig. 5: Neutron double differential spectra at various angles for $^{12}$C on C @135MeV/n. Left: old version, right: new version. The histograms show the prediction of the RQMD model, while the symbols refer to experimental data.

of a computational model for dose calculation based on the full Molière theory [18] and in the study of the effect of the lateral penumbra in patient-like cases with proton and $^3$He beams.

5. Conclusions

The well established FLUKA code provides an integrated and optimized treatment of nuclear interactions (hadron-nucleon, hadron-nucleus and nucleus-nucleus) over a wide energy range. The code is used in many different fields, both in pure and in applied physics. In this paper the more recent updates to the code with respect to nuclear interaction modeling were presented: in this scheme several improvements have been implemented at various levels (and many others are planned) and will be released with the future versions.
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Fig. 6: Comparison between the EMD model of FLUKA and data for Pb-Pb collisions. The total EMD cross section and the EMD cross section for one and for two neutron emission respectively, are shown. The nuclear inelastic cross section is also indicated.

[9] V. Rosso et al. 2013 JINST 8 C03021
[17] A. Embriaco et al., these proceedings
[18] V.E. Bellinzona et al., these proceedings
$^{11}\text{C}$ production yield [10^{-7}/(\mu g/cm^2)]

Borexino (866 ± 115)
current FLUKA (767 ± 19) preliminary - FLUKA 2011 (467 ± 23)
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Abstract

The high-energy hadronic interaction model DPMJET-III is responsible for simulating nuclear interactions in the particle simulation package FLUKA. On the level of individual nucleon interactions it employs PHOJET, which provides sophisticated forward physics and diffraction models. This paper summarizes some of the recent developments, in particular regarding minimum-bias physics at the LHC, which apply to DPMJET-III and PHOJET at the same time.

1. Introduction

PHOJET is a minimum-bias Monte Carlo event generator\textsuperscript{[14,15]} for hadron-hadron, photon-hadron and photon-photon interactions. The basis of the model is the two-component Dual Parton Model\textsuperscript{[9]}, which integrates the ideas of Regge theory\textsuperscript{[19,20]}, non-perturbative and perturbative expansions of QCD within a common framework. Generally accepted arguments, such as unitarity or duality\textsuperscript{[11,7]}, support the self-consistency of the model and should allow to make relatively robust extrapolations up to very high future collider or cosmic ray energies. Historically the model DTUJET-93\textsuperscript{[6]} contained an almost complete description of soft processes and a model for gluon-gluon scattering as the hard component. PHOJET superseded it in the second part of the 1990’s with a complete (source code) rewrite, a new model for photon-hadron and photon-photon interactions and a full set of leading-order QCD processes, an interface to parton distribution function libraries and many more features. For fragmentation, as the last step in the generation of an event, PHOJET interfaces with PYTHIA 6.

DPMJET-III\textsuperscript{[8]} is a generator for hadron-nucleus, photon-nucleus and nucleus-nucleus collisions. It uses PHOJET to generate individual hadron-hadron and photon-hadron collisions. I.e. calling DPMJET-III for a proton-proton collision is identical to calling PHOJET for the same setup. DPMJET-III provides a realization of the Glauber model for nuclear collisions, photo-nuclear interactions, intranuclear cascade models, spectator fission and fragmentation, and it includes models for low energy interactions. DPMJET-III-III is released as a public version and also as part of the FLUKA particle physics simulation package\textsuperscript{[16,8]}. The influx of LHC data motivated this revision of the models for recent and future collider developments and the astroparticle physics community.

2. Goals for the new version

At the time of writing the LHC just restarted with Run-II at 13 TeV center-of-mass energy. For the previous run at 0.9, 2.36, 7 and 8 TeV the majority of minimum-bias results is already published.

Studies on LHC upgrades or on future hadron colliders, such as Future Circular Collider (FCC) project at CERN, and astroparticle physics put strong requirements on the quality of hadronic interaction models, in particular regarding the extrapolation into unexplored energy regimes and the prediction of very forward distributions. These requirements include the simulation at ultra-high energies, strict energy and momentum conservation, models for meson-nucleon, hadron-nucleus and nucleus-nucleus interactions. Also some technical features have to be present for cascade functionality, such as the
support for multiple projectile target combinations in one run and smooth, consistent behavior of total and partial process cross-sections over the entire energy range.

DPMJET-III together with PHOJET fulfill many of these requirements, but other features are missing. The first shortcoming is PHOJET’s model for the total and partial process cross sections. It tops out at several tens of TeV in center-of-mass frame, because some of the diffractive cross-sections become negative. Also, LHC data on total and elastic cross-sections constraints the extrapolation to higher energies. The second shortcoming is the lack of the possibility to handle multiple projectile-target combinations simultaneously.

3. Multi-particle modification

PHOJET supported only one projectile-target combination per initialization. Multiple calls to the initialization routines were not supported and not recommended. The most time consuming part, taking seconds on modern computers, is the calculation of the hard cross-section as a convolution of leading-order QCD matrix elements with parton densities over the entire phase-space. Therefore it is crucial to avoid repetitions of this step when switching between different projectiles. In the new version the data structures for storing cross-section tables and counters can not change significantly, due to the close relationship with DPMJET-III and FLUKA. Otherwise, significant effort would be needed to re-validate correct functionality.

The new implementation is an on-demand scheme, i.e. it inserts additional initialization steps if a different projectile is requested. The minimal modification to the data structures, keeping the user interface unchanged, is the extension of cross-section tables by one dimension, which index points to an unique projectile-target combination. A new common block contains tables and variables that keep track of the currently active particle combination. Some projectiles for which cross-sections or other details of the interaction are not known can be "mapped" to known particle combinations. For example, neutral kaon $K^0$ interactions are treated in the same way as $K^+$ interactions, substituting its quark content $u \bar{s}$ with $d \bar{s}$. The cross-sections are calculated during the first event generation call for the current projectile-target particle combination. This approach implies, that switching between the particle combinations after they have been initialized is instantaneous and that there is no need to change external interfaces.

4. New energy dependence of transverse momentum cutoff

In the old version of PHOJET the $p_T^{\text{cut}}$, defining the perturbative scale, grows with energy as a function of $\log \sqrt{s}$. This purely phenomenological parametrization is motivated by the fact, that at very high energies at tens or hundreds of TeV in center-of-mass frame, the dense partonic matter in the interaction region prevents the scattered partons from escaping without re-scattering or additional interactions. It is not clear anymore that scatterings resulting in a $p_T \sim 2.5$ GeV can be considered as perturbative processes. In fact, there is no unambiguous guidance from theory what is a sufficiently high transverse momentum and where the separation between the technical terms "soft" and "hard" lies.

The need to find a robust approach to this question stems from the energy dependence of the $2 \rightarrow 2$ QCD cross-section

$$
\begin{align}
\sigma_{\text{QCD}} &= \sum_{i,j,k,l} \frac{1}{1 + \delta_{i,l}} \int dx_1 \, dx_2 \int_{Q_{\min}}^{Q_{\max}} dQ^2 \, f_i(x_1, Q^2) \, f_j(x_2, Q^2) \frac{d\sigma_{i,j \rightarrow k,l}}{dQ^2},
\end{align}
$$

where $x_1, x_2$ are the longitudinal momentum fractions of the incoming partons $i, j$, $Q$ the virtuality or the momentum transfer of the process, $\sigma_{i,j \rightarrow k,l}$ the leading-order QCD matrix elements, and $f_i, f_j$ the density (PDFs) of flavor $i$ partons in the incoming particle on side 1 and $j$ for the other particle,
respectively. This equation makes use of the factorization theorem, since the density of partons is independent of the process and since there are no correlations between side 1 and 2 (no convolution of $f_i$ with $f_j$). Clearly, since there is no dependence on the impact parameter, the partons are assumed to be localized in a point-like region.

The integral in Eq. (1) returns the cross-sections for the sum over all initial and final state pairs of partons. As $s$ grows, more phase-space is available for interactions at small $x$, leading at some point to $\sigma_{\text{QCD}} > \sigma_{\text{inel}}$. Since $\sigma_{\text{QCD}}$ is the inclusive partonic cross-section one estimate for the average number of multiple parton interactions (MPI) by

$$<n_{\text{di-jet}}>=\frac{\sigma_{\text{QCD}}}{\sigma_{\text{inel}}}.$$ (2)

This number emerges from a very simplified picture and can be considered at most as an upper limit for the case where all scatterings occur uncorrelated.

Due to the lack of guidance on the value of $p_T^\text{cutoff}$ from first principles, the choice for a new parametrization fell on predictions from the phenomenological dipole-model. In their studies of small-$x$ physics and saturation effects the authors of [18] propose that the transition between the "soft" and the "hard" regime has an energy dependence proportional to

$$Q_{\text{min}} \propto p_T^\text{cutoff} \sim p_T^0 \sqrt{s}^{\lambda_{\text{eff}}}.$$ (3)

The new energy dependence of the cutoff in PHOJET contains more degrees of freedom but keeping the idea of the Regge motivated power-law behavior

$$p_T^{\text{cutoff}} = p_0 \left( \frac{\sqrt{s} + p_1}{p_2} \right)^\lambda.$$ (4)

**Fig. 1:** Charged particle pseudo-rapidity densities at 7 TeV for two different phase-space cuts. The low, normal and high $p_T$-cut values are 3.5, 4.0 and 4.5 GeV, respectively. Measurement by ATLAS [1].

Figure 1 confirms the expectation, that the variation of the $p_T^{\text{cutoff}}$ produces different scaling behaviors of the pseudo-rapidity plateau. With the higher cut on $p_T > 500$ MeV, the left plot emphasizes the role of hard interactions. In the right panels, where the lower cut on $p_T$ permits more particles from the fragmentation of soft strings, the effect is milder.
Fig. 2: Distribution of the number of soft and hard pomeron cuts with new $p_T^{\text{cutoff}}$ model and updated cross-section fits.

Together with new cross-section fits (see next section) and the new energy behavior, PHOJET obtains a new distribution of MPI as shown in Figure 2. In addition, a more balanced choice of other parameters, in particular of those related to the triple-pomeron vertex, resulted in a smoother, featureless behavior.

5. New parton density functions

Fig. 3: Parton densities at low $Q^2 \sim \hat{p}_T^2$.

Before the start of the LHC Run-II several groups released updated sets incorporating LHC Run-I data. Minimum-bias events do not necessarily depend on the absolute choice of the PDF and many of its features can be absorbed into parameter retuning. First of all, because the absolute value of hard QCD cross-section depends on the free $p_T^{\text{cutoff}}$ parameter and second, because details of partonic final states are smeared out by hadronization and final state radiation in later steps of event generation. Choosing a high-quality PDF is still not meaningless, since the behavior of the energy-dependent $p_T^{\text{cutoff}}$ influences the multiplicity of minijets at cosmic-ray energies. In this sense, incorporating the latest PDF can be seen as additional guidance by data.

After the CTEQ-TEA group published the CT14 LO set, the choice fell in favor of it. The equivalent competitor NNPDF3.0, although suitable for this application, produced numerical inaccuracies using the central value, presumably due to the performance optimized integration scheme. The GJR08 dynamical PDFs [17] sets were not yet exposed to LHC data and could therefore be of smaller value. As it can be seen in Figure 3, down-quarks in CT14 gained some substructure at $x \sim 10^{-2}$ and are significantly lower compared to its predecessor CT09 and the dynamical PDFs. The CTEQ-TEA group
argues that to a large extent the measurements of the $W$-boson’s charge asymmetry lead them to this result [13].

Another advantage of the CT sets is the smaller gluon density at very small $x$ when compared with GJR. Although the accuracy of both results is questionable without appropriate data, fewer soft gluons are an advantage when extrapolating to high energy, since the model needs to correct less for phase-space limitations and realizable final states.

At higher virtualities $Q^2$ the differences vanish between the CT14 and CT09 or GJR08 and GRV98, respectively. This is due to the fact, that at higher virtualities perturbation theory fully applies and the DGLAP equations become exact.

6. New cross-section fits

![Graphs showing the cross-sections and elastic slope as a function of center-of-mass energy](image)

Fig. 4: Total, elastic, inelastic, diffractive cross-sections and the elastic slope. Solid lines correspond to the new model and dashed to the old DPMJET-III-III. Lower energy data are taken from a compilation published in [12]. Data points at LHC energies are from [4, 5, 10, 3, 21].

Figure 4 shows a comparison of total, elastic, inelastic and diffractive cross-sections between the
old and the new PHOJET/DPMJET-III versions. One of the more challenging requirements is the ability to extrapolate to ultra-high energies above hundreds of TeV in center-of-mass. The old version could initialize up to PeV energies only for $pp$ interactions, but not with pion or kaon projectiles.

The fit is obtained by minimization of the model predictions to a vast set of data. The data-points at LHC significantly constrain the model. The new fit of total and elastic cross-sections in Figure 4 is smooth and compatible with Regge-type power-law behavior. The diffractive cross-sections are in line with experimental trends. Although the total, elastic and inelastic cross-sections are within experimental uncertainties, the elastic slope is too low and can not be compensated by parameter tuning.

![Fig. 5: Total cross-sections of supported projectile-target combinations in PHOJET. Data points are taken from a compilation published in [12].](image)

The original version of PHOJET does not ship with parameter sets for pion-proton or kaon-proton interactions. DPMJET-III contained a work-around type of implementation, where mesons behave according to the proton parameters with the exception of a modified valence quark content. The FLUKA code does not make use this feature and instead falls back to its internal two-string model, which is insufficient to describe particle interactions at very high energies above 10 - 100 TeV in laboratory frame.

Together with the multi-particle extension, PHOJET and DPMJET-III contain new sets of parameters for $p$, $n$, $\bar{p}$, $\pi^\pm$, $K^\pm$, $K^0$, $\Lambda$ and $\Sigma^-$ projectiles combined with $p$ and $n$ targets. The Figure 5 shows a compilation of the fit results. Since high-energy data are not available for most of the projectiles, the parameter sets are derived from the results of the $pp$ and $p\bar{p}$ fits with a modified low-energy part. At low energies the highest contribution to the total cross-section comes from effective Reggeon exchanges. Fitting just the pomeron-particle coupling $g_{P,0}$ and the reggeon-particle coupling $g_{R,0}$ on the
non-proton side plus the Reggeon intercept $\alpha_R$ turned out to be sufficient in most cases.

7. DPMJET-III vs. LHC data

For an event generator which was not maintained for more than 12 years, DPMJET-III performed very well in comparisons with LHC minimum-bias data at 0.9, 2.3 and 7 TeV. Very extensive comparisons with the majority of LHC minimum-bias data taken by all of the experiments have been performed and here only very few examples are mentioned. The investigation revealed two major problems, a low particle multiplicity in the central region and the lack of very high multiplicity events ($N_{ch} > 100$). The (technical) truncation of the MPI probability distribution was the origin of this deficit. The predictions significantly improved afterwards.

Fig. 6: (top) Average transverse momentum vs multiplicity and (bottom) charged-particle transverse momentum distributions. DPMJET-III 3.0-6 is the last public version and the other is the new version. ATLAS data.

At smaller multiplicities, the average $p_T$ in Figure 6 is well described by the both models. In the old model, the lack of high multiplicity events decreases the average $p_T$ because events with a high number of MPI are cut away.

Fig. 7: Comparison with forward multiplicity distributions at LHCb for a pseudo-rapidity bin and for a $p_T$ bin.

More forward distributions, as those in Figure 7, could be improved by re-adjusting the hard cross-section, the PDFs and MPI probabilities. In terms of cascade physics, the LHCb experiment is still
rather central. The cut $p_T > 200$ MeV biases the selection towards events containing hard scatterings. Therefore, the improved central multiplicities influence positively the forward distributions as well.

In general, minimum-bias physics is quite well described, especially if one takes into account that the model works from pion threshold energies up to cosmic ray energies with a mostly energy independent parameters. There are still some tension, in particular with too frequently occurring high multiplicity events. This has already been identified as an effect of approaching the black disk limit and will be discussed in a separate paper.

8. Discussion

Due to technical issues and model features the Monte Carlo event generators PHOJET and DPMJET-III could not be recommended for calculations at very high energies beyond several tens of TeV in center-of-mass frame. Cascade and air-shower simulations for were either limited by the energy range or by the lack of the possibility to treat secondary interactions within the same run of the program. The limitation of a single projectile-target combination per program initialization has been removed by modifying the way how cross-section tables and counters are stored. The new on-demand initialization scheme stores tables for several particle combinations, switching between them in run-time without performance impact.

In light of new LHC data, the high energy behavior of the model has been reviewed. The new experimental results helped to find an unphysical, technical limitation, which was the origin of the lack of high multiplicity events. The availability of results in various phase-space cuts simplified the choice for the energy behavior of the $p_T$ cutoff. Precise measurements of the total and elastic cross-section reduced the extrapolation ambiguity. The choice of a new standard PDF required re-tuning of many parameters when going from the GRV94 to CT14.

The model in its recent state can be used in LHC, FCC and extensive air-shower simulations and, in principle in all kinds of cascade codes. A crucial advantage of DPMJET-III, compared to EPOS for example, is the possibility to go as low as a few GeV per nucleon in the simulation of hadronic and nuclear collisions.

The updated DPMJET-III is now in an extended testing period and will become soon available as part of the FLUKA simulation package and as standalone version.
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Abstract
The JAERI quantum molecular dynamics (JQMD) model was improved to reproduce production of projectile-like fragments in nucleus-nucleus collisions by refining the description of reaction mechanisms in peripheral collisions. In the previous version of JQMD, the formulation of the interaction between nucleons was not Lorentz-covariant therefore JQMD adopted supplementary assumptions to inhibit unrealistic phenomena. In the new version (JQMD-2.0), by adopting Lorentz-covariant formulation of nucleon-nucleon interactions, the extra assumptions were eliminated. Fragment production cross sections calculated by JQMD-2.0 combined with a statistical decay model were compared with the experimental data. The comparison shows that fragment production cross sections calculated by JQMD-2.0 are generally in good agreement with the experimental data. In particular, the agreement of the production cross sections for projectile-like fragments underestimated by JQMD are substantially improved.

1. Introduction
For prediction of radiological impact by heavy ions in space and heavy-ion accelerator facilities, nucleus-nucleus reaction models play a fundamental role. Some approaches have been developed and applied to study various nucleus-nucleus reactions. Quantum molecular dynamics [4] is one of such approaches commonly adopted in general-purpose Monte-Carlo radiation transport codes [5,6,7]. JAERI Quantum Molecular Dynamics (JQMD) model is used as the event generator of Particle and Heavy Ion Transport Code System (PHITS) for the dynamical part of nucleus-nucleus reaction simulation. JQMD combined with the statistical decay model GEM [8] was successfully applied to predict fragment production cross sections [9,10,11] and neutron production cross sections [12,13,14]; however, it was suggested that JQMD systematically underestimated heavy fragments [9]. Moreover, Mancusi et al. indicated [15] that Lorentz-covariant treatment of nucleon-nucleon interactions was necessary to reproduce peripheral collisions, in which the stability of nuclei was particularly important to distinguish true nuclear abrasion and spurious nuclear disintegration.

Generally, peripheral collisions are responsible for production of fragments with mass number close to that of target or that of projectile (hereafter referred to as near-target fragments) because in such reactions, small number of nucleons are involved and are knocked-out from the nuclei. In addition, fragment production cross sections increase with decrease in the loss of mass through fragmentation reactions. Therefore production cross sections for near-target fragments are larger than those for lighter fragments and depend on the description of peripheral collisions. Because of the large production cross sections, near-target fragments are important in radiation safety of accelerator operation and cancer therapy. Substantial portion of remanent dose is attributed to decay radiation of near-target fragments; however, there were some technical challenges in simulating near-target fragment production. For the first thing, nuclei were sometimes spuriously disintegrated even without interacting with other nuclei owing to the instability inherent to the description of nucleon-nucleon interactions. In this case, model cannot distinguish the spurious decay and peripheral collisions. Secondly, nucleon-nucleon interactions
at the nuclear surface and those in dense nuclear medium are different in a sense that Pauli-blocking is strong in the depth of nuclei and thereby interactions between nucleons are suppressed.

In this study, we revise the description of reaction mechanisms in JQMD to simulate peripheral collisions accurately. In association with the description of the interaction between nucleons, the complementary assumptions adopted in JQMD were also revised. Fragment production cross sections calculated by the revised JQMD (JQMD-2.0) were compared with experimental data of earlier studies for benchmarking.

2. Methods

JQMD-2.0 was developed as an upgrade of JQMD, whose details are provided elsewhere [7]. As pinpointed previously [15], the description of nucleon-nucleon interactions was not Lorentz-covariant in JQMD, therefore nuclei were spuriously excited or disintegrated occasionally during time evolution in the center-of-mass frame. Lorentz-covariant equation of motion adopted in JQMD-2.0 is described as follows;

\[
\dot{r}_i = \frac{p_i}{2p_i^0} + \sum_j^N \frac{m}{p_j^0} \frac{\partial \langle \hat{V}_j \rangle}{\partial p_i},
\]

\[
\dot{p}_i = - \sum_j^N \frac{m}{p_j^0} \frac{\partial \langle \hat{V}_j \rangle}{\partial r_i}.
\]

\[p_i^0 = \sqrt{p_i^2 + m^2 + 2m\langle \hat{V}_i \rangle},\]

where \(r_i\) is the spatial coordinate of the centroid of the \(i\)-th nucleon, \(p_i\) is the momentum of the \(i\)-th nucleon, \(m\) is the rest mass of nucleons, \(\langle \hat{V}_j \rangle\) is the potential of \(j\)-th particle, and \(N\) is the number of particles in the system. In both JQMD and JQMD-2.0, the potential term of the Hamiltonian \(V\) is a sum of the Skyrme-type force term, Coulomb interaction term, and symmetry term. The potential \(V_i\) is described by the following formula;

\[
V_i = \frac{1}{2} \frac{A}{\rho_s} \langle \rho_i \rangle + \frac{1}{1 + \tau \rho_s^c} \langle \rho_i \rangle^\tau + \frac{1}{2} \sum_j \frac{\epsilon^2}{|R_i - R_j|^2} \text{erf}\left(\frac{|R_i - R_j|}{\sqrt{4L}}\right) + \frac{C_s}{2\rho_s} \sum_j (1 - 2|c_i - c_j|) \rho_{ij},
\]

where \(A\) is a Skyrme force parameter (= -219.4 MeV), \(\rho_s\) is the saturation density (=0.168 fm\(^{-3}\)), \(\langle \rho_i \rangle\) is the overlap integral of wave packets between the \(i\)-th nucleon and all the other nucleons, \(B\) is another Skyrme force parameter (= 165.3 MeV), \(\tau\) is 4/3, \(c_i\) is 1 for protons and 0 for neutrons, \(\epsilon\) is the elementary charge, \(R_i\) denotes the position of \(i\)-th nucleon, \(L\) is the square of the width of wave packet representing nucleons (= 2 fm\(^2\)), \(C_s\) is the symmetry energy parameter (= 25 MeV), and \(\rho_{ij}\) is the overlap integral of wave functions of the \(i\)-th and \(j\)-th nucleons. The potential description of JQMD-2.0 was inherited from previous JQMD without any modifications. Using the new equation of motion, nuclei at the ground state almost always stay stable over a typical reaction period of 150 fm/c.

Moreover, the medium effects on nucleon-nucleon scattering cross sections were modified. Previously, the cross sections were calculated with the modified version of the Cugnon’s formula [16,17], which assumed that cross sections were reduced by Pauli blocking. In the new version, on the other hand, the cross sections in the free space were adopted in case the impact parameter was larger than 60% of maximum impact parameter \(b_{\text{max}}\). Here, \(b_{\text{max}}\) was estimated by carrying out reaction simulation using different random number seeds with sweeping the impact parameter from zero. The impact parameter at which inelastic reaction probability reached below 20% was defined as the maximum impact
In addition to the above-described improvements on the physical reaction mechanisms, supplementary algorithms were revised accordingly. To disregard spurious excitation in JQMD, the simulated events in which the excitation energies of target and projectile were lower than the threshold calculated using Eq. (2):

\[ E_{\text{ex}} = 0.3 \times A, \]

where \( A \) is the mass number of the nucleus, were rejected and reaction simulation was started afresh. This formulation was reasonable in a sense that the spurious excitation energy was increased with the size of nuclei in JQMD; however, in case of \(^{12}\text{C}(^{12}\text{C},x)\) reaction for example, peripheral collision events in which 4 MeV of excitation energy was given to target and projectile were accepted as true reaction events. In this case, projectile and target just pass by without abrading each other reality. Because spurious excitation was substantially suppressed in JQMD-2.0, the separation energy of proton, neutron, and alpha was adopted as the excitation energy threshold as calculated by Eq. (3):

\[ E_{\text{ex}} < \min(S_n, S_p + V_p, S_\alpha + V_\alpha). \]

The impact parameter was sampled from zero to a threshold calculated by Eq. (4) in JQMD to cut off spurious reactions;

\[ b_{\text{max}} = 1.15 \times (A_t^{1/3} + A_p^{1/3}) - 0.4 \text{ (fm)}, \]

where \( A_t \) is target mass number and \( A_p \) is projectile mass number. On the other hand, impact parameter was cut off intrinsically in JQMD-2.0, which means that projectile and target stay without losing nucleons in reactions at extremely large impact parameters. In this case, reaction simulation was started afresh after newly sampling the impact parameter. It should be mentioned that impact parameter sampling algorithm in central collisions was also revised. In both JQMD and JQMD-2.0, energy conservation was occasionally violated owing to numerical integration of time evolution. If the deviation of total energy at the beginning and that at the end of reaction was small, the energy was balanced by scaling the excitation energy of the reaction residues. In case the total energy could not be balanced by the scaling of excitation energy (hereafter referred to as a non-energy-conserving event), the event was rejected and reaction simulation was started from the beginning. In JQMD, the impact parameter was newly sampled at random after the rejection; however, central collision events, in which energy balance was often violated, were considerably rejected by this scheme. As a result, the impact parameter sampling was biased. Therefore, JQMD-2.0 restarted reaction simulation with the same impact parameter in the non-energy-conserving events.

Despite the revision on the description of nucleon-nucleon interactions, nuclei were occasionally excited or disintegrated spuriously owing to their intrinsic instability. To avoid such spurious reactions, time evolution of initialized nuclei was followed for a time scale of 150 fm/c to check if spurious excitation or disintegration were observed. This check was performed if the impact parameter was larger than \((b_{\text{max}} - 4) \text{ fm}\), otherwise stability check was not performed because reaction was not sensitive to stability of the nuclei. The further details on JQMD-2.0 are provided elsewhere [18].

3. Results and Discussion

Typical fragment production cross sections calculated using PHITS-JQMD-2.0 are compared with experimental data [19] in Fig. 1. JQMD-2.0 predicts the increase in fragment yields by a factor of 4 in the range from \(Z=20\) to \(Z=25\) accurately owing to the reasonable treatment of peripheral collisions. On the other hand, the cross section calculated by JQMD is almost constant; therefore the yields for
fragments with large $Z$ are systematically underestimated. It is also suggested that the odd-even effect is overestimated by both JQMD and JQMD-2.0 although the odd-even effect was considered only in the statistical decay phase.

Comparison of fragmentation cross sections in higher energy is shown in Fig. 2. Isotopic fragmentation cross sections of $^{59}\text{Co}(^{12}\text{C},x)$ reactions measured at 3650 MeV/nucleon [20] are compared with the cross sections calculated using the old JQMD and JQMD-2.0. The cross sections calculated by JQMD-2.0 agree with experimental data within a factor of 2 except those of $^{24}\text{Na}$ and $^{59}\text{Fe}$, on the other hand, JQMD generally underestimates cross sections and the deviation systematically increases with increase in product mass above $A=40$. In this region, the production cross section tends to increase with mass by one order of magnitude at maximum but the production cross section calculated using JQMD cannot follow this trend, similar to the cross section in Fig. 1. Fig. 2 (a) shows that fragmentation cross sections vary with isotopic identity by orders of magnitude; however, JQMD-2.0 can predict production cross sections accurately regardless of the absolute magnitude of cross sections as shown in Fig. 2 (b).

Because soft neutron-proton exchange mechanism is necessary to simulate $^{59}\text{Co}(^{12}\text{C},x)^{59}\text{Fe}$ reactions, the improvement of JQMD-2.0 is not effective. On the other hand, the improvement is effective for production of fragments with mass number close to that of the target (e.g., $^{59}\text{Co}(^{12}\text{C},x)^{58}\text{Co}$).

By taking advantage of JQMD-2.0, accuracy of $\beta^+$-emitter production calculation, which is useful for dose monitoring in heavy-ion radiotherapy, can be improved. Fig. 3 shows depth profiles of $^{11}\text{C}$ and $^{10}\text{C}$ measured in a thick PMMA (Poly Methyl MethAcrylate) target irradiated with 266
Fig. 3: Depth profile of $^{10}\text{C}$ and $^{11}\text{C}$ produced in a thick PMMA target bombarded by 266 MeV/nucleon $^{12}\text{C}$ ion beam.

MeV/nucleon $^{12}\text{C}$ ions [21]. $^{11}\text{C}$ and $^{10}\text{C}$ are produced dominantly by fragmentation of $^{12}\text{C}$ in PMMA induced by projectiles. Production is still underestimated by JQMD-2.0; however, production is increased by the upgrade of JQMD, which indicates that precise treatment of peripheral collisions is an important factor of this calculation. Although some portion of $^{11}\text{C}$ production is attributed to secondary neutrons, protons, and alphas, fragment yield near the projectile range is accumulation of projectile fragments produced along the paths and they are underestimated. This means that production of primary ion fragment is still underestimated. In contrast, the fragments along the projectile path (between the target surface and 90 mm of depth) are target fragments produced at higher energies. The underestimation of fragment yields in this region indicates that further improvements effective for high energy reactions are still necessary.

4. Conclusion

JAERI quantum molecular dynamics model was improved to accurately reproduce fragment production. Production of target-like fragments, which are generally attributed to peripheral collisions is predicted by JQMD-2.0 at higher accuracy compared to JQMD. Increase in fragmentation cross sections with increase in product mass near the target mass is well reproduced by JQMD-2.0 in the relativistic energy range. This improvement is beneficial for the applications such as dosimetry in heavy ion cancer therapy and remanent dose prediction in accelerator facilities.

Because the CPU time spent per reaction event was almost doubled by this improvement, the algorithm should be optimized in future upgrade. JQMD-2.0 has been incorporated to PHITS Ver. 2.76 and later.
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Abstract
Among many reaction models, the intranuclear cascade (INC) calculates particle production in continuum and other physical quantities for nucleon induced reaction on target nuclei. Since it is based on Monte-Carlo method, the time of computation of the INC model is rather large to get reasonable statistical error on double differential cross sections of outgoing particles in continuum for reaction on very light target nuclei. We propose a deterministic approach to calculate double differential cross sections much faster than INC model does. We present some preliminary results and compare them with the results of our INC code.

1. Introduction

The intranuclear cascade (INC) model is well designed to compute the production of particles in phase-space in nucleon induced reaction on nuclei. It simulates nucleon-nucleon and other hadron-hadron collisions in nuclear medium with a classical approach where some quantum effects or at least nuclear medium effects are included.

In INC model the criterium on nucleon-nucleon collision is based on the calculation of the mean free path of moving nucleons in nuclear matter. The mean free path is derived from the NN cross sections evaluated at the center-of-mass energy of the NN pair and from the local matter density of the target nucleus.

In our INC approach (BRIC code) [1][2] each nucleon is described by its time-dependent position in space and its time-dependent energy-momentum. The first collision of the incident nucleon is determined by the distance of minimum approach between its trajectory and the position of the target nucleons of the nucleus. and defines the mean free path of the incident nucleon in the target nucleus. For heavy target nuclei, the probability of occurrence of the first collision, the collision of the incident nucleon with one nucleon of the target nucleus, is high except at high impact parameter. Indeed at high impact parameter the incident nucleon crosses the surface of the nucleus where the density of target nucleon is very low. For medium and heavy nuclei this problem of low density of target nucleon at the surface is reduced by the integration of the impact parameter of the incident nucleon which covers also the high density core of the nucleus. However it remains for very light nuclei: the probability of the first collision is rather low for very light target nuclei, and the latter appear to be mostly transparent to the incident nucleon. This last point is not convenient to calculate double differential cross sections of outgoing nucleons for very light target nuclei since a large part of the calculations is useless.

2. Description of the deterministic approach

We were interested to get a more efficient way to compute those double differential cross sections of outgoing nucleons in the continuum in reaction induced by nucleons on very light nuclei.

In the following we assume that the very light nuclei can be viewed as a dilute system of $A$ nucleons inside a potential well and that the double differential cross section of outgoing nucleons is the incoherent sum of all contributions from single collisions that can occur between the incident
nucleon and one of the nucleons of the light target nucleus. Then the total double differential cross section for the selected type $\tau_{\text{out}}$ of outgoing nucleon is

$$
\frac{d^2\sigma}{dE \, d\Omega}_\text{lab}^{(\tau_{\text{out}})}(\tau_{\text{out}}) = \sum_{i}^{N_{\text{out}} + 1} \delta(\tau_i - \tau_{\text{out}}) \left( \frac{d^2\sigma}{dE \, d\Omega}_\text{lab}^{(\text{in} \text{- med})} \right)_{\text{lab}}.
$$

The incident nucleon, the hit nucleon of the target have the index $p$ (proj) and $t_j$ (target $j$) before the collision, respectively, and they have the index $i$ and $i + 1$ after the collision: $N_p + N_i \rightarrow N_i + N_{i+1}$. The double differential cross section of nucleon $i$ in the continuum is $\left( \frac{d^2\sigma}{dE \, d\Omega}_\text{lab}^{(\text{in} \text{- med})} \right)_{\text{lab}}$ in the laboratory frame, where $^{\text{(in} \text{- med})}$ means that the energy-momentum of nucleons $i$ and $i + 1$ take into account in-medium effects such as the Pauli exclusion principle.

The incident nucleon $N_p$ has the momentum-energy $(P_p, E_p)$ of a plane wave. The nucleon $N_i$ of the target nucleus is described by a harmonic oscillator wave function $\Phi_{n,i}(r_i)$ in the fermi gas approximation: $0 < P_t < P_F(r_i)$ where $P_F(r_i)$ is the local Fermi momentum in the potential well of the nucleus $V_{\text{neut \, proj}}(r_i) = V_F(r_i)$. The wave functions $\Phi_{n,i}(r_i)$ of the target nucleons are such that they give realistic matter density $\rho(r)$.

The total in-medium double-differential cross section in the laboratory frame of nucleon $i$ after $N_p N_i$ collision comes from the integration on the distribution of position $r_i$ and on the distribution of momentum $P_t$ of the target nucleon:

$$
\left( \frac{d^2\sigma}{dE \, d\Omega}_\text{med} \right)_{\text{lab}} = \mathcal{N} \int_0^\infty dP_t \int_0^{P_F(r_i)} dp_t \cdot \int_\Omega \int_\Omega \cdot \mathcal{J}_\text{cm} \cdot \mathcal{P}\text{Block}(i, i + 1) \frac{d\sigma}{d\Omega}. 
$$

where the normalisation $\mathcal{N}$ equals to 1 when the distribution $(d^2\sigma/dE \, d\Omega)_\text{lab}$ (without Pauli blocking) is integrated over the energy and the angle of the outgoing nucleon $i$. In this expression $\frac{d\sigma}{d\Omega}$ is the differential center-of-mass NN cross section, $\mathcal{P}\text{Block}(i, i + 1)$ is the Pauli blocking applied to the two nucleons $i$ and $i + 1$ after collision, and $\mathcal{J}_\text{cm} \cdot \mathcal{P}\text{Block}(i, i + 1)$ is the jacobian that transforms the derivative in the center-of-mass system $\partial E_{\text{cm}} / \partial \Omega_{\text{cm}}$ into the derivative in the laboratory system $\partial E_{\text{lab}} / \partial \Omega_{\text{lab}}$.

For the differential center-of-mass NN cross section $\frac{d\sigma}{d\Omega}$, we use the parametrisation fitted on experimental data and included in our INC code BRIC [11]. The Pauli blocking is given by

$$
\mathcal{P}\text{Block}(i, i + 1) = \left[ 1 - \text{Heav}(P_i - P_F(r_i)) \right] \left[ 1 - \text{Heav}(P_{i+1} - P_F(r_{i+1})) \right]
$$

where $\text{Heav}$ is the Heaviside function, and the local Fermi momentum of nucleon $i$, $P_F(r_i)$, is derived from $e_F(r_i) = -V_F(r_i) - e_{\text{bind}}$, with $e_{\text{bind}}$ the binding energy of nucleon of type $\tau_i$.

The jacobian $\mathcal{J}_\text{cm} \cdot \mathcal{P}\text{Block}(i, i + 1)$ depends on $\beta_{pt_j} = \frac{P_p + P_{t_j}}{E_p + E_{t_j}}$. In the general case, $\beta_{pt_j}$ is not along the momentum of the incident nucleon $P_p$ and the calculation of jacobian can not be done easily by analytical derivation apart for the case $P_t = 0$. We use a Monte-Carlo integration to calculate the jacobian. The Monte-Carlo method suppress the ”double-value” problem that occurs when the velocity of the center-of-mass system is greater than the velocity of particles in the center-of-mass system and which gives two different kinetic energies in laboratory frame for one emission angle $\Omega_{\text{lab}}$. We also use a Monte-Carlo integration of the jacobian in order to compare directly the results of this deterministic method with the results of our BRIC code.
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**Fig. 1:** Double differential cross sections of neutron production in $p + ^6\text{Li}$ reaction at 186 MeV in the laboratory frame. The blue and red histograms are the results of the calculation with the zero-range approximation and the non-local interaction, respectively. The black symbols are the data of L. Wang et al. [3].

**Fig. 2:** Double differential cross sections of neutron production in $p + ^7\text{Li}$ reaction at 186 MeV in the laboratory frame. The blue and red histograms are the results of the calculation with the zero-range approximation and the non-local interaction, respectively. The black symbols are the data of L. Wang et al. [3].
Fig. 3: Same as figure 1. The green and blue histograms are the contributions of the two levels $n = 0$ and $n = 1$ of target nucleons in $^6$Li, respectively. The red histograms is the sum of the two contributions. The black histograms are the results of the calculation of BRIC. The black symbols are the data of L. Wang et al. [3].

Fig. 4: Same as figure 2. The green and blue histograms are the contributions of the two levels $n = 0$ and $n = 1$ of target nucleons in $^7$Li, respectively. The red histograms is the sum of the two contributions. The black histograms are the results of the calculation of BRIC. The black symbols are the data of L. Wang et al. [3].
3. Results

In order to compare the results of this deterministic approach with those of our INC model, we have investigated two types of interactions: a zero-range approximation given by $\delta(r_p - r_t)$;

$$\int_0^{\infty} dr_t r_t^2 \Phi_{n,l}^2(r_t) \int_{\Omega_{p_t_j}} d \Omega_{p_t_j} \int_{r(t)}^{P_f(t)} dp_t p_t^2 \int_{\Omega_{p_t_j}} d \Omega_{p_t_j} \int_{r(t)}^{(cut)} dp \int_{\Omega_{p_t_j}} d \Omega_{p_t_j} d^3 r_{p_t_j},$$

and a non-local interaction $|r_p - r_{t_j}| < r_{(cut)}^{(cut)} = \sqrt{\sigma_{p_t_j}(P_p, P_{t_j})}/\pi$

$$\int_0^{\infty} dr_t r_t^2 \Phi_{n,l}^2(r_t) \int_{\Omega_{p_t_j}} d \Omega_{p_t_j} \int_{r(t)}^{P_f(t)} dp_t p_t^2 \int_{\Omega_{p_t_j}} d \Omega_{p_t_j} \int_{r(t)}^{(cut)} dp \int_{\Omega_{p_t_j}} d \Omega_{p_t_j} d^3 r_{p_t_j}.$$

Indeed the collision criterium in our INC model is based on the distance of minimum approach between the trajectory of the incident nucleon and the position of the target nucleon and it corresponds to a non-local interaction.

In figures 1 and 2 we present the results of the calculation of double differential cross sections of neutron production for the reaction of proton on $^6Li$ and on $^7Li$ at 186 MeV, and compare them with the experimental data of [3]. In the two figures we present the results with the zero-range approximation (blue histograms) and with the non-local interaction (red histograms). The peak of the distribution at 0° is very sharp for the calculation with the zero-range approximation due to the local Pauli blocking, while the double differential cross section is more spread at very forward angles for the non-local calculation. This indicates that an INC model with a non-local interaction should give better results at very forward angles than an INC model with a zero-range interaction.

In figures 3 and 4 we show the results of the calculation of the same double differential cross sections of neutron production for the non-local interaction, and the contribution from the 2 shells we used in the calculation $\Phi_{0,0}$ (green histograms) and $\Phi_{1,1}$ (blue histograms). We also compare these preliminary results (red histograms) to the results of our INC code BRIC (black histograms). Our preliminary results indicate that a large part of the production at intermediate angles, between 10° and 45°, comes from the single interactions of the incident nucleon and that the density distribution of the target nucleons plays a significant role. Indeed it is the main difference between our deterministic approach and our INC code, the other ingredients (differential center-of-mass NN cross section $d \sigma/d \Omega_{cm}$, Pauli blocking and momentum distribution of target nucleons) are globally the same in BRIC and in the deterministic approach. Apart the very forward angles where double interaction have to be taken into account as INC does implicitly, the results are in better agreement with data on average for the deterministic model than for our BRIC model. The deterministic model is all the more powerful that it is much faster than our INC code to calculate nucleon production. A calculation needs several minutes with the deterministic approach compared to several hours for the BRIC code on one CPU to get better statistical results (bin width in energy and angle are 1 MeV and 1° compared to 2.5 MeV and 3° for INC calculation).

In one hand the second and higher-order are missing in the deterministic approach while they are implicitly included in INC calculation; on the other hand, the optimization of parameters can be done easier, for instance the energy levels of inner nucleons of target nucleus $E_{n=0,1}$, or the range of interaction $r_{(cut)}^{(cut)}$. We hope then that we can test more efficiently some parameters of the deterministic approach in order to report them into our INC model.
4. Conclusions

The preliminary results of the deterministic method described in this paper are encouraging when we compare the results and the times of computation of this method and of our INC code BRIC for the nuclear reactions on light nuclei. This method allows to get the results of double differential cross sections faster than the INC model can provide since it does not need a mean free path calculation but uses directly the nucleon-nucleon cross section in nuclear medium for nucleon induced reaction on a dilute system. The calculation of \( \frac{d^2\sigma}{dE \, d\Omega} \), \( \frac{d\sigma}{dE} \) and \( \frac{\sigma}{d\Omega} \) are currently available for 2 type of outgoing particles (proton and neutron), and 2-particles correlations \( \frac{d^3\sigma}{dE_1 dE_2 d\Omega} \) can be obtained.

The extension to higher incident energy will require pion and resonance degree of freedom but we expect that it should be more or less straightforward as long as the reaction is on light nuclei (1st order approximation).
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Abstract
Beam losses in accelerator elements of the LHC may pose a limit for machine performance or can give rise to long-term damage of equipment. In this paper, we present a selection of beam-machine interaction simulations with FLUKA, considering different sources of beam losses like collisions in the interaction regions or halo collimation. Relevant nuclear reactions, as well as atomic displacement mechanisms that lead to long-term radiation damage, are briefly reviewed. The impact on the machine is illustrated by means of a few examples, like the radiation damage induced in collimators and magnets or the risk of magnet quenches due to secondary ions emerging from lead-lead collisions.

1. Introduction
The Large Hadron Collider (LHC) [1] has a circumference of about 27 km. A chain of accelerators, as shown in [1], delivers beams of 450 GeV into the LHC. At top energy (7 TeV) and nominal beam intensities (2808 bunches with a bunch intensity of $1.15 \times 10^{11}$ protons), each of the two counter-rotating LHC beams carries an energy of 362 MJ. Owing to this unprecedented stored energy, it is important to analyse the consequences of beam losses considering that already a small fraction of the energy can provoke a magnet quench if being released in the coils of one of the thousands of superconducting magnets. Besides posing a risk for quenches, beam losses can also affect the accelerator performance.

Fig. 1: CERN’s accelerator complex.
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Fig. 2: Simulated peak energy density in quadrupole coils (left), as well as simulated and measured BLM dose (right), for a controlled beam loss experiment with 4 TeV proton beams in the LHC. The beam direction is from the right to the left. The blue histograms illustrate the longitudinal proton impact distribution on the magnet beam screen derived with MAD-X [2, 3].

and equipment in other ways, for example they give rise to long-term radiation damage and ageing of magnets and other components. In order to estimate the consequences of beam losses and to derive relevant quantities such as dose, fluences or displacement damage, a detailed description of hadronic and electromagnetic particle showers is required. This in turn requires adequate nuclear reaction models, which allow to predict the production of secondary particles. Monte Carlo codes like FLUKA [4, 5], embedding such models, represent a powerful tool for simulating cascades initiated by high-energy particles in accelerators. FLUKA is regularly used at CERN to study particle-matter interactions in the LHC environment, for example to analyse the energy deposition in magnets, to estimate the radiation to electronics, or to design new equipment for accelerator upgrades. This article illustrates typical beam-machine interaction calculations by means of a few examples.

2. Magnet quench tests

Magnet quenches adversely affect the machine availability as a significant amount of time is lost in recovering from a quench. In order to detect beam losses which can potentially quench a magnet or even induce damage, more than 3000 Beam Loss Monitors (BLMs) are placed around the LHC rings. The monitors are ionization chambers filled with pressurized Nitrogen gas, which record the dose deposition by secondary showers initiated by beam particles interacting with accelerator equipment. Most of these ionization chambers are mounted on cryostats hosting the superconducting magnets. If the dose measured by BLMs exceeds a predefined abort threshold, the beams are extracted onto the beam dump block. In order to define adequate abort thresholds, one requires a good knowledge of magnet quench levels, i.e. of the minimum amount of energy deposition required to provoke the transition from superconducting to normal-conducting state.

In 2013, a test campaign was carried out to probe the quench level of magnets for different time regimes and loss scenarios [2]. In one of the tests, 4 TeV protons were deliberately disposed on the aperture of a quadrupole (MQ) located in the LHC arcs. The magnet quenched when some $10^8$ protons were lost within a few milliseconds. The superconducting coils of LHC magnets are separated from the beam vacuum by a mm thick stainless steel vacuum chamber, which further accommodates a mm thick beam screen for absorbing the beam-generated heat load. When impacting on the beam screen,
protons typically have very grazing angles and hence they undergo an inelastic nuclear collision before reaching the coils. As the energy deposition inside magnets cannot be measured directly, FLUKA simulations were carried out for the above described test to estimate the energy density in the coils and to provide a correlation with BLM signals (see Fig. 2). The shower simulations were based on proton loss distributions derived with the MAD-X code (taken from Ref. [3]). As can be seen in Fig. 2, simulated and measured BLM signals generally agree better than 20%. The results further illustrate that, due to the shielding of showers in the magnet yoke, the energy density in the coils is more than one order of magnitude higher than at the location of BLMs.

3. Secondary particle production in the experiments

The LHC accommodates four experimental insertions where large-scale detectors (ATLAS, CMS, LHCb and ALICE) are installed. A fraction of secondary particles produced in the collision of LHC beams in the interaction points leaks from the experimental caverns to neighbouring accelerator regions, leading to a non-negligible power deposition in magnets. In the following subsections, we compare simulated and measured BLM signals induced by secondary particles from proton-proton and Pb-Pb collisions in the ATLAS and CMS experiments. Such comparative studies are important for understanding the complex radiation environment, but they also strengthen the confidence in the simulation model.

3.1 Proton-Proton Collisions

Fig. 3 presents a comparison of simulated and measured BLM signals induced by the debris from proton-proton collisions at a center-of-mass energy of 8 TeV in the ATLAS experiment. The BLMs shown in the figure are located along the inner triplet quadrupoles which are used to squeeze the beams at the interaction point. Measured signals were recorded during different physics fills in 2012. All signals are expressed per inelastics collision, assuming an inelastic cross section of 74.7 mb [6]. The
production of secondary particles in the interaction point was simulated using the DPMJET-III event generator [9, 8] (which has been interfaced to FLUKA), followed by FLUKA shower simulations in machine elements. The simulated signals generally agree well with the measured ones (better than 50%), with a few exceptions which are probably due to some approximations in the accelerator model used in the simulation setup.

3.2 Lead-Lead Collisions

During dedicated run periods, the LHC operates as a heavy ion collider ($^{208}$Pb$^{82+}$). Electromagnetic processes in ultra-peripheral Pb-Pb collisions give rise to secondary ion species, which are lost at certain locations inside the accelerator owing to their magnetic rigidity which differs from the beam rigidity [10, 11]. The process with the largest cross-section is bound-free pair production (BFPP), where one of the outgoing Pb ions is no longer fully stripped, but has a charge of 81+:

$$^{208}Pb^{82+} + ^{208}Pb^{82+} \rightarrow ^{208}Pb^{82+} + ^{208}Pb^{81+} + e^+$$ (1)

The secondary ions produced in BFPP remain inside the vacuum chamber for more than 400 m until they impact on the magnet aperture in the dispersion suppressor. Fig. 4 compares simulated and measured BLM signals due to BFPP ions from the collision point in the CMS experiment. The shower simulations were based on ion impact distributions derived in Ref. [7]. In general, simulation and measurement are found to be in good agreement, in particular downstream of the loss location.

4. Radiation damage in collimators

The LHC accommodates a multi-stage collimation system for cleaning the beam halo such that losses in superconducting magnets are reduced to acceptable values. It is estimated that about $10^{16}$ protons are lost in the collimation system for every $30 - 40 fb^{-1}$ of integrated luminosity achieved in the experiments. Owing to the high radiation loads, long term radiation damage is a concern for the absorber materials of collimators and requires careful study. This applies in particular to the 60 cm long primary collimators (TCPs), made of carbon-reinforced carbon. The primary collimators represent a global aperture bottleneck and can be impacted by protons multiple times until the particles are subject to
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Fig. 5: Contribution to the total peak DPA of the different particle families. A damage threshold of 35 eV was assumed for the material of the collimator which is a carbon-carbon composite.

an inelastic collision or have large enough amplitudes to be intercepted in the downstream collimation hierarchy.

A useful quantity to measure long term radiation damage in non organic materials is Displacements Per Atom (DPA). DPA is related to the total number of defects (Frenkel pairs of interstitial and vacancies) generated in a material after irradiation, which could affect some macroscopic properties of the material (e.g. electrical resistivity). Displacement damage in collimators can be induced directly by primary protons but also indirectly by charged particles, neutrons or ions produced in hadronic cascades, as well as by particles produced in electromagnetic cascades. As most protons typically impact close to the collimator edge (some µm impact parameter), the induced damage is mainly concentrated within a superficial layer on the collimator surface, but steeply drops inside the bulk material. Figure 5 shows the simulated peak DPA, for 7 TeV protons, over the length of the most impacted jaw of the horizontal TCP along with the individual contribution of the different particle families. The maximum damage of about $9 \times 10^{-3}$ DPA is observed at the beginning of the collimator dropping to $4 \times 10^{-3}$ DPA by the end the longitudinal length. The peak observed at the start is in a surface layer of a few µm and can be mainly attributed to recoils produced in elastic encounters of primary protons.

5. Conclusion

In this paper, the importance of nuclear reaction modelling for high-energy accelerator applications has been highlighted by means typical beam-machine interaction calculations carried out at CERN. The shown examples demonstrate the capabilities of Monte Carlo codes like FLUKA for predicting relevant quantities related to complex radiation environments like at the LHC.
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Abstract
Angular distribution for the inelastic scattering of 28 MeV $^6\text{Li}$ on $^{76}\text{Ge}$ was measured using the São Paulo Pelletron-Enge-Spectrograph facility. The Coulomb-nuclear interference (CNI) analysis was applied to the first quadrupole state transition. The value of $C_2 = \delta^C_2 / \delta^N_2$, the ratio of charge to isoscalar deformation lengths, and of $\delta^N_2$ were extracted through the comparison of experimental and DWBA-DOMP predicted cross sections. The ratio of reduced charge to isoscalar transition probabilities, $B(\text{E2})$ to $B(\text{IS2})$ respectively, is related to the square of the parameter $C_2$ and was thus obtained due to the advantage of scale uncertainty cancellation with a relative accuracy of less than 4%. The value of $C_2 = 1.101(20)$ obtained indicates a slight predominance of the protons relative to the neutrons in the transition for $^{76}\text{Ge}$. In this context the present result composed with previous results of CNI measurements obtained in $^{70,72,74}\text{Ge}$ suggests for $^{74}\text{Ge}$ a strong ground state configuration mixing.

1 Introduction
The characteristics of excited states $2^+_1$ are widely used as indicators of nuclear structure, particularly the electric reduced transition probability $B(\text{E2})$ is used as a measure of the collective characteristic of these transitions. The $B(\text{E2})$ is in principle sensitive, if polarization effects may be disregarded, only to the contribution of the charge and to quantify the contributions of neutrons is also an important ingredient to characterize the collective behaviour. The Ge ($Z=32$) isotopic chain, in the transitional mass region around $A=70$, is particularly well suited to study the role of the neutrons. In fact, the evolution of $B(\text{E2})$ values indicate around $N=40$ a transition and furthermore the nucleus $^{72}\text{Ge}$ presents a $0^+$ first state, possible consequence of the correspondent subshell closure [1,2]. In this context it to be stressed that direct access to reduced isoscalar transition probability $B(\text{IS2})$ is also required. Particularly suitable to reach this aim are inelastic scattering measurements of isoscalar interacting projectiles in an incident energy that enhance coulomb-nuclear interference (CNI). These measurements allow simultaneous extractions of $B(\text{IS2})$ and the ratio between electric and isoscalar reduced transition probabilities $B(\text{E2})/B(\text{IS2})$ [3-5]. The values of $C_2 = \delta^C_2 / \delta^N_2$, the ratio of charge to isoscalar deformation lengths, and of $(\delta^N_2)^2$ are extracted through the comparison of experimental and DWBA-DOMP predicted angular distributions. The ratio of reduced charge to isoscalar transition probabilities, $B(\text{E2})$ to $B(\text{IS2})$ respectively, are related to the square of the parameter $C_2$ and were thus obtained with the advantage of scale uncertainties cancellation. This paper refers to the CNI study of 28 MeV $^6\text{Li}$ inelastic scattering on $^{76}\text{Ge}$ recently measured using the São Paulo Pelletron-Enge-Spectrograph facility in comparison with the results of the previous work on $^{70,72,74}\text{Ge}$ [5]. The $C_2$ values obtained for $^{70,72}\text{Ge}$ are slightly higher than 1.0, indicating a homogeneous excitation with a small predominant contribution of protons in the transition to the first quadrupole state $2^+_1$. On the other hand an abrupt change with $C_2 = 0.775(8)$ was obtained for $^{74}\text{Ge}$.
Inelastic scattering of $^6$Li on $^{76}$Ge data were obtained using the Pelletron-Spectrograph-Magnet-Enge facility. A solid-state position sensitive detector (PSD) of 500 $\mu$m thickness, area $47 \times 8$ mm$^2$ was positioned on the focal plane. The $^6$Li is the lightest isoscalar projectile appropriate for CNI measurements in the region around $A=70$, at bombarding energies suitable for stable operation of the São Paulo Pelletron accelerator. The 28.0 MeV energy $^6$Li beam was focused after passing defining slits of $1.0 \times 2.0$ mm$^2$ on an enriched self-supported target of $^{76}$Ge with $510.5 \times 10^{15}$ atoms/cm$^2$ thickness. An entrance solid angle of 0.65 msr was used, the emerging ions of the reaction admitted and momentum analysed by the field of the spectrograph were detected in the PSD. Twenty-six spectra were measured at carefully chosen scattering angles in a range of $10^\circ \leq \theta_{\text{Lab}} \leq 55^\circ$, in order to characterize CNI in the angular distribution corresponding to the first quadrupole excitation. Relative normalization of the data for the various scattering angles was obtained through the total charges collected by the Faraday cup. The absolute normalization was obtained from the target thickness and the solid angle values. The scale uncertainty was estimated to be around 20%.

The digital pulse processing (DPP) acquisition system used in the measurement was composed by the board PCI-6133 from National Instrument, setting 2.5 MS/s as the maximum rate sample of analogic inputs for the digitalization. The analysis of the pulse shape and the use of electronic noise filters provide an important resolution improvement. Figure 1 shows the position spectrum along the focal plane at the scattering angle $\theta_{\text{Lab}} = 25^\circ$. The three peaks observed on figure are associated with the elastic scattering, the inelastic scattering to the $2^+_1$ state and the elastic scattering on silicon contaminant. The energy resolution achieved was about 45 keV.

### 3 Data analysis and Results

The distorted wave Born approximation (DWBA) prediction using the deformed optical potential model (DOMP) approach with global optical parameters was applied.
The value of the ratio between charge ($\delta_q^2$) and mass ($\delta_m^N$) deformation lengths $C_2$ was obtained from the angular distribution shape. The square of mass deformation length, $(\delta_m^N)^2$, is also extracted, as a scale factor. The procedure applied for the $\chi^2$ minimization was the iterative method of Gauss [6], extracting the correlated parameters $\delta_m^N$ and $C_2$.

Figure 2 illustrates the results obtained in the fit from the experimental angular distribution of $^{76}\text{Ge}(^6\text{Li},^6\text{Li}')^{76}\text{Ge}$ to the first quadrupole excited state in comparison with the DWBA-DOMP prediction. The error bars shown represent only the relative uncertainties. These ones are composed by the statistical uncertainties and the contribution from the background and contaminant subtraction. The prediction was calculated using the global optical model parameters of Cook [7] and considering the reduced Coulomb radius $r_C = 1.22$ fm (red curve). The results for the two correlated parameters in the data analysis are $C_2 = 1.101(20)$ and $\delta_m^N = 1.079(17)$ fm. In order to illustrate the sensibility of the method and that the experimental angular distribution does not admit a fit that could result in a $C_2$ value much smaller than one, as obtained for the neighbor $^{74}\text{Ge}[5]$, two predictions corresponding to $C_2 = 1.00$ (interrupted blue curve) and $C_2 = 1.20$ (dotted green curve) are also shown.

The $C_2$ value extracted is slightly higher than 1.0, indicating a homogeneous excitation with a slight predominant contribution of protons in the first quadrupole excited state $2^+_1$ of $^{76}\text{Ge}$. Due to the uncertainty scale cancellation, the experimental ratio $B(E2)/B(IS2) \varepsilon^2$, proportional to the square of $C_2$, was obtained with a relative accuracy of less than 4%.

The present CNI study composed with the results of the previous work [5], using the same technique, indicates that although the protons relative to the neutrons reveal a small predominant contribution in $^{70,72,76}\text{Ge}$ to the first quadrupole excitation, the neutron role is strongly enhanced in $^{74}\text{Ge}$. In fact a $C_2$ abrupt change is shown comparing the $^{76}\text{Ge}$ value with those observed for neighbor isotopes $^{72,76}\text{Ge}$.

Discontinuities of some experimental indicators in even-$A$ germanium chain from $^{70}\text{Ge}$ to $^{76}\text{Ge}$ were associated with shape transition or shape coexistence and described in the literature by a two-state coexistence model of some kind [8,9]. The investigation by means of large-scale shell model calculation...
suggested that a rapid increase in the number of g_{9/2} protons and neutrons could explain the structure change near N=40 [2], associated with the strong neutron-proton interaction. The basic idea of the two-state model is the existence of different configurations which may coexist and mix in different proportions to form the physical states observed. The experimental results obtained by Coulomb excitation and two neutron transfer measurements [10-13] indicate that the ground state configuration transition should occur between $^{72}\text{Ge}$ and $^{74}\text{Ge}$. The analyses of the L=0 transfers in both (t,p) and (p,t) reactions, had shown transition strengths indicating similar nature between the ground states of $^{74}\text{Ge}$ and $^{76}\text{Ge}$. On the other hand, the CNI results reveal a $C_2$ value strongly depressed in the first quadrupole excitation for $^{74}\text{Ge}$, in comparison with the almost homogeneous excitation in $^{76}\text{Ge}$. It is to be noted that the inelastic scattering, even if there is configuration mixing in the ground state, would excite only the configuration that connects the ground and the $2^+_1$ states of each isotope which are rather pure [8,14]. In this context, the $^{74}\text{Ge}$ $C_2$ value suggests a strong ground state configuration mixing involving not only the neutron degree of freedom, but also probably other configurations. One possibility could be an alpha plus $^{70}\text{Zn}$ ($Z=30$, N=40) isomeric state configuration involving a subshell closure.
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Nuclear data measurements at the upgraded neutron time-of-flight facility n_TOF at CERN


Abstract

Applications of nuclear data like neutron-induced reaction cross sections are related to research fields as stellar nucleosynthesis, the study of nuclear level densities and strength functions, and also play a key role in the safety and criticality assessment of existing and future nuclear reactors, in areas concerning radiation dosimetry, medical applications, transmutation of nuclear waste, accelerator-driven systems and fuel cycle investigations. The evaluations in nuclear data libraries are based both on experimental data and theoretical models. CERN’s neutron time-of-flight facility n_TOF has produced a considerable amount of experimental data since it has become fully operational with the start of its scientific measurement programme in 2002. While for a long period a single measurement station (EAR1) located at 185 m from the neutron production target was available, the construction of a second beam line at 20 m (EAR2) in 2014 has substantially increased the measurement capabilities of the facility. An outline of the experimental nuclear data activities at CERN’s neutron time-of-flight facility n_TOF will be presented.

1. Introduction

Nuclear data is a generic notion comprising the physical properties related to nuclear structure and nuclear reactions. Evaluated nuclear reaction data are intended to be complete and to contain all reactions and all energy regions, even where experimental data are missing, insufficient or inconsistent with other experimental data sets. A nuclear data evaluation is a complicated process resulting from a careful
analysis of available existing, sometimes inconsistent experimental data sets combined with optimum theoretical models describing experimental data and providing data for gaps in experimental information. The outcome of this process is a single recommended dataset, the evaluation. Both theoretical models and experimental data are the fundamental ingredients in evaluated data.

Nuclear data in general, and neutron-induced reactions in particular, are important for a number of research fields. They play a key role in the safety and criticality assessment of nuclear technology, not only for existing power reactors but also for medical applications [1], radiation dosimetry, the transmutation of nuclear waste, accelerator-driven systems, future reactor systems as in Generation IV, and the thorium-based nuclear fuel cycle [2, 3, 4]. Other applications of nuclear data are related to research fields as the study of nuclear level densities [5, 6] and stellar nucleosynthesis [7, 8, 9].

The nuclear data of nuclear reactions needed for such calculations are usually based on evaluated nuclear data libraries, like JEFF [10], ENDF [11], JENDL [12], CENDL, BROND and several others. Contributions to nuclear data come from a variety of experimental facilities, including the pulsed white neutron source n_TOF at CERN, which has been recently upgraded with a second beam line.

2. The neutron time-of-flight facility n_TOF at CERN

The neutron time-of-flight facility n_TOF was constructed after an idea proposed by Rubbia et al. [45] and has become fully operational with the start of the scientific measurement programme in May 2002. The facility is based on the 6 ns wide, 20 GeV/c pulsed proton beam from CERN’s Proton Synchrotron (PS) with typically $7 \times 10^{12}$ protons per pulse, impinging on a lead spallation target, yielding about 300 neutrons per incident proton. A layer of water around the spallation target moderates the initially fast neutrons down to a white spectrum of neutrons covering the full range between meV and GeV neutron energy. The minimal time between two proton pulses is a multiple of 1.2 s, related to the operation cycle of the PS. This allows to cover the neutron energy range down to subthermal energies without overlap of slow neutrons from previous cycles.

During phase-I when the first spallation target was used from 2001 up to 2004, the water coolant also served as the moderator. The spallation target was a block of lead of dimensions $80 \times 80 \times 60$ cm$^3$. During phase-II, after the installation in 2008 of an upgraded cylindrical lead spallation target 60 cm in length and 40 cm in diameter, the target was enclosed with a separate cooling circuit resulting in a 1 cm water layer in the beam direction, followed by an exchangeable moderator with a thickness of 4 cm. Normal water has been used as a moderator, as well as water with a saturated $^{10}$B-solution in order to reduce the number of 2.23 MeV gamma rays from hydrogen capture, which otherwise forms an important contribution to the background due to in-beam gamma rays. The $^{10}$B-loaded moderator affects the energy distribution of the neutron flux only noticeably below 1 eV. The kinetic energy of the neutrons is determined by time-of-flight which, combined with the known flight distance, gives the neutron velocity.

A first neutron beam is collimated and guided through a vacuum neutron tube over a distance of approximately 185 m to an experimental area (EAR1) where samples can be mounted in the beam and neutron induced reactions can be studied. A more detailed description of the neutron source and EAR1 can be found in Ref. [46] and references therein.

A second neutron beam line and experimental area (EAR2), sketched in Fig. 1 has been constructed and is operational since 2014. This flight path is vertical and about 20 m long, viewing the top part of the spallation target. In this case the cooling water circuit acts as a moderator. Due to the about 10 times shorter flight length, a much higher neutron flux of about a factor 25 is available, as shown in Fig. 2. The about 10 times shorter flight path implies also in about 10 times shorter flight times,
resulting in an additional factor 10 gain in the signal to noise ratio due to radioactivity. More details on EAR2 can be found in Refs. [47, 48].

2.1 Nuclear data measurements during phase-I (2001-2004)

During the first phase from 2001 to 2004 capture and fission data for a number of isotopes have been taken. Capture measurements with C$_6$D$_6$ liquid scintillator detectors concerned $^{24,25,26}$Mg, $^{56}$Fe, the stable isotopes $^{90,91,92,94,96}$Zr and the radioactive one $^{93}$Zr, as well as the nuclei $^{129}$La, $^{151}$Sm, $^{186,188}$Os, $^{197}$Au, $^{204,206,207,208}$Pb, $^{209}$Bi, and $^{232}$Th. A 4π calorimeter consisting of 40 BaF$_2$ crystals has been used for neutron capture measurements of $^{197}$Au, $^{233,234}$U, $^{237}$Np, $^{240}$Pu, and $^{243}$Am. Fission cross sections were measured with the FIC-0 fission detector containing the actinides $^{232}$Th, $^{234}$U, $^{235}$U, $^{236}$U, and $^{237}$Np. A similar detector, FIC-1, which was ISO-2919 compliant, was used to measure neutron-induced fission cross sections of the actinides $^{233}$U, $^{235}$U, $^{238}$U, $^{241}$Am, $^{243}$Am, and $^{245}$Cm. Fission detectors based on Parallel Plate Avalanche Counters (PPACs) were developed and used in measurements of the fission cross sections of $^{nat}$Pb, $^{209}$Bi, $^{232}$Th, $^{237}$Np, $^{233,234,235}$U, and $^{238}$U. A list of measured isotopes and reactions together with the final or most relevant publication is given in table I.

2.2 Nuclear data measurements during phase-II (2009-2012)

During phase-II from 2009-2012 mostly capture measurements were performed. The (n,$\gamma$) reaction on the light nucleus $^{25}$Mg was investigated, as well as on several enriched iron and nickel isotopes ($^{54}$Fe, $^{56}$Fe, $^{57}$Fe, $^{58}$Ni, $^{62}$Ni, $^{65}$Ni), and on the stable $^{92}$Zr and radioactive $^{93}$Zr. Capture reactions on the actinides $^{238,239}$U and $^{241}$Am were performed, for the latter two with two different capture detector systems: C$_6$D$_6$ scintillators using the total energy method, and the TAC, the BaF$_2$ scintillator array using the total absorption method. The TAC was also used in combination with a MicroMegas detector in a first attempt to measure the $^{235}$U(n,$\gamma$) reaction using a veto on the $^{235}$U(n,f) reaction.
Table 2: The measurements performed at n_TOF during phase-II from 2009-2012.

<table>
<thead>
<tr>
<th>nucleus</th>
<th>reaction</th>
<th>detector</th>
<th>ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{33}$S</td>
<td>(n,α)</td>
<td>MGAS</td>
<td></td>
</tr>
<tr>
<td>$^{59}$Ni</td>
<td>(n,α)</td>
<td>CVD</td>
<td>[49]</td>
</tr>
<tr>
<td>$^{25}$Mg</td>
<td>(n,γ)</td>
<td>C$_6$D$_6$</td>
<td>[50]</td>
</tr>
<tr>
<td>$^{54}$Fe</td>
<td>(n,γ)</td>
<td>C$_6$D$_6$</td>
<td>[51]</td>
</tr>
<tr>
<td>$^{56}$Fe</td>
<td>(n,γ)</td>
<td>C$_6$D$_6$</td>
<td>[51]</td>
</tr>
<tr>
<td>$^{57}$Fe</td>
<td>(n,γ)</td>
<td>C$_6$D$_6$</td>
<td>[51]</td>
</tr>
<tr>
<td>$^{58}$Ni</td>
<td>(n,γ)</td>
<td>C$_6$D$_6$</td>
<td>[52]</td>
</tr>
<tr>
<td>$^{62}$Ni</td>
<td>(n,γ)</td>
<td>C$_6$D$_6$</td>
<td>[53]</td>
</tr>
<tr>
<td>$^{63}$Ni</td>
<td>(n,γ)</td>
<td>C$_6$D$_6$</td>
<td>[54]</td>
</tr>
<tr>
<td>$^{87}$Sr</td>
<td>(n,γ) spin</td>
<td>TAC</td>
<td>[55]</td>
</tr>
<tr>
<td>$^{92}$Zr</td>
<td>(n,γ)</td>
<td>C$_6$D$_6$</td>
<td></td>
</tr>
</tbody>
</table>

In addition to these measurements several other techniques have been tested at this facility. An experiment aiming at resonance spin assignments was performed on a $^{87}$Sr sample. A first test measurement with a MicroMegas detector was done to perform a fission measurement on $^{240}$Pu and $^{242}$Pu. The results on $^{240}$Pu(n,f) were not conclusive due to the high radioactivity of this nucleus, degrading the detector over time. This measurement was repeated in 2014 in the new EAR2, where the flux is much higher, allowing to collect enough statistics in only a few weeks of measurement time. Another reaction that was investigated was the $^{33}$S(n,α) reaction with a MicroMegas detector. Also this measurement was repeated later in EAR2 in 2015 to take advantage of the higher flux. A CVD diamond detector was used to measure the $^{59}$Ni(n,α) cross section. Finally the $^{12}$C(n,p) reaction was exploited by in-beam activation [67]. A list of the phase-II measurements and their references are given in table 2.

2.3 Nuclear data measurements during phase-III (from 2014)

During the long planned shutdown of CERN’s accelerator complex from the end of 2012 to mid 2014, the construction of n_TOF’s new second beam line and experimental area EAR2 [68] was performed and delivered by July 2014. The design was based on extensive Monte Carlo simulations with FLUKA [48] in order to optimize the beam line and collimation for a high neutron flux together with a minimized background. An impression of the EAR2 is shown in fig. 1. In order to remove charged particles from the beam, a permanent 0.25 T magnet had to be installed since unlike the beamline for EAR1, there was no room for an electromagnet. Since then, the facility has been taking data in both the experimental area EAR1 (185 m horizontal flight path), and in the new EAR2 (20 m vertical flight path), using the neutron beams simultaneously produced by the same cylindrical lead spallation target as used in Phase-II.

For the operation of Phase-III, a new data acquisition system was developed, based on 175 MSample digitizers with 1 ns of time-, and 12 bit amplitude resolution. In addition to the higher-amplitude resolution, which was 8 bits with the previously used digitizers, a larger on-board memory allows now to expand the exploitable time-of-flight range down to thermal neutron energies.

A set of in-house designed C$_6$D$_6$-based gamma-ray detectors and newly designed neutron flux detectors based on silicon detectors and MicroMegas detectors [69] were used in beam. An XY-MicroMegas detector with dedicated electronics was developed to measure the neutron beam profile.

The measurement programme in EAR2 started with a first part of commissioning by measuring the elementary quantities as flux and background and focussing on the feasibility of fission measurements. The energy dependence of the number of neutrons incident on the sample, approximatively re-
Fig. 1: Impression of n_TOF EAR2 from the spallation target up to the experimental hall.

Fig. 2: The number of neutrons per equidistant logarithmic energy bin \( \frac{dn}{d\ln E} \) per \( 7 \times 12 \) protons on target, as seen at the sample position at nominal distances of 185 m (EAR1) and 20 m (EAR2). The shown fluxes are the preliminary results of several measurements and simulations.

ferred to as the neutron flux, was measured both with an in-beam neutron-to-charged-particle converter foil, monitored by off-beam silicon detectors, and foils combined with in-beam MicroMegas detectors. The neutron converters consisted of isotopes with well known reactions as \( ^6\text{Li}(n,\alpha) \), \( ^{10}\text{B}(n,\alpha) \) and \( ^{235}\text{U}(n,f) \) in order to cover the energy dependence over a broad energy range. In fig. 2, the measured
Table 3: The nuclear data measurements performed at n_TOF during phase-III in 2014 and 2015 for both EAR1 and EAR2.

<table>
<thead>
<tr>
<th>nucleus</th>
<th>reaction</th>
<th>detector</th>
<th>EAR</th>
<th>ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{70}$Ge</td>
<td>(n,$\gamma$)</td>
<td>C$_6$D$_6$</td>
<td>EAR1</td>
<td></td>
</tr>
<tr>
<td>$^{73}$Ge</td>
<td>(n,$\gamma$)</td>
<td>C$_6$D$_6$</td>
<td>EAR1</td>
<td></td>
</tr>
<tr>
<td>$^{74}$Ge</td>
<td>(n,$\gamma$)</td>
<td>C$_6$D$_6$</td>
<td>EAR1</td>
<td></td>
</tr>
<tr>
<td>$^{76}$Ge</td>
<td>(n,$\gamma$)</td>
<td>C$_6$D$_6$</td>
<td>EAR1</td>
<td></td>
</tr>
<tr>
<td>$^{171}$Tm</td>
<td>(n,$\gamma$)</td>
<td>C$_6$D$_6$</td>
<td>EAR1, EAR2</td>
<td></td>
</tr>
<tr>
<td>$^{204}$Tl</td>
<td>(n,$\gamma$)</td>
<td>C$_6$D$_6$</td>
<td>EAR1</td>
<td></td>
</tr>
<tr>
<td>$^{242}$Pu</td>
<td>(n,$\gamma$)</td>
<td>C$_6$D$_6$</td>
<td>EAR1</td>
<td></td>
</tr>
<tr>
<td>$^{237}$Np</td>
<td>(n,f)</td>
<td>PPAC</td>
<td>EAR1</td>
<td></td>
</tr>
<tr>
<td>$^{33}$S</td>
<td>(n,$\alpha$)</td>
<td>MGAS</td>
<td>EAR2</td>
<td></td>
</tr>
<tr>
<td>$^{7}$Be</td>
<td>(n,$\alpha$)</td>
<td>MGAS</td>
<td>EAR2</td>
<td></td>
</tr>
<tr>
<td>$^{240}$Pu</td>
<td>(n,f)</td>
<td>MGAS</td>
<td>EAR2</td>
<td></td>
</tr>
<tr>
<td>$^{147}$Pm</td>
<td>(n,$\gamma$)</td>
<td>C$_6$D$_6$</td>
<td>EAR2</td>
<td></td>
</tr>
<tr>
<td>$^{235}$U</td>
<td>(n,f)FF</td>
<td>STEFF</td>
<td>EAR2</td>
<td></td>
</tr>
</tbody>
</table>

neutron fluxes in EAR1 and EAR2 are shown. The thermal peak is strongly suppressed for EAR1 due to the addition of $^{10}$B in the separate moderator. The thermal flux in EAR2 is not affected because in this direction only the cooling water acts as a moderator.

After the first part of commissioning, the very first physics measurement in EAR2 concerned the $^{240}$Pu(n,f) reaction with MicroMegas detectors [70]. In 2015, the commissioning of EAR2 continued, exploring the possibilities of (n,$\gamma$) measurements, for applications in nuclear astrophysics [71] and nuclear technology, as well as neutron-induced charged particle reactions like the $^7$Be(n,$\alpha$) and upcoming $^7$Be(n,p) experiments. A list of measurements during 2014 and 2015 and their references are given in table 3.

Conclusion

The key features of the n_TOF facility with its two beam lines and experimental areas EAR1 and EAR2 are a large energy range, high neutron-energy resolution, and a high instantaneous neutron flux. EAR2 with its about 25 times higher flux than in EAR1, combined with an additional reduction by a factor 10 of the background due to radioactivity, significantly enhances the possible measurements on unstable targets at n_TOF. The preparation and characterization of such targets suitable for neutron cross-section measurements is an increasingly complicated task, feasible only in highly specialized laboratories.
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Abstract
Recovery of J-PARC Hadron Experimental Facility from the radioactive material leakage incident occurred on May 23, 2013 is reported. Recovery took long time. However its essential part was completed by the beginning of Japanese Fiscal Year 2015. Then we could start the beam operation of Hadron Experimental Facility from April 9, 2015. Experiments with slow extraction beam started on April 24, 2015. The beam intensity delivered to Hadron Experimental Facility reached approximately 32kW by the end of June, 2015. Recent activities on particle and nuclear physics in the Hadron Experimental Facility are described also.

1 Introduction to J-PARC
J-PARC (Japan Proton Accelerator Research Complex) is the brand-new and the most advanced accelerator facility in Japan. J-PARC consists of three accelerators, i.e. 400MeV Linac, 3 GeV Rapid Cycle Synchrotron (RCS) and 50 GeV Main Ring (MR). The most important characteristic of J-PARC is its high design beam power, which is 1MW for RCS and 0.75MW for MR. RCS provides its intense proton beam to neutron spallation source (n) and pulsed muon source (μ) prepared in Materials and Life Science Facility (MLF). Some fraction of the beam extracted from RCS is injected to MR and accelerated up to 30 GeV. Two extractions from MR were prepared. One is the fast extraction for Neutrino Beam Facility (ν) for long baseline oscillation experiment, T2K, and the other is the slow extraction for counter experiments in Hadron Experimental Facility (Hd). Four experimental facilities (n, μ, ν, and Hd) could provide their characteristic beams for experimental users. Even after the big earthquake occurred in March 11, 2011, we could resume user beam operation after 10 months beam off period for the recovery.

Unfortunately, we had the other incident on May 23, 2013, i.e. the leakage of radioactive materials at the Hadron Experimental Facility (Hd) of MR [1]. After the incident, J-PARC was experienced the long shut down again in order to improve its safety performance for future stable and safe operation. As results of the improvements, MLF of RCS resumed its operation in February 2014 and ν of MR re-started its neutrino beam aiming to SuperKAMIOKANDE for T2K experiment in May 2014. The renovation programs of Hd took much more long time. However those have been completed by the end of March 2015.

On April 9 in 2015 at 23:11 pm (JST), we had the first slow extraction beam from MR to Hd after the radiation leak incident. It took almost 2 years for the recovery of Hd. Immediately after the first beam, we made a lot of tests of safety performances of beam related things of Hd, i.e. interlocks, human interfaces including various displays, and many and many things. Tuning of slow extraction itself was, of course, intensively done! Inspection of the radiation safety authority was made on April 17 with actual beam condition and we received the new operation license of Hd as a radiation facility on April 20. On April 24, we could re-start the beam operation of Hd for experimental users.

1 kazuhiro.tanaka@kek.jp
2 Hadron Hall Incident

At present it became clear that the radioactive material leakage incident, occurred on May 23, 2013, developed through the following five stages.

1) Due to the malfunction of electromagnets which control the slow extraction of MR, more than 100 times intense and sharply pulsed proton beam was transported to the secondary particle production target, which was made of gold, placed in the Hadron Experimental hall (Hd-hall) of Hadron Experimental Facility (Hd).

2) The gold target was instantaneously heated up to a very high temperature and was partially damaged, causing vaporization of gold and dispersion of radioactive material accumulated in the gold target itself.

3) The radioactive material leaked into the beam line tunnel which housed the primary proton beam line, because the target container was not very tightly sealed hermetically.

4) The radioactive material leaked into the Hd-hall since the airtightness of the beam line tunnel was not perfectly sufficient. Workers in the Hd-hall were, then, exposed to the radiation.

5) Due to operation of exhaust ventilation fans in the Hd-hall, the radioactive material was released into the environment outside of the radiation controlled area of the Hd-hall and J-PARC.

Thirty-four out of 102 people who entered the Hd-hall during the incident, was internally exposed to radiation. The maximum amount of their radiation doses was found to be 1.7 mSv through a whole-body counter measurement. Fortunately medical examination confirmed the absence of any adverse effects due to the radiation exposure. The total amount of radioactive material released into the Hd-hall was estimated to be approximately 20 billion (2x10^{10}) Bq. The radiation dose of the site
boundary at the location closest to the Hd-hall was estimated below 0.29 μSv.

Based on the analysis of this incident through the development described above, we established the recovery plan of Hd-hall against the recurrence of similar incidents. The frameworks for the recovery plan are as follows;

1) preventive measures against the malfunction of electromagnets of slow extraction,
2) ensuring of airtightness of the target container and the beam line tunnel,
3) management of exhaust ventilation of Hd-hall,
4) reinforcement of monitoring radioactivity in and near the Hd-hall.

It is very important to decrease a frequency of a malfunction of the magnet power supply system of MR. However, we know that it is impossible to completely eliminate a malfunction through any examination of various preventive measures. Essentials of the preventive measures against the radioactive material leakage are reinforcement of airtightness of the target container and the beam line tunnel. The exhaustion of the air through filters from a stack after checking concentration of radioactive material is also important. In this meaning, it is found that the frameworks 2~4 are essentials of the Hd-hall renovation.

On December 12 and 13 in 2013, we could observe the gold target at the Hd-hall by a fiberscope for the first time after the radioactive material leak incident. During the observation, we verified:

1) a hole of 1 mm in diameter at a downstream end of the gold target,
2) gold-colored nubs, which probably are traces of dripped out melting gold from slits of a gold rod of the target,
3) probably droplets of melted gold on the copper base block and
4) traces of sprayed out melting gold on a beryllium vacuum window placed at the beam-downstream of the target.

These observations nicely match with our expectations and simulation results, i.e. the development of the incident. Consequently, we consider that, at the injection, temperature of the gold target partially exceeded melting and further vaporizing points, and melted gold was pushed outward due to a rapid volume expansion resulted from vaporization of the melted gold.

3 Hadron Hall Renovation

The new production target, i.e. indirectly water cooled gold target, was designed and manufactured with more efficient water cooling paths. The target can be used up to 50kW with 2 s slow extraction time. The target was placed newly prepared hermetically sealed target container which was filled with He gas. He gas was circulated by the He gas pump which was placed almost 50 m away from the target container. Radioactivity contained in the He gas was monitored by a Ge detector placed near the pump. Then we can detect the target failure by measuring unexpectedly enormous amount of radioactive fragments produced from the target, i.e. gold nuclei. The temperature of the target is always monitored by thermocouples and the measurement timing is increased to every 100 ms. Then heating up and cooling down trends of the target temperature can be recorded in detail and are compared with the FEM analysis expectation.

![Fig. 3: Temperature change of gold target measured at every 100 ms (Up). Target was divided to 6 segments as shown in down-left photo. The temperature of each segment was measured independently. Measured results were compared with calculated results obtained from FEM analysis (Down-right) and agreed well.](image)

The beam line tunnel for the primary proton beam is air-tightly sealed by double layers of air-tight film, which is usually used for the manufacturing of balloons. Leakage through the double seal layers was measured by He leak detector and was found to be sufficiently small. Two types of new exhaust air ventilation system were introduced to the Hdhall. One is the air exhaust volume of 10000
m\(^3\)/h system and the other is 74000 m\(^3\)/h system. Both systems can exhaust the air inside the Hd-hall through filters. The 10000 m\(^3\)/h air exhaust system is sufficient for usual radiation control inside the Hd-hall. However 74000 m\(^3\)/h air exhaust system is necessary for keeping the clean circumstance in the Hd-hall. This large scale 74000 m\(^3\)/h system can exchange the whole air inside the Hd-hall by fresh air within 1 hour in the case of needs.

The interlock system on radiation and radiation related meters of Hadron Experimental Facility were completely renewed and strengthened. Fast target temperature monitor and target gas radiation monitor described above are typical examples. In addition, sharing system of safety information was very much strengthened. Experimental team members inside the Hd-hall are automatically included in the beam operation team and can share the radiation interlock signals. Experimental team members have to receive a set of safety training classes before the beam usage. Emergency drills were made including users under the assumption of several abnormal and/or serious situations. After these renovations in both software and hardware sides, we could re-start the beam operation of the Hadron Experimental Facility.

Please see the photo (Fig. 4), which was taken on April 28, 2015, a few days after the re-start of user beam operation. People seen in the photo are from the beam operation team of Hadron experimental Facility including related support groups and hadron experimental teams including students and professors from Universities.

**Fig. 4:** Photograph taken just few days after the re-start of user operation of Hadron Experimental Facility (Hd). People seen in the photo are from the beam operation team of Hd and related groups, hadron experimental teams including students and professors from Universities. Buildings behind are Hadron Experimental hall (right) and newly constructed South Annex of Hadron Experimental hall for COMET experiment as well as the beam operation Headquarter (left).
4 Physics Results from Hadron Hall

Even during the beam off period, new physics results were appeared from analysis of experimental data taken before the incident. Evidences of the existence of K\(\pi\) pp bound state [2], existence of \(\Xi^-\) hypernuclei [3], and negative results of \(\Theta^+\)-production in hadronic (\(\pi, K\)) reactions [4] and neutron rich light hypernuclei [5] were the main interesting results appeared in these two years.

Some very new experimental data were become available in April-June beam time in 2015. One of the most surprising results is obtained from the measurements of \(\gamma\)-rays from \(^4\Lambda\)He hypernuclei. Tamura and his collaborators prepared versatile Germanium detector array, named “Hyperball-J”. Using this Hyperball-J, \(\gamma\)-rays from \(^4\Lambda\)He produced in \(^4\text{He}(K^-, \pi^-)\) \(^4\Lambda\)He reactions were measured. Observed \(\gamma\)-ray from the first excited 1\(^+\) to 0\(^+\) (spin flip \(\gamma\)-ray of \(\Lambda\) particle in \(^3\text{He}\) core) transition was 1.406 MeV and was completely different from known \(\gamma\)-ray energy of 1.09 MeV of 1\(^+\) to 0\(^+\) transition of \(^4\text{H}\) (spin flip \(\gamma\)-ray of \(\Lambda\) particle in \(^3\text{H}\) core). If the nuclear forces between \(\Lambda, p, n\) particles are essentially the same without charge effect, the energy of these two \(\gamma\)-rays must be the same. Such large difference between \(^4\Lambda\)He and \(^4\text{H}\) clearly indicates the existence of the charge symmetry breaking (CSB) in generalized nuclear force including strange baryons. Some theoretical model suggests the \(\Lambda N - \Sigma N\) coupling is responsible for CSB. Details of the results will be published soon [6].

5 Hadron Hall Extension

We have just re-started the operation of Hadron Experimental Facility. However many users require more and more beam time for experiments. At present, we have only one production target in the Hadron Experimental hall and only three secondary beam lines (two charged and one neutral kaon beams). Such small number of beam outlets is NOT sufficient for strong requests of experimental users. High momentum beam line which will introduce charged particles up to 31 GeV/c to experimental area for the direct use of primary protons and high momentum secondary unseparated particles is now under construction. COMET branch, i.e. low energy primary proton beam line up to 9 GeV/c, is prepared for \(\mu-e\) conversion experiment, COMET, at the middle point of the high
momentum beam line. New experimental area is under preparation in newly constructed South Annex of Hadron hall. However these two new beam lines can not cover the very wide range of experimental requests of users.

Then we are now trying to extend the area of Hadron Experimental hall three times. Two new target stations will be constructed and four new secondary beam lines will be connected to these two targets. Very forward angle neutral kaon beam line, high momentum separated kaon/antiproton beam line, very high resolution dispersion matching beam line and very low energy separated kaon beam line are now under consideration. Once the extension completed, the Hadron Experimental Facility of J-PARC will be a real MECCA of nuclear and particle physics using kaons and the other rare hadrons.
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Fig. 7: Drawing of the extension of Hadron Experimental hall. Two new target stations are constructed and four new secondary beam lines are connected to these two targets. Very forward angle neutral kaon beam line, KL, high momentum separated kaon/antiproton beam line, K10, very high resolution dispersion matching beam line, HIHR, and very low energy separated kaon beam line, K1.1, are now under consideration. High-p beam line with COMET branch is now under construction at present Hadron Experimental hall.
On the parametrization of lateral dose profiles in proton radiation therapy
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Abstract
Hadrontherapy requires a good knowledge of the physical interactions of the particles when they cross the biological tissue: one of the aspects that determine the characterization of the beam is the study of the lateral profile. We study different parametrizations for the lateral dose profile of protons beam in water considering different energies at different depth. We compare six functions: we start from the well known Gaussian and Double Gaussian parametrizations and also analyse more recent parametrization obtained with Triple Gaussian and Double Gaussian Lorentz-Cauchy functions. Finally we propose alternative parametrizations based on the Gauss-Rutherford and Gauss-Levy functions. The goal is to improve the performances of the actual treatment planning used in proton beam therapy by suggesting alternative approaches to the Gaussian description typically employed.

1. Introduction
The propagation of a proton beam in water can be decomposed in a longitudinal and transverse profile. The longitudinal profile is well known as Bragg Peak, while laterally we have a beam spread. The accurate study of lateral beam profile is important to delimit the dose to the cancer volume, saving as much as possible the surrounding healthy tissue. The form of lateral beam profile comes from the combination of two processes: the Multiple Coulomb scattering and nuclear interactions. The multiple Coulomb scattering is described by Molière’s theory \[1\] and takes into account only electromagnetic interaction. In addition on the tails of lateral profile, we have the effect of nuclear interactions, that produce nuclear fragmentation. The nuclear contribution for protons is between 5% to 15% and cannot be neglected \[2\]. Therefore, the shape of lateral beam profile is not Gaussian. Actually, the Treatment Planning System (TPS) parametrize the lateral profile with Gaussian or Double Gaussian.

2. Parametrizations

2.1 Gaussian
First of all, we try to fit the lateral dose profile with a single Gaussian, but the agreement is present in only first 2 decades of the deposited energy distribution. This parametrization does not take into account the tails of distribution.

\[
f(y) = N \frac{1}{\sqrt{2\pi\sigma}} \exp \left[-\frac{y^2}{2\sigma^2}\right]
\] (1)

This function, being centered at a zero mean value, has only 2 free parameters, the standard deviation \(\sigma\) and the normalization factor \(N\).

2.2 Double Gaussian
An improvement of the previous model adds a second broader Gaussian to better describe the tails of dose distribution as proposed by R. Fruhwirth and M. Regler \[3\] and applied already in clinical
environment.

\[
f(y) = N \left\{ (1 - W) \frac{1}{\sqrt{2\pi} \sigma_1} \exp \left[ -\frac{y^2}{2\sigma_1^2} \right] + W \frac{1}{\sqrt{2\pi} \sigma_2} \exp \left[ -\frac{y^2}{2\sigma_2^2} \right] \right\}
\]

The idea behind this parametrization is to describe the core with a narrow Gaussian of width \(\sigma_1\) whereas with the large Gaussian of width \(\sigma_2\) the tails of lateral dose profile. This parametrization has 4 free parameters.

### 2.3 Triple Gaussian

Following this approach, we upgraded the previous model adding a further Gaussian of width \(\sigma_3\). This parametrization is better than double Gaussian but the number of free parameter increase to 6.

\[
f(y) = N \left\{ (1 - W_1 - W_2) \frac{1}{\sqrt{2\pi} \sigma_1} \exp \left[ -\frac{y^2}{2\sigma_1^2} \right] + W_1 \frac{1}{\sqrt{2\pi} \sigma_2} \exp \left[ -\frac{y^2}{2\sigma_2^2} \right] + W_2 \frac{1}{\sqrt{2\pi} \sigma_3} \exp \left[ -\frac{y^2}{2\sigma_3^2} \right] \right\}
\]

From the Gaussian approach, we select the triple Gaussian as a possible good parametrization and discard the single Gaussian.

### 2.4 Gauss-Rutherford

Taking into account that multiple scattering occurs at small angle and single scattering at wide angle, we considered a new model consists of a Gaussian core to describe the multiple scattering effect and a Rutherford-like hyperbole to represent single scattering.

\[
f(y) = N \left\{ (1 - W) \frac{1}{\sqrt{2\pi} \sigma} \exp \left[ -\frac{y^2}{2\sigma^2} \right] + W \frac{2b^{3/2}}{\pi} \frac{1}{(y^2 + b)^{3/2}} \right\}
\]

This function depends only on 4 free parameters, the width \(\sigma\) of the Gaussian core, a relative weight \(W\) and a normalization factor \(N\). The parameter \(b\) mathematically represents the horizontal shift of the hyperbolic function and physically allows to depict a smooth transition between small and wide angle distributions. Typically \(b\) gives information on the lateral position where the distribution loses its Gaussian profile and corresponds to about 1/600 of the peak value [4]. This parametrization, whose application to a TPS is innovative to our knowledge, is inspired by the Rutherford scattering experiment and seems physically well justified.

### 2.5 Gauss-Levy

An alternative parametrization with a similar behavior on the tails is given by adding to the Gaussian core a Levy function.

\[
f(y) = N \left\{ (1 - W) \frac{1}{\sqrt{2\pi} \sigma} \exp \left[ -\frac{y^2}{2\sigma^2} \right] + W \frac{1}{\sqrt{2\pi} \sigma} \exp \left[ -\frac{y^2}{2\sigma^2} \right] \right\}
\]
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where the Levy function normalization integral \( \mathcal{I} \) does not exist in analytic form and must be computed numerically and stored in a look-up table:

\[
\mathcal{I} = \int_{-\infty}^{\infty} \exp\left[ -\frac{y+c}{y+c} \right] dy
\]

This function depends only on 4 free parameters as above: in addition to \( \sigma \), \( W \) and \( N \) we introduce the parameter \( c \) as a scale parameter that describes the dispersion of the tails in analogy with \( \sigma \) in the core. Also this function is original when applied to TPS, although less accurate than the Gauss-Rutherford.

2.6 Double Gaussian and Lorentz Cauchy

Finally, we also analysed a recent parametrization proposed by Soukup et al. [5] and by Li et al. [6], where a second Gaussian function with a large standard deviation and a modified Cauchy-Lorentz distribution function are added to the Gaussian profile of the core.

These functions are used to describe the long-range scatters caused by nuclear interaction and large-angle Coulomb scattering that are not accounted for using the primary Gaussian components, but requires 6 parameters.

\[
f(y) = N \left\{ (1-W_1-W_2) \frac{1}{\sqrt{2\pi \sigma_1}} \exp\left[ -\frac{y^2}{2\sigma_1^2} \right] + W_1 \frac{1}{\sqrt{2\pi \sigma_2}} \exp\left[ -\frac{y^2}{2\sigma_2^2} \right] + W_2 \frac{1}{\mathcal{I}} \exp\left[ -\frac{y^2}{2b^2 \sigma_1^2} \right] \right\}
\]

(6)

where:

\[
A = \frac{2\sigma_2^2}{2\sigma_2^2 + 1}
\]

\[
\mathcal{I} = \int_{-\infty}^{\infty} \frac{1-A \exp\left[ -\frac{y^2}{2b^2 \sigma_1^2} \right]}{\pi b \left( \frac{y^2}{b^2} + 1 \right)} dx
\]

Obviously other parametrizations are possible and are currently being proposed (up to 25 free parameters [7]), but for the purpose of this study we decided to limit the number of parameters in view of a possible use in a future customizable TPS.

3. Simulations & Data

The functions reported in the previous sections were compared with experimental data measured at CNAO and with Monte Carlo simulations obtained with FLUKA. We have implemented a C++ program based on ROOT and MINUIT to fit lateral dose distribution obtains by FLUKA simulation with six different functions.

The simulation setup implemented in FLUKA is very simple. The geometry consists in a parallelepiped of water that represents the water phantom, into a parallelepiped of air. The position of isocenter and the geometry reflects the CNAO facilities (Fig. 1). The Physic setting used is HADRONTHE and the source is the CNAO phase space. A phase space distribution is a file containing the parameters for a large set of particles: in particular the energy, the position and the directional cosine. In these simulation, we have scored the energy deposition in water in a mesh of this dimension:
Fig. 1: The geometry implemented in FLUKA simulation.

- 1 bin in x: (-0.1, 0.1) cm
- 400 bins in y: (-5, 5) cm
- 2000 bins in z: (0, 20) cm

We have made 10 run to $10^7$ particles each and we consider the Fluka errors.

This simulation are compared with CNAO data. The measurements are the transversal dose profile of the proton pencil beam and were acquired using a cylindrical PinPoint ionization chamber in a remotely-controlled 3D motorized water phantom.

4. Results

Results of the best fits for the simulated beam profiles are shown in Fig. 2 for two energies at different depth in water.

The grey line represents 0.1% of the central axis dose, assumed as the lowest level of clinical relevance.

Fig. 2: Left: Lateral half-profile of deposited energy for the CNAO beamline measured and simulated from a phase space beam of 117.75 MeV protons in 2.5 cm water depth. Data are normalized to the central axis. Right: different parametrizations fitted to the same simulated data.

The constant $N$ is an additional normalization that varies with energy and depth and in a TPS, where the lateral and longitudinal profiles are factorized, it is typically described by the Depth Dose Deposition (DDD) profile. The values of $N$ are used as a cross-check of the goodness of fit: for each $E$ and $z$, $N$ is similar among all six functions and this indicates that the overall profile is normalized correctly.

4.1 Accuracy

For the accuracy, we have analysed the trend of the reduced $\chi^2$ as a function of the depth $z$ for six different measurements as well seen in Fig. 4. The $\chi^2$ has acceptable values for each function apart for the single Gaussian (reported in the inset because of the different scale) at all depths analysed. The fit quality depends on the water depth and all function show an acceptable value: clearly the triple
Fig. 3: As in Fig.2 for a phase space beam of 154.25 MeV protons in 10 cm water depth.

Gaussian and the double Gaussian Cauchy- Lorentz give better results, but the double Gaussian and the Gauss-Rutherford are both comparable.

In general, all functions show a worse description of the true profile in correspondence of the Bragg peak depth, where inelastic processes, that are not easy to parametrize by simple functions with few parameters, dominate.

Qualitatively the six functions can be classified in 3 groups: the Gaussian and Gauss-Levy functions that show an average value greater than 3 (bad fit), the double Gaussian and Gauss-Rutherford function that are on average between 2 and 3 (good fit) and the triple Gaussian and the double Gaussian Cauchy-Lorentz that are close to one (best fit).

Moreover, we have performed a Kolmogorov-Smirnov test between the FLUKA distribution and the six functions to assess the goodness of fit: all the functions pass the test but have different maximum distances that we report in Tab.1 and that we use as a criterion to evaluate the accuracy of the parametrization.

The use of the maximum distance D in this test is complementary to the use of the standard p-value. In case of binned data D is a parameter which, although not having a universal statistical meaning, allows to estimate the different fits quality in a relative manner. In addition this method is suggested as an alternative to the $\chi^2$ method for histograms with low statistics [8].

Looking at the values of D the Gauss-Rutherford parametrization shows an accuracy comparable or better than the one of the double Gaussian, making it an interesting option.
Table 1: Maximum distance $D$ of Kolmogorov-Smirnov test for two depths at energies $117.75$ MeV and $154.25$ MeV.

<table>
<thead>
<tr>
<th>Function</th>
<th>$E = 117.75$ MeV</th>
<th>$E = 154.25$ MeV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2.5 cm</td>
<td>8 cm</td>
</tr>
<tr>
<td>Gaussian</td>
<td>0.0471</td>
<td>0.0517</td>
</tr>
<tr>
<td>Double Gauss</td>
<td>0.0247</td>
<td>0.0229</td>
</tr>
<tr>
<td>Triple Gauss</td>
<td>0.0025</td>
<td>0.0013</td>
</tr>
<tr>
<td>Gauss-Rutherford</td>
<td>0.0168</td>
<td>0.0178</td>
</tr>
<tr>
<td>Gauss-Levy</td>
<td>0.0216</td>
<td>0.0216</td>
</tr>
<tr>
<td>Double Gauss Lorentz Cauchy</td>
<td>0.0111</td>
<td>0.0073</td>
</tr>
</tbody>
</table>

Table 2: Computational time relative to double Gaussian $\tau$ for energies $117.75$ MeV and $154.25$ MeV.

<table>
<thead>
<tr>
<th>Function</th>
<th>number of parameters</th>
<th>$\tau$ 117.75 MeV</th>
<th>$\tau$ 154.25 MeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gaussian</td>
<td>2</td>
<td>0.74</td>
<td>0.76</td>
</tr>
<tr>
<td>Double Gaussian</td>
<td>4</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Triple Gaussian</td>
<td>6</td>
<td>1.19</td>
<td>1.16</td>
</tr>
<tr>
<td>Gauss-Rutherford</td>
<td>4</td>
<td>1.11</td>
<td>1.10</td>
</tr>
<tr>
<td>Gauss-Levy</td>
<td>4</td>
<td>0.87</td>
<td>0.91</td>
</tr>
<tr>
<td>Double Gauss Lorentz Cauchy</td>
<td>6</td>
<td>1.76</td>
<td>1.73</td>
</tr>
</tbody>
</table>

4.2 Time Calculation

With this program we have also estimated the calculation time $\tau$ for all the functions relative to the double Gaussian function which is available in the commercial TPS used at CNAO. The results on the computation time for all functions are shown in Tab.2.

Most of the computation time in a TPS is determined by the dose calculation in a longitudinal profile and not by the lateral parametrization. Therefore the impact of these times is not crucial and we report them for completeness as a possible optimization to shorten the calculation without a loss of accuracy.

5. Conclusions

In this study we have analysed different parametrizations currently available to describe the lateral dose profile in proton therapy. In addition to functions already published, we propose in particular a new parametrization: Gauss-Rutherford. The Gauss-Rutherford function is a good compromise to evaluate the lateral energy deposition of real beam shapes: indeed, with only 4 free parameters, it ensures a good accuracy, but also a fast calculation time. Moreover, this parametrization is firmly justified by a physical explanation.
This study was recently published in Physica Medica [9].
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Abstract

A flexible model for the calculation of the lateral deflection of a proton pencil beam in hadrontherapy is presented. The model is based on the full Molière theory for Coulomb multiple scattering, that is reliable for any depth and for every kind of media and mixture, since energy loss effects by primary process are fully taken into account. The use of the original equations of the theory, without any free parameter, allows the exact description of the electromagnetic interaction with a full accuracy and a fast computing time. The contribution of the nuclear interactions are also fully taken into account with a fit, with only two free parameters, on the prediction of the FLUKA Monte Carlo (MC) code. The model gives results with the same accuracy of the MC code with a much shorter computing time, and is also in good agreement with some experimental data from Heidelberg Ion-Beam Therapy Center (HIT).

1. Introduction

Challenging issues in treatment planning for hadrontherapy are the accurate calculation of dose distribution, the reduction in the memory space required to store the dose kernel of individual pencil beams and shortening of computation time for dose optimization and calculation. The best accuracy in this kind of calculations can be obtained by MC methods, but at the expense of a long computing time. Alternatively, models can be used that calculate the total dose as the sum of the dose delivered by an ensemble of pencil beams corresponding to the structure of the real beam delivered by the accelerator.

In this framework, lateral dose distribution prediction is a topic of great interest because, currently, only a double Gaussian parametrization\textsuperscript{11},\textsuperscript{12} is used as approximation; other parametrizations are also available\textsuperscript{3,4,5}. As alternative we propose a flexible model for the calculation of the lateral deflection of a pencil proton beam. This model is composed by two contributions: the electromagnetic and the nuclear part\textsuperscript{6}. The electromagnetic interaction uses the original equations of the complete Molière theory\textsuperscript{7,8} removing the need for any free parameter, at the expense of a reasonable increase in the computing time, with respect to simpler cases. In addition to the traditional angular distribution, the linear lateral displacement is also provided.

To take into account the nuclear interactions, the model relies only on two parameters that are determined as a function of energy and depth by best fits to FLUKA MC simulations. The model agrees very well with the MC code predictions and with experimental data for protons in water, which were acquired at the Heidelberg Ion Beam Therapy Center (HIT) at clinically relevant energies and depths.
2. Model structure

This section summarizes the two parts of the model; it results in a standalone C++ code that can be used in the context of treatment planning for hadrontherapy. The model has been developed for a proton pencil beam in water but it can be easily extended to more realistic cases to reproduce mathematically the lateral beam scan in a given region.

2.1 Electromagnetic core

Molière theory

The Molière theory is mathematically based on the standard transport equation, with the Bessel transforms and the small angle approximation i.e. \( \sin(\theta) \approx \theta \).

Physically, the theory only accounts for electromagnetic interactions and assumes the Rutherford form for the single scattering cross section:

\[
\rho \sigma(\theta) = 2\chi_c^2 \frac{1}{(\theta^2 + \chi_a^2)^2},
\]

where \( \rho \) is the number of atoms/cm\(^2\), the integration over \( \phi \) is performed and \( \chi_c, \chi_a \) are the two crucial parameters of the model. The first one is connected to the rms scattering angle:

\[
\chi_c^2 = 0.1569 \cdot 10^{-6} Z^2 \frac{x}{A} \frac{1}{p^2 \beta^2},
\]

where \( z \) is the Atomic number of the incident particle, \( Z \) and \( A \) the atomic and the mass number of the target, \( x \) is the thickness of the target (g/cm\(^2\)), \( p \) is the momentum in GeV/c and \( \beta = v/c \).

The second one is the parameter connected to the electron screening of the Coulomb potential:

\[
\chi_a^2 = \mu^2 \chi_0^2,
\]

\[
\mu^2 = \left( 1.13 + 3.76 \frac{z^2 Z^2}{137^2 \beta^2} \right)
\]

\[
\chi_0^2 = \left( \frac{\hbar}{p \cdot 0.468 \cdot 10^{-8} (cm)} \right)^2
\]

When \( \mu = 0 \) equation (3) is the Rutherford cross section of a point charge.

The total number of multiple scattering events, from equation (1), is given by:

\[
\rho \int_0^\infty \sigma(\sigma)d\theta = \int_0^\infty 2\chi_c^2 \frac{\theta}{(\theta^2 + \chi_a^2)^2} d\theta = \frac{\chi_c^2}{\chi_a^2} = \Omega_0
\]

The standard form for the Molière distribution is given by [9] and the projected angle \( \theta_p \) (that has the same trend of \( \theta_y \)) follows the distribution described in [9]. In the small angle approximation, using simple geometry consideration, the connection between the mean square of the projected angle in the transverse plane and the spatial angle is obtained:

\[
\langle \theta^2 \rangle = 2 \langle \theta_p^2 \rangle
\]
Therefore, the connection between the rms of the space and projected angles is:

$$\theta_{xR} = \frac{\theta_R}{\sqrt{2}} = \frac{x_c\sqrt{B}}{\sqrt{2}}$$

(8)

where $B$ is the solution of the equation:

$$B - \ln B = b$$

(9)

$$b = \ln \frac{x_c^2}{x_a} - 0.154432 = \ln \Omega_0 - 0.154432$$

(10)

**Compound extension**

This theory is valid for any kind of compounds and mixture, modifying the calculation of $x_c$ and $x_\alpha$; in this case the basic formulae must be substituted by a proper summation over the constituents.

$$Z_M = \sum_i n_i Z_i, \quad A_M = \sum_i n_i A_i$$

(11)

with $Z_i, A_i$ respectively the atomic number and atomic weights of the molecule or mixture of $n_i$ constituents.

Equation (2) for the calculation of $x_c$ must be modified as:

$$x_c^2 = \sum_i x_{ci}^2 = \frac{x}{p^2\beta^2}$$

(12)

where $x_c^2$ represents the energy loss independent part.

The generalization of $x_\alpha$ to a molecule is more complicated. Since the logarithm of the Bessel transform of the cross section, that gives the effective number of events, depends on $x_c^2\ln x_\alpha^2$, the equation is [9],[10]:

$$\ln x_\alpha^2 = \frac{1}{x_c^2} \sum_i x_{ci}^2 \ln x_{ai}^2$$

(13)

where $x_c^2$ and $x_{ci}^2$ are defined in equation (12), whereas $x_{ai}^2$ are calculated from equations (3-5) with the substitution $Z = Z_i, i = H, O, Z_H = 1, Z_O = 8$ for water.

To complete the theory for the water molecule, one has to take into account the fact that the incident particle is scattered by atomic electrons as well as by the screened Coulomb field of the nucleus [10], which requires to modify equation (13) as follows:

$$\ln x_\alpha^2 = \frac{1}{x_c^2} \sum_i x_{ci}^2 \left( \ln x_{ai}^2 - \frac{D_i}{Z_i} \right)$$

(14)

where $D_i$ is the Fano correction [11].

**Energy loss**

Since in realistic hadrontherapy cases the paths of protons in water is very long, the basic equations have to be modified to take into account the energy loss process. Considering that the parameters $x_c$ and $x_\alpha$ depend on $p, \beta$, the energy loss problem can be solved if one finds the dependence of these quantities on the water thickness $x$ traversed. If we indicate as $p(x)$ and $\beta(x)$ the current values at the
depth \( x \) in the target, from equation (12) we have:

\[
\chi_c^2 = \chi_W^2 \int_0^x \frac{1}{p(t)^2 \beta(t)} dt. 
\]

(15)

where the integral depends on the Range \( R \); we calculate \( R \) with an analytic formulation that we have verified to be accurate for water to a more than 0.5%.

The calculation of \( \chi_\alpha \) is more complicated and cannot be obtained in closed form; so \( \ln \chi_\alpha^2 \) is evaluated with the Simpson numerical integration rule because of the smooth behaviour of the integrand. In water, integration steps of 0.5 cm are enough to provide good accuracy.

The lateral displacement

Including the energy loss effects, the general formula for passing from angular to spatial displacements can be derived.

The rms \( y_M \) of the transverse displacement on a measuring plane at \( x \) due to a layer \( dt \) at the depth \( t \) is given by \( (x-t)\theta_{\alpha R} \), where the angle is given by equation (8), that presents a logarithmic dependence on \( \chi_c \), which contains the thickness \( x \) (see equations (2, 9)). The physical meaning is that two successive layers act in a dependent manner, since the second layer receives trajectories deflected by the first one. For this reason one usually combines in quadrature the \( \chi_c^2 \) contributions and multiplies the result for an average value of \( B \). Therefore, the lateral displacement can be written:

\[
y_M = \chi_W \sqrt{B} \sqrt{\frac{\pi}{2p\beta}} \left[ \int_0^x (D-t)^2 \left(1 - \frac{t}{R}\right)^2 dt \right]^{1/2} 
\]

(16)

where \( x \) is the layer thickness, \( D \geq x \) the detector plane distance and \( t \) the depth from the beginning of layer \( x \).

The rms from this equation corresponds to the projection on the measuring plane of the rms \( \theta_{\alpha R} \) from equation (8) of the Gaussian core of the angular distribution. Therefore, the factor

\[
\delta = \frac{\theta_{\alpha R}}{\chi_c} = \frac{y_M \sqrt{2}}{\chi_c \sqrt{B}} 
\]

(17)

represents the scale factor that allows the passage from the angular to the spatial distribution observed after the passage of a thickness \( x \). The change of variable therefore is

\[
\delta = \frac{y}{\theta_c} \rightarrow \theta_c = \frac{y}{\delta}. 
\]

(18)

giving the formula [6]

\[
f_M(y) = \frac{1}{\pi \chi_c \delta} \int_0^\Gamma \cos \left( \frac{\eta y}{\chi_c \delta} \right) \exp \left( -\frac{\eta^2}{4} \left( b - \ln \frac{\eta^2}{4} \right) \right) \eta d\eta . 
\]

(19)

Monte Carlo validation

Until this point the Molière basic formulae have been applied to obtain a complete analytical model without free parameters. The results can be directly compared with the same distributions predicted by some MC codes of current use (FLUKA 2011.2c and MCNP6) with all nuclear effects switched off. FLUKA [12, 13] uses a special transport algorithm, based on Molière’s theory of multiple Coulomb
scattering improved by Bethe [14]. MCNP6 instead is based on the full Goudsmit-Saunderson model of multiple scattering as described in [15].

The comparisons have shown that the prediction of our model are fully in agreement with those of FLUKA and in good agreement with MCNP6 [6].

2.2 Nuclear effects

In order to obtain a complete prediction of deposited energy, nuclear interactions have to be taken into account in the proper way, i.e. accounting for the primary protons fluence decrease. Therefore an additional term is added to describe the interaction of non-primary particles that affects the tails to the distribution; this is particularly relevant when big thicknesses are involved, such as in the case of hadrontherapy (it can be estimated as about 1% per cm of depth). However at therapeutic energies \( E < 300 \text{ MeV} \), a minor contribution arises also from nuclear reactions that result in the production of secondary particles and heavy recoils.

\textit{Tails parametrization}

The influence of the secondary reaction products on the lateral energy deposition is evaluated a modified Cauchy-Lorentz distribution [4], [16]:

\[
t(y) = \frac{1 - A \exp \left[ -\frac{y^2}{b^2} \right]}{\pi b \left( \frac{y^2}{b^2} + 1 \right)}
\]  

(20)

where the three free parameters are the amplitude \( A \), the Half Width Half Maximum (HWHM) \( b \) and the variance \( \sigma^2 \).

\textit{Weight factor}

At a certain water thickness \( x \), the percentage \( W_p \) of protons whit incident kinetic energy \( E_k \) and range \( R \) that have not experienced nuclear interactions, as a function of the traversed thickness, is given by [17]:

\[
W_p = \frac{1}{2} \left[ 1 - \left( \frac{E_k - E_{th}}{m} \right)^f \frac{x}{R} \right] \left[ 1 + \text{erf} \left( \frac{R - x}{\tau} \right) \right],
\]  

(21)

where erf is the error function, \( f = 1.032 \), \( m \) is the proton mass in MeV, \( E_{th} = 7 \text{ MeV} \) is the \(^{16}\text{O} \) threshold energy for the \((p, p') \) reaction.

The parameter \( \tau \) takes into account the range variation due to the straggling along the beam path and can be parametrized as [18]

\[
\tau = 0.0179651452 R \quad \text{where} \quad t = \begin{cases} 0.9352 & \text{if } R \geq 1 \text{ cm} \\ 1.1763 & \text{if } R < 1 \text{ cm} \end{cases}
\]  

(22)

2.3 Complete model

Combining the nuclear tail parametrization with the electromagnetic core, taking into account the weight factor, the total normalized final distribution for the lateral displacement, can be formulated
as:

\[ f(y) = W_p f_M(y) + (1 - W_p) \frac{t(y)}{\int_{-\infty}^{+\infty} t(y) dy}, \]

where \( f_M(y) \) is the distribution of equation (19) and \( W_p \) is the weight from equation (21). Both \( f_M(y) \) and \( t(y) \) are normalized to unit area.

The free parameters \( A, b \) and \( \sigma^2 \), have been determined by fitting the complete FLUKA MC lateral displacement distributions, and they are parametrised with Chebyshev polynomials. During the fit procedure we found that good results were obtained with the variance fixed at the value \( \sigma^2 = 1 \).

3. Results

The prediction of the complete model has been tested on a real case, comparing the theoretical calculation with both FLUKA simulation with all interactions switched on, and experimental data acquired at the HIT Heidelberg Ion Beam Therapy Center [19].

The comparison is shown in figure 1: we have found that in any case FLUKA predictions agree very well with the model results, and also the agreement with the measurement data is good.

![Figure 1](image)

**Fig. 1:** Comparison between analytical model, FLUKA simulation and experimental data for \( E=157.43 \text{ MeV} \) in water at a thickness \( z=11.55 \text{ cm} \) in logarithmic (left) and linear (right) scales. The curves are normalized to the maximum of the FLUKA histogram, obtained by fitting the highest dose channels with a smooth curve. In the normalization zone the error of the data points is 2%.

4. Conclusion

A pencil beam model based on Molière theory has been presented, able to reproduce the same lateral energy displacement, as the one predicted by Monte Carlo codes, with the advantage of a much smaller computing time.

The model is fully analytic for the electromagnetic interaction and uses only two parameters to include the nuclear effects in the tail of the lateral displacement.
In perspective, this model can be implemented in research TPS and also extended to other materials, geometries and beam particles of interest in hadrontherapy.
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Abstract

Hadrontherapy is a technique that uses accelerated charged ions for cancer treatment. The high irradiation precision and conformity achievable during hadrontherapy treatments allows for local tumor control and sparing of the surrounding healthy tissues. Such a high spatial selectiveness requires the development of new dose monitoring techniques.

It has been proved that the beam emits secondary particles in the path to the tumor, namely $\gamma$ from $\beta^+$ emitters, prompt $\gamma$ from nuclear de-excitation and charged particles, that can be used to monitor Bragg Peak (BP) position and the related dose release.

In this contribution preliminary results obtained in the study on the neutral and charged secondary particles produced by $^{12}$C, $^4$He and $^{16}$O ion beams of therapeutical energy impinging on PMMA phantoms will be presented. The data acquisition have been performed at GSI (Darmstadt, Germany) and HIT (Heidelberg, Germany) facilities. A correlation between the secondary generation regions and BP position will be shown and the design of a monitoring device exploiting all the secondary information will be outlined.

1. Introduction

Currently about 50 radiotherapy centers using proton and/or carbon ion beams for treatment of solid tumors are in operation around the word and several others are under construction or in the planning phase [1]. The benefit from application of ion pencil beams for radiotherapy is related to (i) their favorable, inversed in comparison with photons dose deposition profile (Bragg Peak - BP), (ii) reduced scattering due to the application of active scanning technique for beam delivery and (iii) increased in comparison to photons Radiobiological Effectiveness (RBE) resulting from high Linear Energy Transfer (LET) of those beams [2]. Recent research discussions consider the use of Helium and Oxygen beams for radiotherapy and few synchrotron based hospital centers offer those ions for research, mainly for the radio-biological studies [3]. Helium beams are considered as a compromise between the high LET of Carbon ions and low LET in plateau region of Protons, which could be an optimal solution for the treatment of radio-resistant tumors of pediatric patients [4]. The increased LET characteristic of Oxygen beams, exceeding the LET of Proton, Helium and Carbon beams, is expected to improve efficiency of radio-resistant tumor treatments.

Independently of the ion beam used for treatment, major drawbacks of scanned pencil beam delivery (typical longitudinal profile up to teens of millimeters) in comparison with a passive, broad beam approach, are related to the high sensitivity of this technique to the patient mis-positioning and anatomy.
variations. For this reason, one of the crucial research aspects of hadrontherapy is a development of on-line monitoring techniques allowing real time control of the beam range and dose released per raster point. The presence of such techniques in clinical routine would potentially allow for a reduction of the treatment planning margins and/or application of unconventional irradiation fields, which normally cannot be used due to the proximity of critical organs at risk located after the distal fall-off of the BP [5]. So far, the most established monitoring technique for ion therapy is based on the detection of the back-to-back photons produced by the annihilation of positrons coming from $\beta^+$ emitters generated by the beam interaction with the patient, typically using Positron Emission Tomography (PET). However, the obtained information is indirect, and the signal level is lower in comparison with PET signals known from clinical diagnostics, which indicates a need for investigation on other methods [6]. Recent developments focus on the detection of particles produced by the beam interaction in the target, in particular charged particles, originating from the projectile and target fragmentation and prompt photons from nucleus de-excitation [7, 8].

The measurements presented here were performed with PMMA target and confirm substantial photon and charged secondary production from $^{12}$C, $^4$He and $^{16}$O beams at 90°and 60°with respect to the primary beam direction. This information is required to calibrate and operate the multimodal dose profile monitor which is currently assembled in our group and will be installed in the Centro Nazionale per l’Adroterapia Oncologica (CNAO) in Pavia, Italy. The monitor system will be composed of a two PET heads module, for online monitoring of the $\beta^+$ emitters production, and of a range monitor detector able to detect, track and measure energy of both secondary charged particles and prompt gammas (Fig. 1 right).

2. Experimental setup
The test beam was performed in the experimental cave of Heidelberg Ion Beam Therapy Center (HIT) and the obtained results were compared with the previously published results of the experiments performed with Carbon beams at 80 MeV/u in Catania, IT [9, 10] and 220 MeV/u in Darmstadt, DE [7, 8]. At HIT several millions of collisions of Helium (102, 125 and 145 MeV/u), Carbon (120, 160, 180, 220 MeV/u) and Oxygen (210, 260, 300 MeV/u) beams with PMMA targets were registered and secondary production was measured at large angles with respect to the primary beam direction (90°and 60°). Those angular configurations are considered as optimal for dose monitoring as the spatial resolution in the fragment emission point improves with the emission angle, even if the emission statistics worsens and multiple scattering of particles inside the target increases at the large angles with respect to the primary beam direction [7].

The target box with a 4.8x4.8 cm$^2$ face orthogonal to the beam line was positioned at the beam isocenter ~1 m away from the beam nozzle. The primary beam rate impinging the PMMA target was measured with a 0.2 cm thin plastic scintillator (Start Counter, SC) read out by two opposite Hamamatsu H10580 photomultiplier tubes. The angular distribution of the secondary particles produced in the target were studied by three isocentrically positioned detectors mounted on a movable support: (i) 0.1 cm-thick plastic scintillator (LTS), (ii) 21 cm-long drift chamber (DC) and (iii) an array of four LYSO 1.5x1.5x12 cm$^3$ crystals [9, 10, 12]. The primary energy of the beam and PMMA target length (7.65, 10.0, 12.65 cm) were selected in such a way, that the BP position was in-line with the center of LTS, DC and LYSO detectors. For $^{12}$C beam PMMA target at one length (10 cm) was used. The DC [11], consisting of six alternated horizontal and six vertical wire layers, was used for three dimensional reconstruction of the charged secondaries tracks [7]. The readout and performances of the DC as well as the tracking algorithm and DC calibration have been reported elsewhere [10]. The sketch of the experimental setup is shown in Fig. 1 (left).

Time and charge information from all described above detectors have been used to select prompt
Measurements of secondary particles emitted by $^{12}$C, $^4$He and $^{16}$O ion beams.

Fig. 1: LEFT: Experimental setup at HIT. Beam - primary beam, SC - start counter, PMMA - target, LTS - plastic scintillator, DC - drift chamber, LYSO - matrix of four LYSO crystals, $\phi$ - angular configuration of movable support with LTS, DC and LYSO detectors (90° and 60° with respect to the primary beam). The coordinate system is plotted in the box on the bottom left side of the figure. BP was expected within the PMMA target at the intersection of the dashed lines for $^{12}$C at 220 MeV/u, $^4$He and $^{16}$O beams. RIGHT: A sketch of the multi-modal in-beam dose monitor able to detect at the same time, back-to-back gammas from $\beta^+$ annihilation (PET HEADS, not covered in this contribution), charged secondary particles emerging from the patient and prompt gammas with energies higher than 1 MeV (DOSE PROFILER).

gamma and charged secondaries. The lateral profile of the primary beams (FWHM) was $\sim$1 cm. The trigger was performed by requiring SC and LYSO coincidence within 100 ns. The maximal beam rate was of few MHz whereas the maximal trigger rate was $\sim$10 kHz.

3. Preliminary results

3.1 Charged secondaries

The charged secondary particles were selected by exploiting the DC information together with the energy released in the LYSO detector. In addition the kinetic energy of the particle was estimated from Time of Flight (TOF) calculated as the time difference between LTS and LYSO signals. Figure 2 (left) shows the number of DC cells ($N_{hit}$) fired by charged secondary particles produced in the 90° setup configuration by the 220 MeV/u Carbon beam. Most of the events cross all the DC planes, which appears as a peak for $N_{hit}=12$. The charged particles tracks were reconstructed requiring at least eight cells fired in the DC.

The particle identification was performed by selecting the events on the plot of charge released in LYSO as a function of TOF of the particle. A non negligible production of charged fragments at large angles is observed for all beam types. The emission shape reconstructed from the tracked particles can be correlated to the beam entrance window and the Bragg Peak position as it was already discussed elsewhere [7]. In Fig. 2 (right) the reconstructed emission positions of the charged fragments projected along the beam direction (longitudinal profile; y-z plane) for the Carbon beams of all the exploited energies is shown for 90° setup configuration.

The reconstructed emission position projected perpendicularly to the beam direction (lateral pro-
Fig. 2: LEFT: Distribution of the number of cells hit in the DC (N_{hit}) for secondary charged particles emitted from the interactions of $^{12}$C beams with the PMMA target. The peak at N_{hit}=12 is an indication of a charged particle that went through all the DC planes. RIGHT: Emission profiles of secondaries produced by Carbon beam at different energies. The PMMA target (10 cm long) ranged from z=-9 cm (beam entrance window) to z=+1 cm with BP position for $^{12}$C at 120 MeV, 160 MeV, 180 MeV, and 220 MeV approximately at z=-6 cm, z=-4 cm, z=-3 cm, and z=0 cm, respectively.

file; x-y plane) is a convolution of the transverse profile of the primary beam (spot size), multiple scattering (MS) of the fragments in the PMMA target and DC tracking resolution, which has been studied in detail elsewhere [7]. The lateral profile can be used to evaluate the MS of the fragments inside the target knowing the remaining two contributions a priori.

3.2 Prompt-$\gamma$

Prompt-$\gamma$ events were selected requiring less than three fired DC cells. The bi-dimensional distribution of energy deposited in the LYSO crystal for these events as a function of their TOF was used to select the prompt photons. An example of such a distribution for $^{12}$C beam at 220 MeV/u is shown on Fig. 3 (left).

The prompt photon signal corrected by the slewing effect induced by the front-end electronics fixed voltage threshold is a vertical band at 0 ns. The LYSO intrinsic noise is visible as the horizontal low energy band, while the diffused cloud is mainly due to neutrons at ToF values greater than that of prompt photons. The number of prompt photons has been extracted from an unbinned maximum likelihood fit to the time pull distribution for each energy bin and energy spectra of the prompt gamma emitted from all the beams were obtained.

In Fig. 3 (right) the energy spectrum for the prompt-$\gamma$ emitted in the interaction of the $^{12}$C beam with the PMMA target at 90° is shown. The observed spectra are given by the sum of the raw spectra corresponding to the nuclear de-excitation of both projectile and target fragments produced in the interaction of the ion beam with the PMMA target. While in Helium and Carbon beam interactions the target de-excitation is dominant, in the study of Oxygen spectral characteristics an non negligible contribution from projectile fragmentation was observed. Helium and Carbon energy spectra are in good agreement with the experimental results obtained with 80 MeV/u Carbon beam [9] and with 220 MeV/u Carbon beam [8].
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Fig. 3: LEFT Energy deposited in the LYSO crystal as a function of TOF. Vertical band at 0 ns corresponds to prompt-$\gamma$ events. RIGHT: Energy spectrum of prompt-$\gamma$ for $^{12}\text{C}$ beam at 220 MeV.

4. Dose Profiler - charged secondary on-line monitor

The non negligible production of charged secondary particles emitted by all the investigated primary beam interaction with a PMMA target allows to exploit the correlation of charged secondary protons emission profile with position of the primary beam for monitoring of the dose release in ion beam therapy.

For this purpose a tracking device, "Dose Profiler" (Fig. 1 right), made out of a scintillating fibers system, coupled to a calorimeter and realized by means of LYSO crystals matrix for measurement of particles energy was designed and is currently under construction. The materials of the detector were selected minimizing the charged particles multiple scattering in the detector. The Dose Profiler dedicated to track protons generated by the primary beam inside the patient consists of six planes of squared (0.5x0.5 mm$^2$) scintillating fibers (2 orthogonal layers in each plane) connected to silicon photo multipliers (SiPM) and read out by Basic32 front-end boards. The secondary proton detection and tracking efficiency is expected to be above 90%.

Depending on the position of the tumor in the patient, before reaching the detector the particles have to travel few centimeters inside the patient losing their energy. In order to reduce the impact of multiple scattering, the device design maximize the geometrical acceptance in order to improve statistics collected for a given dose to the patient.

5. Conclusions

During the test beam at HIT several millions of collisions of $^{12}\text{C}$, $^{4}\text{He}$ and $^{16}\text{O}$ beams with a PMMA target were collected exploring the range of energies that is of interest for particle therapy. The experiment confirms an evidence of a non negligible secondary charged and prompt-$\gamma$ production at 60° and 90° with respect to the primary beam, supporting the concept of on-line dose monitoring with those secondaries in ion beam therapy. The correlation of charged fragments emission profile with the position of Bragg Peak is possible with Helium, Carbon and Oxygen beams at all investigated energies. The development of a prototype monitoring system "Dose Profiler" dedicated for tracking of charged secondary particles on-line with a purpose of emission profile reconstruction is on the advanced stage. First tests, calibration and installation of the device in the treatment room of Centro Nazionale di Adroterapia
Oncologica (CNAO) is foreseen in 2016.
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Abstract
A two-parameter biophysical model called BIANCA (BIophysical ANalysis of Cell death and chromosome Aberrations), which assumes a pivotal role for DNA cluster damage and for “lethal” chromosome aberrations, was applied to calculate cell death and chromosome aberrations for normal and radio-resistant cells along a 62-MeV eye melanoma proton beam. The yield of DNA “Cluster Lesions” and the probability for a chromosome fragment of not being rejoined with any partner were adjustable parameters. In line with other works, the beam effectiveness at inducing both biological endpoints was found to increase with increasing depth, and high levels of damage were found also beyond the dose fall-off, due to the higher biological effectiveness of low-energy protons. This implies that assuming a constant RBE along the whole SOBP, as is currently done in clinical practice, may be sub-optimal, also implying a possible underestimation of normal tissue damage. Furthermore, the calculations suggested that for higher fractional doses, like those delivered in hypo-fractionation regimes, the relative increase in effectiveness along the SOBP may be less pronounced than for lower fractional doses.

1 Introduction
Worldwide, the number of new cases of cancer is expected to increase from 14 million in 2012 to about 22 million over the next two decades [1]. In Europe, cancer is a leading cause of morbidity and mortality, where 3.45 million new cancer cases and 1.75 million deaths from cancer have been estimated for 2012 [2]. About half of the patients diagnosed with cancer undergo radiotherapy. While the most frequently adopted treatment modalities use high energy (~MeV) photon or electron beams, alternative modalities are becoming increasingly important. One example is provided by treatments using proton or carbon ion beams. While the main advantage of carbon ions is a higher biological effectiveness, which makes them particularly suitable to treat those tumours that are resistant to conventional radiotherapy, the rationale of using protons mainly relies on the ability of these particles to reduce the dose to normal tissues, thanks to the dose localization in the (Spread-Out) Bragg peak, or SOBP [3]. In addition to different types of tumors, it is worth mentioning that protons can also be used to treat some non-cancer diseases, such as arteriovenous malformations [4]. According to the Particle Therapy Co-operative Group [5], 49 proton therapy centers were operating and 32 were under construction in June 2015.

Protons are usually considered low-LET radiation, and a constant Relative Biological Effectiveness (RBE) of 1.1 is generally applied in clinics. However, both in vitro and in vivo studies
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indicate that proton effectiveness tends to increase with decreasing energy, that is increasing LET [6]. This implies an increase of effectiveness with depth along the SOBP, as well as an extension of the biologically effective range. Furthermore, the RBE depends not only on the particle energy, but also on many other factors including dose, dose-rate, cell type and biological endpoint. For instance, both in vitro and in vivo data show a significant RBE increase for lower fractional doses [7], especially for cells and tissues with low $\alpha/\beta$ ratio. It should also be considered that, although the main endpoint of interest for tumor cells is cell death, other endpoints (e.g. mutations, non-lethal chromosome aberrations...) might be relevant for normal tissues.

Although clinical results do not indicate that the use of a constant RBE is incorrect, one should also consider that no trials specifically targeted RBE variations. Moreover, tighter treatment margins may increase the importance of taking into account such variations [6]. Applying a constant RBE of 1.1 may lead to an underestimation of the damage to normal tissues, especially for treatments involving organs at risk just beyond the tumor, such as the retina for eye tumors. On the other side, the currently available RBE data might be insufficient to support a change in clinical practice [6]. Incorporating variations in biological effectiveness without directly considering the RBE may be an alternative strategy: for instance, it has been suggested that LET distributions in the patient can be used to guide treatment plan optimization [8].

In this framework, a biophysical model of chromosome aberrations [9-11] and cell death [12-15] developed at the University of Pavia and INFN-Pavia, Italy, was applied to AG01522 normal cells and V79 radio-resistant cells exposed at different depth positions along a 62-MeV proton beam used to treat ocular melanoma at INFN-LNS in Catania, Italy [16]. The model, which is called BIANCA (BIophysical ANalysis of Cell death and chromosome Aberrations), assumes that DNA cluster damage can lead to chromosome aberrations and that some aberration types lead to cell death. The fact that the model does not require the use of (experimental) RBE values, which can be a source of uncertainties, represents a potential advantage of this approach. Moreover, the capability of calculating the induction of different types of chromosome aberrations, some of which are related to the risk to normal tissues [17], may be of help for estimating normal tissue damage.

2 The model

The model is based on the following assumptions: 1) radiation induces DNA “Cluster Lesions” (CLs), and each CL produces two independent chromosome fragments; 2) two chromosome fragments can be rejoined only if their initial distance is smaller than a threshold distance $d$, leading to chromosome aberrations in case of rejoining with an incorrect partner; 3) dicentrics, rings and large deletions lead to clonogenic cell death, i.e. the loss of the cell ability to give rise to a colony. Since the characterization of the ‘critical’ DNA damage(s) that can lead to chromosome aberrations and cell death is still an open question in radiobiology, the Cluster Lesions mentioned above were not defined a priori, and the mean number of CLs per Gy and per cell was considered as an adjustable parameter. A previous work [15], in which CL yields for different radiation qualities have been compared with yields of DNA fragments of different sizes, has suggested that clusters of DNA double-strand breaks (DSBs) at the kilo-base-pair scale (which corresponds to geometrical distances in the order of some tens nanometres in the chromatin fibre), possibly in addition to other levels of clustering, may play a relevant role.

Assumption 2) reflects the fact that chromosome fragment rejoining is distance-dependent. In particular, a recent work has suggested the existence in the cell nucleus of “repair centres”, where DSBs should migrate after travelling 1-2 $\mu$m [18]. While in previous works (e.g., [15]) the threshold distance $d$ has been considered as an adjustable parameter, in the present work $d$ was set equal to the mean distance between two adjacent chromosome territories (which resulted to be 3.0 $\mu$m for AG cells and 3.6 $\mu$m for V79 cells, see below), basing on the idea that repair mainly takes place in small
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channels separating adjacent chromosome domains [19]. According to this approach, $d$ is fixed a priori and depends on the specific features of the considered cell nucleus (i.e., nucleus shape and dimensions and number of chromosomes). This allowed reproducing experimental yields of chromosome aberrations not only for the so-called “lethal aberrations” (i.e. dicentrics plus rings plus deletions), but also for each single aberration category including deletions, which previously were underestimated. While in previous works a chromosome fragment having at least one potential partner for rejoining (that is, at least another fragment within the threshold distance $d$) has been assumed to undergo rejoining with 100% probability, in the present work a more realistic scenario was considered where a fragment has a certain probability $f$ of remaining un-rejoined, even if one or more potential “partners” are available within $d$. $f$ was considered as a cell-line-specific parameter, to be adjusted a posteriori by comparison with experimental dose-response curves.

Assumption 3) derives from the relationship between chromosome aberrations and cell death shown by many works available in the literature. In particular, for AG1522 normal human fibroblasts exposed to X-rays, Cornforth and Bedford [20] found a one-to-one relationship between the mean number per cell of lethal aberrations and $-\ln S$, where $S$ is the fraction of surviving cells. According to another work, an analogous relationship may hold for V79 cells as well [21].

Like in previous works, cell nuclei were modelled as cylinders, with elliptical base for AG cells (major axis: 20 $\mu$m; minor axis: 10 $\mu$m), and circular base for V79 cells (radius: 6 $\mu$m). The nucleus thickness was 4 $\mu$m for AG cells, 6 $\mu$m for V79 cells. A discussion on these choices can be found elsewhere [15]. Each interphase chromosome territory (i.e., the intranuclear region occupied by a chromosome during most of the cell cycle) was represented as the union of adjacent cubic voxels of 0.2 $\mu$m side, to obtain chromosome territories with volume proportional to their DNA content. More details on the construction of chromosome territories can be found in [13]. Within the cell nucleus volume, the various CLs were distributed uniformly for X-rays, and along segments parallel to the cylinder axis for (low-energy) protons. A detailed description of this part of the simulation can be found elsewhere [13,14].

The subsequent simulation steps consisted of: identification of the chromosome and the chromosome-arm that was hit by each CL; rejoining of chromosome fragments within the threshold distance $d$; scoring of dicentrics, rings and large deletions, where “large” means larger than 3 Mbp [20]; calculation of the corresponding surviving fraction. The repetition for different cells (i.e., different runs of the code) provided statistically-significant yields of chromosome aberrations and cell
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death after a given dose, and the repetition for different doses provided simulated dose-response curves directly comparable with experimental data.

3 Calculation of cell death and chromosome aberrations for a eye-melanoma proton beam

Following the reproduction of cell survival curves in previous works [13-15], in the present work the model was applied to investigate the depth- and dose-dependence of the Catania beam effectiveness, both in terms of cell death and in terms of chromosome aberrations. For different depths of the proton SOBP dose profile reported in [16], figure 1 reports calculated relative fractions of inactivated cells assuming a dose of 2 Gy in the plateau region, together with the relative dose. “Relative” means that the various quantities were normalized with respect to the proximal position. With respect to the experimental work considered for comparison, the simulations allowed predicting AG01522 cell death also for additional positions, with particular attention on the dose fall-off region that can be critical for normal tissue damage. Furthermore, the model allowed predicting cell death also for V79 cells, which have not been investigated in the experiments.

Consistent with the experimental data reported in [16] and with other works available in the literature (e.g., [7]), the beam effectiveness was found to increase with depth along the plateau, and high levels of cell death were found also beyond the dose fall-off. For instance at ~31 mm, where the physical dose was about 40% of the proximal dose, the fraction of AG01522 inactivated cells was almost 80% with respect to the proximal position. This can be explained taking into account that, as protons slow down, their LET increases, leading to a higher biological effectiveness. Interestingly, the increase in biological effectiveness was different for the two considered cell types: while AG01522 cells tended to show a continuous increase along the whole plateau, for V79 cells the effectiveness remained basically flat for most of the plateau, but increased sharply in the distal region. This kind of behavior for V79 cells is consistent with the characteristics of this cell line – and, more generally, cells

Fig. 2: Relative dose (asterisks) and relative dicentric yields for AG01522 (full circles) and V79 (empty circles) cells at different depth positions. The lines are simply guides for the eye.
with a low $\alpha/\beta$ ratio, which is rather radio-resistant at low LET but tends to become particularly sensitive to LET variations when the LET increases.

Figure 2 reports predicted relative yields of chromosome aberrations for different depth positions along the same dose profile, again assuming a dose of 2 Gy in the plateau region; the relative dose already shown in figure 1 is reported as well. Among the various chromosome aberration types, the attention was focused on dicentrics, since dicentric yields are considered as representative of the yields of reciprocal translocations, which can be related to cell conversion to malignancy [17] and thus can help evaluating the damage to normal tissues.

Like for cell death, also for chromosome aberrations the beam effectiveness increased with depth along the plateau, and high aberration yields were found also beyond the dose fall-off. Moreover, AG01522 cells showed a continuous increase in the yields of dicentrics along the whole plateau, whereas for V79 cells the dicentric yield remained flat along most of the plateau, and showed a sharp increase in the distal region. For both cell types, the increase in chromosome aberrations with depth was more pronounced than the increase in cell killing: dicentrics in the distal region were higher by a factor $\sim 1.5$ with respect to the proximal region for both cell types, whereas cell death increased by a factor that was less than 1.3 for V79 cells, and less than 1.1 for AG01522 cells. This is consistent with many experimental observations, and is a typical example of how the beam effectiveness can depend on the considered biological endpoint.

Predictions of cell death and chromosome aberrations were also performed assuming different plateau doses, which can be interesting for hyper- or hypo-fractionation regimes. Figures 3 and 4 report the relative fraction of inactivated cells and the relative mean number of dicentrics per cell for AG01522 and V79 cells, respectively, calculated assuming a plateau dose of 4 Gy (full symbols). For comparison, the corresponding results for 2 Gy (empty symbols) are also shown. For both endpoints and both cell lines, increasing the physical dose from 2 to 4 Gy in the plateau reduced the increase in biological effectiveness along the plateau itself. This is consistent with the well known dose-dependence of RBE, which tends to become lower at higher doses and vice-versa. However, for V79
cells this effect was more pronounced than for AG01522 cells. This can be explained taking into account that V79 photon survival curves are characterized by a lower $\alpha/\beta$ ratio and thus a more pronounced “shoulder”, which implies a higher variation of effectiveness with dose. Concerning the fall-off region, a peculiar behavior, inverse with respect to the plateau region, was found for cell death in AG01522 cells, for which the increase in effectiveness at inducing cell death was more pronounced at the higher doses with respect to the lower doses. This issue, which is under investigation, might be related to the small shoulder that characterizes AG01522 photon survival curves.

4 Conclusions

A two-parameter biophysical model called BIANCA, which assumes a pivotal role for DNA cluster damage and for “lethal” chromosome aberrations, was applied to calculate cell death and chromosome aberrations for normal and radio-resistant cells along a 62-MeV eye melanoma proton beam. In line with other works, the beam effectiveness at inducing both biological endpoints was found to increase with increasing depth and high levels of damage were found also beyond the dose fall-off, due to the higher biological effectiveness of low-energy protons. This implies that assuming a constant RBE along the whole SOBP, as is currently done in clinical practice, may be sub-optimal, also implying a possible underestimation of normal tissue damage. Furthermore, the calculations suggested that for higher fractional doses, like those delivered in hypo-fractionation regimes, the increase in effectiveness may be less pronounced. More generally, considering the uncertainties that affect the currently available RBE data, this work may be regarded as a starting basis for future characterizations of therapeutic hadron beams without making use of RBE. Of course, before becoming of practical use, the model/code needs to be further refined (e.g., extending it to other cell lines) and “coupled” to a radiation transport code and/or a Treatment Planning System.
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Abstract
Giant dipole photo-nuclear reactions generated during Linac radiotherapy are of concern due to the undesirable neutron dose delivered to patients. Nuclear track methodology provides an estimation of gradients of photo-neutrons fields in radiotherapy treatments for 18 MV linear accelerators and it revealed an unexpected behaviour around isocenter. Enhancement effects are observed on absorbed dose due to both scattered photo-neutrons and (γ,n) reactions. Thermal neutrons can give a dose boost if the tumour is loaded with ¹⁰B and a new BNCT approach combined with the standard photon field is proposed.

1 Introduction
Energetic gamma rays or bremsstrahlung photons interacting with highly deformed nuclei produce photo-neutrons mainly related to high-frequency collective excitation. Photo-neutrons energy window is defined by reaction mechanisms and for a given energy window, nucleons and mostly neutrons, break free during photo-nuclear and electro-nuclear reactions. Photons impinging on heavy targets such as tungsten, lead and iron produce photo-neutrons with a well-established spectrum and in that sense, Liu et al. [1] reported giant-dipole-resonance photo-neutrons (GRN) produced by a clinical medical accelerators (Varian Clinac 2100C/2300C). Photo-neutron contributions produce an additional gamma-radiation dose delivered to the patients during radiation treatment. It is expected that the neutron dose is not negligible and it should be in principle determined for every single radiotherapy facility working with clinical linear accelerators working at operating potentials above 10 MV. A proper estimation of the in-field contribution to the absorbed gamma dose, which is the dominant one, requires an adequate knowledge of the neutron spectrum. Simulations by Monte Carlo methods provide information on expected photo-neutron production, neutron spectrum and diffusion in materials under realistic geometries related to patient, accelerator material and accessories. For practical reasons the choice for passive detectors with two energy windows in the thermal and epithermal energy range for the neutron spectrum was made. Further refinements were accomplished by Monte Carlo simulation in order to confirm the measurements made by nuclear track methodology (NTM) using polyallyl diglycol carbonate (PADC), which are passive detectors type CR-39™.

2 Photo-neutron production during radiotherapy with high energy linear accelerators

The photo-nuclear interaction between bremsstrahlung radiation and heavy nuclei leads to the breaking of neutron-nucleus bound system and releasing a photo-neutron. Within the tungsten target photons
produce photo-neutron reactions in the accelerator target, shielding, collimators and equipment materials. Some metals with threshold energies in the MeV region like Al (13.06), Fe (7.65), Au (8.06), Pb (8.09), W (6.19) are involved [2]. Also, neutrons are produced by virtual photon reactions that take place in the tungsten target and their frequency depends mainly on the structural materials of linear accelerator heads. Kase et al. [3] reports that 35% of production takes place at the primary collimator. Furthermore, photo-neutrons could reach the surrounding matter inducing neutron activation. Consequently some radioisotopes will decay, through prompt and delayed gamma-rays. Thus, in principle, the patient and staff may receive an undesirable dose [4] increasing the lifetime probability risk for oncogenesis; photo-neutron energies between 5.6 and 18 MeV may induce significant dose equivalents to critical organs [5].

3 Simulation of neutron production and transport

Several studies have been reported with the aim of determining the neutron spectra in the treatment halls with linear accelerators. Neutron spectra are measured with a Bonner sphere spectrometer with a passive neutron detector, or the dose is obtained through the linear energy transfer spectrum of recoils in CR-39™ plastic nuclear track detectors. Some work also includes the Monte Carlo calculation of neutron spectra and the dose [8]. A review on photoneutron characteristics in radiation therapy with high-energy photon beams are given elsewhere [9-11,1]. Our study is oriented to determine the photo-neutron gradient around the isocenter for a medical linear accelerator operating at 18 MV. A model of the accelerator head and vault was used with the MCNP5 code [12]. The program runs a large number of histories for every particle and so significant computing time is necessary to obtain good statistics. Several methods exist to overcome this drawback and one of them is offered by the code called the F5 tally [13]. Following the F5 tally, neutron spectra and room dose equivalent were calculated in several points inside the accelerator vault. Also, calculations at different locations on the treatment couch were carried out. The amount of histories was large enough to have uncertainties less than 3% on the location point for every detector. To handle the photo-neutron source term during the simulation we follow Tossi et al. [14] approach which takes into account the contribution due to evaporation and neutrons produced by the knock on reaction mechanism. The source term was allocated on the target and the accelerator head was modelled as a spherical shell made of W, Fe and Pb. The isocenter was located on the treatment couch which was modelled as made out of carbon fiber.

4 Nuclear track-etching methodology for photo-neutron detector

The CR-39™ is particularly useful for charged particle detection in the linear energy transfer (LET) range above the threshold value of ~10 keV. Photo-neutrons can be detected through latent tracks induced in PADC by proton and heavier nuclei recoils or charged reaction products. The method is characterized by short irradiation times of around 40 s at 600MU/min. To deploy detectors with a proper positioning and to prepare the irradiation configuration takes a few minutes. This is an important advantage over other techniques based on active systems, which require a whole day of activity. Exposed detectors to photo-neutrons and scattered neutrons at the photon-beam isocenter, provide useful information on the existing neutron field for patients undergoing, for instance, prostate treatment. In this case, using theIntensity-Modulated Radiation Therapy (IMRT) as an advanced radiotherapy modality has the main advantage of smaller expected side effects as compared with conventional radiotherapy. On the other hand, it has also been shown that collimators made out of W, Fe and Al, increase photo-neutron production rate so that an additional dose is expected. The NTM to be considered combines CR-39™ with converters and neutron fields are determined indirectly by charged fragments from a $^{10}$B($n$,a) reaction. The high LET products (He$^{++}$ and $^7$Li$^+$) leave their kinetic energy in the PADC where a large number of atoms ionize, and before electronic recombination takes place; the resulting electronic avalanche extends ionization to about 1000 nm far away from the impinging direction. To produce latent
tracks related to thermal and fast neutrons, the detector surface is covered with highly enriched $^{10}$B boric acid with or without a 0.8 mm thick cadmium cover. The resultant size and shape of the damaged volume depends on the absorbed ion energy, mass and momentum and it is visible in CR-39$^\text{TM}$ after chemical etching ($6N$, NaOH, $70^\circ$C) under light transmission microscope ($10 \times 40$). Tracks of the order of micrometers are visible and their diameters are measure and collected in histogram bars.

5 Expected photo-neutron dose during radiotherapy

An important feature for a radiation detector is that it should produce a minimal distortion of the observed radiation fields. In that sense CR-39$^\text{TM}$ is quite adequate when used for dosimetry purposes in radiotherapy. Minimal distortion can be assured if its radiation transport properties are not very different from those of surrounding tissues and in that sense CR-39$^\text{TM}$ can be considered equivalent to skin and/or adipose tissue. Measurements show that, for photons, the difference of total mass attenuation coefficients for adipose tissue and CR-39$^\text{TM}$ was under 3.5 \% in the 5-20 MeV range and it falls quickly in the high energy range. In the case of electrons the difference of mass stopping powers for skin and CR-39$^\text{TM}$ was under 4 \% and it is nearly constant in the same energy range. In principle these results indicate that the detector can be placed on the patient’s skin for external in vivo dosimetry. When neutron transport is considered, the hydrogen atom density is the relevant quantity to be compared for CR-39$^\text{TM}$, adipose tissue and skin. It turns out that these densities have very similar values. In Fig. 1 we report the difference Photon mass attenuation coefficients and Electron mass stopping power in the 5-20 MeV range for CR-39$^\text{TM}$ - adipose tissue and CR-39$^\text{TM}$ - skin respectively. For the absorbed dose evaluation a good knowledge of neutron fluence as a function of the energy is required as input information. In principle such evaluation is beyond the scope of this work because our experimental array provides a measurement of integrated neutron fluxes for three energy windows. Nevertheless, the neutron fluxes calculated from simulation of neutron production and transport in the presence of a water
tank phantom [15] compared with those related to nuclear-track detectors alone allow the evaluation of the role of thermal neutrons coming from the patient for the absorbed dose build-up. In Fig. 2 a comparison is made for such simulations and it can be seen that for the same dose delivery at isocenter (which is achieved in both cases to comply with medical standards, regardless the particular features of each accelerator) there is a remarkable difference in the thermal neutron energy range and a nearly perfect overlap in the fast neutron energy range. The bigger contribution of thermal neutrons is due to the presence of the patient or the water tank phantom in this case. The probability distributions of non-elastic interactions are depicted in Fig. 3 and in all of them the main contribution is related to the thermal neutron energy range. The absorbed dose break-down per delivered Gy at isocenter is shown in Table I for breast tissue. The dominant contributions correspond to \(^{(n,\gamma)}\) and \(^{(n,p)}\) reactions and if we take 0.5 MeV as the top energy for thermal neutrons, they deliver 86.1% and 56.6% of the absorbed dose for each channel, which implies that for the in-field case most of the absorbed dose is induced by the patient. Clearly the presence of a patient is paramount for thermal neutron production and it should be related to the fact that the patient’s body has very high hydrogen content. The lifetime probability risk for oncogenesis is shown in Table II [16-17]. In terms of a risk/benefit basis it does not pose a significant risk although it is advisable to avoid this kind of treatments in children.

6 Experimental Details and Results

The experimental set-up used in our measurements consists of a passive detector with different assembled configurations i.e. bare, lined with and without Cd-filter. The Linac was operated at a nominal voltage of 18 MV for a time of 39.6 s, for a total dose of 400 MU and a dose rate of 600 MU/min (MU, monitor unit, corresponds to 1cGy in a field of 10x10 cm² in the Dmax point at 3.2cm depth in water). Detectors were placed at different locations on the treatment couch and the origin of the reference system corresponds to the isocenter. Fig. 4 shows comparison between simulated and measured data.
Table I: Absorbed dose break-down (mGy) per delivered Gy at isocenter

<table>
<thead>
<tr>
<th>Source</th>
<th>(\gamma) from ((n,\gamma))</th>
<th>(\beta^a)</th>
<th>(\gamma) after (\beta^a)</th>
<th>((n,\alpha))</th>
<th>((n,p)) Inelastic</th>
<th>((n,p)) Elastic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>0.357</td>
<td>0.225</td>
<td>0.012</td>
<td>0.004</td>
<td>0.022</td>
<td>0.003</td>
</tr>
</tbody>
</table>

\(^a\) Accumulated dose 50 years after irradiation.

Table II: Lifetime probability risk for oncogenesis (\%, 30 Gy treatment) by age\(^a\)

<table>
<thead>
<tr>
<th>Source</th>
<th>5 years</th>
<th>20 years</th>
<th>40 years</th>
<th>60 years</th>
<th>80 years</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICRP 60</td>
<td>0.150</td>
<td>0.086</td>
<td>0.032</td>
<td>0.021</td>
<td>0.005</td>
</tr>
<tr>
<td>BEIR V</td>
<td>0.150</td>
<td>0.123</td>
<td>0.064</td>
<td>0.054</td>
<td>0.021</td>
</tr>
</tbody>
</table>

\(^a\) For breast tissue (ICRU-44)

7 Discussion

As a first result it was found that detectors without neutron converter show tracks of small area due to recoils; these are mainly protons produced by \((n, p)\) reactions due to thermal or fast neutrons. The track distribution is shown at the top in Fig.6, around channel 5 it shows a maximum and then it decreases as a nearly exponential curve to negligible values as get closer to the channel where heavy ions are expected to be recorded. Few large tracks above channel 25 are shown but these are due to heavy nuclei recoils (PADC oxygen and carbon). We do not expect to observe tracks related to cosmic ray particles due to the short exposure time of the PADC-NTD. The proton track spectrum is subtracted from the histograms of those that are related to PADC-covered with a \(^{10}\)B-converter and a Cd-filter. The resulting histogram is free from tracks related to proton recoils and it shows a peak produced by alpha-tracks as a product of the photo-neutron reaction \(^{10}\)B\((n,\alpha)\). The amount of alpha tracks from PADC lined by Cd is less than those without a Cd-filter. This result is explained by the \(^{10}\)B\((n,\alpha)\) reaction cross section (~3838 b) for
Therefore, the spectral difference is related to alpha-tracks from photo-neutrons with energy above the thermal region. Similar procedure to determine spectral differences are applied to the whole set of detectors positioned around the treatment couch. The results provide data to draw a photo-neutron field map indicating the intensity gradient of thermal and fast neutron region.

This result is important when a dosimetric evaluation should be performed for a shielding geometry assessment. Three other results were obtained, the first is the simulation to determine the neutron fluence around the treatment couch. The next is the agreement between the PADC detector track...
density with the one predicted by Monte Carlo, as it is shown in Fig. 4. The latter is related to an effect not reported so far which can be determined comparing expected neutron fluence with track density at the same spot. The outcome (see Fig. 7) is that as we depart from the isocenter on the treatment couch the neutron fluence decreases sharply first and then it slowly increases to maintain a steady value. This has not been reported so far in the literature and it could be an important result that needs to be studied in detail in order to have a better control of neutron dose.

8 Conclusions

The experiments were carried out at a radiotherapy facility with a Varian Clinac 2300 accelerator and the goal was to determine the photo-neutron fluence and its gradient. The track distributions are due to proton recoils and alphas particles produced by photo-neutrons. The NTM was used advantageously by the combination of CR-39™ with neutron converters and cadmium filters to determine the photo-neutron field in a radiotherapy hall and it leads to similar results already obtained by other authors with different approaches. Monte Carlo simulations give some hint on the expected neutron dose gradient during treatments. As a byproduct, enhanced effect on the absorbed dose due to both scattered neutrons and by ($\gamma$,n) reactions, could be considered as a relevant processes to improve tumor treatment. The possibility exists for thermal neutrons to give a dose boost if the tumor is previously loaded with $^{10}$B. We observed the existence at the isocenter of a non uniform photo-neutron dose rate. The calculated photo-neutron fluence has a value comparable with current BNCT practice. Hence the two effects overlap and could be used for therapy with the combination of standard phototherapy and boron photo-
neutron capture therapy (BPNCT) as a new approach in glioblastoma multiforme treatment. This is a new possibility not yet discussed in the literature. A deconvolution technique, for thermal and fast neutron discrimination and gradient determination has not been reported in literature as well and it could be considered a new procedure in neutron spectrometry by NTM.
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Abstract
The nuclear matrix elements for two-neutrino double-beta ($2\nu\beta\beta$) and zero-neutrino double-beta ($0\nu\beta\beta$) decay of $^{76}$Ge are evaluated in terms of the configuration interaction (CI), quasiparticle random phase approximation (QRPA) and interacting boson model (IBM) methods. We show that the decomposition of the matrix elements in terms of intermediate states in $^{74}$Ge is dominated by ground state of this nucleus. We consider corrections to the CI results that arise from configurations admixtures involving orbitals outside of the CI configuration space by using results from QRPA, many-body-perturbation theory, and the connections to related observables. The CI two-neutrino matrix element is reduced due to the inclusion of spin-orbit partners, and to many-body correlations connected with Gamow-Teller beta decay. The CI zero-neutrino matrix element for the heavy neutrino is enhanced due to particle-particle correlations that are connected with the odd-even oscillations in the nuclear masses. The CI zero-neutrino matrix element for the light neutrino contains both types of correlations that approximately cancel each other.

Many properties of the active neutrinos are measured, but it is not yet established whether they are Dirac or Majorana type particles and their absolute masses are not known. Left-right symmetric extensions to the standard model provide an explanation for the non-zero masses of the left-handed light neutrinos and also predict the existence of right-handed heavy neutrinos$^1$. Neutrinoless double-beta ($0\nu\beta\beta$) decay of nuclei provides unique information and constraints on these neutrino properties$^2$, $^3$, $^4$, $^5$, $^6$. The $\beta \beta$ decay process and the associated nuclear matrix elements (NME) have been investigated by using several approaches including the quasiparticle random phase approximation (QRPA),$^7$, $^8$ the configuration interaction (CI) model, the interacting boson model (IBM), the generator coordinate method$^9$, and the projected Hartree-Fock Bogoliubov model$^{10}$.

Assuming contributions from the light left-handed ($\nu$) neutrino-exchange mechanism and the heavy right-handed ($N$) neutrino-exchange mechanism, the decay rate of a neutrinoless double-beta decay process can be written as$^4$, $^{11}$

$$\left[T_{1/2}^{0\nu}\right]^{-1} = G^{0\nu} \left(|M^{0\nu}|^2 |\eta_\nu|^2 + |M^{0N}|^2 |\eta_N|^2\right),$$

where $G^{0\nu}$ is the phase space factor$^{12}$, $^{13}$, $M$ are the nuclear matrix elements (NME), and $\eta$ are combinations of the neutrino masses$^{14}$, $^4$.

Since the experimental decay rate is proportional to the square of the calculated nuclear matrix elements, it is important to calculate these matrix elements with good accuracy to be able to determine the absolute scale of neutrino masses. However, the theoretical methods used give results that differ from one another by factors of up to 2-3. It is important to understand the nuclear structure aspects of these matrix elements and why the models give differing results.
Fig. 1: The $\beta\beta$ decay of $^{76}\text{Ge}$. The top part shows the conversion of two neutrons (blue on the left) into two protons (red on the right) in $2\nu\beta\beta$ decay. The bottom part shows the $0\nu\beta\beta$ decay where a virtual neutrino is exchanged.

In this talk we discuss the NME for the $\beta\beta$ decay of $^{76}\text{Ge}$ obtained with the CI, QRPA and IBM-2 methods. We will show that all of these methods have deficiencies. Some of the deficiencies can be addressed with many-body perturbation theory (MBPT) approaches, and connections to other observables.

The nuclear matrix elements can be presented as a sum of Gamow-Teller ($M_{\text{GT}}$), Fermi ($M_F$), and Tensor ($M_T$) matrix elements (see, for example, Refs. [14], [15]),

$$M = M_{\text{GT}} - \left(\frac{g_V}{g_A}\right)^2 M_F + M_T,$$

where $g_V$ and $g_A$ are the vector and axial constants, correspondingly. We use $g_V = 1$ and $g_A = 1.27$. The $M_a$ are matrix elements of scalar two-body potentials. The Gamow-Teller has the form $V_{\text{GT}}(r, A, \mu) \sigma_1 \cdot \sigma_2 \tau_1^- \tau_2^-$ and the Fermi has the form $V_{\text{F}}(r, A, \mu) \tau_1^- \tau_2^-$, where $\tau^-$ are the isospin lowering operators. The neutrino potentials depend on the relative distance between the two decaying nucleons, $r$, the mass number $A$, and the closure energy $\mu$ [16]. The radial forms are given explicitly in [14]. For the heavy-neutrino exchange, the potential does not depend on $\mu$. For the light neutrino matrix element the closure approximation is good to within 10% [17].

The operators for $M_{\text{GT}}$ are given to a good approximation by $f(r) \sigma_1 \cdot \sigma_2 \tau_1^- \tau_2^-$, where $f(r)^{2\nu} = 1$ (in closure), $f(r)^{0\nu} = a/r$ and $f(r)^{0N} = b \delta(r)$ where the constants $a$ and $b$ depend on $A$, $\mu$ and the SRC. The results discussed below follow from the expansions of the many-body matrix elements for these three operators in terms of the particle-hole ($ph$) in $^{76}\text{As}$ or particle-particle ($pp$) intermediate states in $^{74}\text{Ge}$ [18]. The expansion over $pp$ states ($J_m = J_{pp}$) in $^{74}\text{Ge}$ is shown in Fig. 1. The left-hand column
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Fig. 2: Nuclei involved in the calculations for the double-beta decay of $^{76}$Ge.

shows the light-neutrino results ($\nu$) for the sum of the GT, F and T contributions. The middle column shows the light-neutrino results for GT contribution only. The right-hand column shows the heavy-neutrino results (N) for the sum of the GT, F and T contribution. The bottom row shows the running sums for all intermediate states. The red dots are the exact results for the sum over all intermediate states. This shows that the $J_{pp}^{0+}$ contribution is completely dominated by a path through the ground state of $^{74}$Ge. There is some cancellation from higher $J_{pp}$ values mainly coming from $2^+$ that is spread over intermediate states up to about 6 MeV.

The expansion of the NME over intermediate $J$ values obtained from the QRPA calculations is shown in Fig. 2. This figure shows the different types of correlations for the three operators. The $2\nu$ decay is completely determined by the $1^+$ states of the $ph$ channel and its expansion over $pp$ is complicated. The heavy neutrino is dominated by the $0^+$ states of the $pp$ channel and its expansion over $ph$ states is complicated. The light neutrino NME is somewhere between these and but looks simplest in the $pp$ channel.

The $2\nu$ tensor NME is zero and the Fermi NME is zero since isospin is conserved. For $0\nu$ and $0N$ the Fermi and tensor parts are both relatively small, and we define a correction factor for these given by $R_{GT}^{0\nu} = M/|M_{GT}|$, where $M$ contains all three terms of Eq. 2. The CI calculations give $R_{GT}^{0\nu} = 1.10(3)$. Larger values of 1.23 for QRPA [19] and 1.33 for IBM-2 [20] were obtained with the older calculations. But more recently, it was found that the $2\nu$ Fermi matrix element was not zero because isospin was being treated incorrectly in QRPA [21] and IBM-2 [22]. After this was corrected the new $M_{GT}^{2\nu}$ values are now zero in all methods. The new results for $R_{GT}^{0\nu}$ are 1.10 [21] and 1.19 [8] for QRPA, and 1.04 [22] for IBM-2. Taking these results into account we adopt a correction factor from the tensor plus Fermi contributions of $R_{GT}^{0\nu} = 1.12(7)$. The ratio for the heavy neutrino is 1.20 for CI, 1.26 for QRPA [8] and 1.00 for IBM-2 [22]. The adopted correction factor is $R_{GT}^{0N} = 1.13(13)$.

In the following we first focus on results for $M_{GT}$. At the end, the total matrix element $M$ will be obtained from $M_{GT}$ via a product of correction factors $R$ given by $M = |M_{GT}(CI)|[R_{V}][R_{S}][R_{GT}]$. $R_{GT}$ is defined above. We start with the use of short-range correlations (SRC) [15] based on the CD-Bonn potential [23]. At the end we will give a value and error for the correction to this, $R_{S}$, based on a range of assumptions about the SRC. $R_{V}$ represents the correction coming from a “vertical” expansion of the CI model space that includes the effect of orbitals below and above those in $jj44$. $R_{V}$ is the main focus of attention of this talk. The orbitals, model spaces and expansion methods are shown in Fig. 3.

The model space for CI and IBM-2 is $jj44$ that consists of the four valence orbitals $0f_{5/2}, 1p_{3/2}, 1p_{1/2}, 2s_{1/2}$.
Fig. 3: Expansion of the NME over intermediate states $^{74}\text{Ge}$.

1$p_{1/2}$ and $0g_{9/2}$ for protons and neutrons. The model space for QRPA are the 21 orbitals with oscillator quanta $N \leq 5$ where $N = 2n + \ell$ for protons and neutrons. The QRPA results are also given when the evaluation of the NME are restricted to $jj44$ and to $fp$ ($jj44$ plus $0f_{1/2}$ and $0g_{7/2}$). In addition to our own CI calculations with the JUN45 [24] and jj4bpn [25] Hamiltonians, we will show results from the gen28:50 Hamiltonian [26] for $2\nu$ [27], $0\nu$ [28] and $0N$ [29].

The method and parameters used for the QRPA calculations [30] are similar to those used in [21]. For the particle-particle channel in order to restore the isospin symmetry, we follow the formalism introduced in [31], [21], by separately fitting the $T = 0$ and $T = 1$ parts of the interaction. For the $T = 1$ part, $g_T^{pp} = 0.985$ is taken to give $M_{2\nu}^{GT} = 0$. For the $T = 0$ particle-particle channel, two parameter sets were used: (a) $g_T^{pp} = 0.673$ reproduces the experimental value for $M_{2\nu}^{GT}$, and (b) $g_T^{pp} = 0.643$ gives a value for $M_{2\nu}^{GT}$ that is a factor of $(1/0.75)^2$ larger than experiment, anticipating that there may be MBPT corrections beyond QRPA that could reduce the strength to low-lying states.

Results for the $2\nu\beta\beta$ NME are shown in Fig. 4. This NME is completely determined by $J_{ph}^\pi = 1^+$ intermediate states in $^{76}\text{As}$. In CI the summation over intermediate including the energy denominator (Eq. 2 in [27]) is obtained with the strength-function method [32]. The IBM-2 result is not shown because it uses an approximation for the NME based on the closure result for the operator $\sigma_1 \cdot \sigma_2 \tau_1^- \tau_2^-$ together with average closure energies from other methods (Eq. 16 in Ref. [22]). Experiment is reduced by a factor of about $R_{2\nu} = 0.45$ compared to CI. $R_{2\nu} = M_{2\nu}^{GT}/M_{2\nu}^{GT}(\text{CI})$ denotes the correction beyond the $jj44$ model space, due to a “vertical” expansion that includes correlations from orbitals below and above the $jj44$ model space. The QRPA results for $jj44$ and $pfg$ show that part of this reduction
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**Fig. 4:** The NME obtained in the QRPA calculations expressed in terms of their contributions from the \(J_{ph}\) states in \(^{76}\)As on the left-hand side and the \(J_{pp}\) states in \(^{74}\)Ge on the right-hand side. The color code is blue for the results obtained in \(jj44\), black for the results obtained in \(fp\) and red for the results obtained in the 21-orbit model spaces.

is due to the missing spin-orbit partners in the \(jj44\) model space. The particle-hole correlations are dominated by a strong repulsive interaction in the \(1^+\) channel. Relative to the non-interacting single-particle distribution, Gamow-Teller strength is reduced in low-lying states and shifted into the giant Gamow-Teller resonance. As shown by the QRPA results for \(jj44\) and \(fp\), both spin-orbit partners are important for the reduction. A similar behavior was observed for CI in the case of \(^{136}\)Xe [33].

Beyond QRPA, it is known that two-particle-two-hole (2p-2h) admixtures into the model space wavefunctions are important for Gamow-Teller beta decay. The experimental Gamow-Teller strength is observed to be reduced by a factor of \(R_V' = 0.5 – 0.6\) relative to the CI calculations in the \(sd\) [35] and \(pf\) [36] model spaces. Also the strength extracted from charge-exchange reactions for the total Gamow-Teller strength up to about 25 MeV in excitation energy is reduced by this factor relative to QRPA [37] and the \(3(N – Z)\) Ikeda sum rule [38]. Arima et al. [39] and Towner [40] have explained this reduction using MBPT in terms of 2p-2h admixtures into the model-space wavefunctions. Earlier calculations claimed that the reduction in GT strength was due to Delta excitations [41] in the nucleus. However, calculations with a realistic N\Delta\pi interaction vertex have shown that the influence of Delta (and other mesonic-exchange currents) is small [39], [40]. These results are compared to the empirical \(sd\) results in Fig. 13 of [35]. In order to conserve the Ikeda sum rule, the reduction in low-lying B(GT) strength is associated with a spreading of strength to high excitation energy [42] that gets removed from the 2\(\nu\) NME due to the energy denominator in the summation over intermediate states. In summary, relative to CI in the \(jj44\) model space, reductions due to a spin-orbit complete model space, together with 2p-2h admixtures are required for the 2\(\nu\)\(\beta\beta\) NME. The observed factor of \(R_V = 0.45\) is consistent with expectations.

The results for 0\(\nu\) (heavy neutrino) are shown in Fig. 5. In addition to our own QRPA results, we show the QRPA result from [8]. The \(J_{pp}\) intermediate states are dominated by the 0\(^{+}\) ground state
vertical expansion
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Fig. 5: The $jj_{44}$ model space used for the IBM and CI calculations and the vertical expansion terms considered in QRPA and MBPT for the factor $R_V$. 

of 74 Ge (see Ref. [18] for details on the analysis). In QRPA the NME increases by a factor of $R_{0N}^V = 1.9$ as the number of orbitals included in the sums increases from $jj_{44}$ to full (21 orbitals). This is due to the strong pairing (particle-particle) part of the Hamiltonians and the resulting increase in the number of coherent pairs contributing to the 0N NME. The pairing also gives rise to the odd-even staggering of the nuclear binding energies quantified by the pairing energies $D$ [43], [44]. For the germanium isotopes the experimental pairing energies are a factor of 1.45 larger than that obtained with the first-order expectation value of the CD-Bonn Hamiltonian. Based on the average of this result and the increase observed in QRPA, we will use $R_{0N}^V = 1.65(25)$.

The results for 0νββ (light neutrino) are shown in Fig. 6. The largest term in the 0ν NME is from the $J^\pi_{pp} = 0^+$ ground state of 74 Ge [18]. In QRPA the NME is nearly constant as the number of orbitals included in the sums increase. Qualitatively this is due to a competition between the reduction from the particle-hole channel observed for 2ν and the enhancement due to the particle-particle channel observed for 0N. The connection of the 0ν matrix elements with pairing has been previously discussed [45]. The new point of our analysis is that the increase expected from pairing coming from MBPT beyond the $jj_{44}$ model space is cancelled by the reduction from the $ph$-type correlations.

Contributions from states with $J_{pp} > 0$ cancel part of the NME from $J_{pp} = 0^+$. Within $jj_{44}$ the reduction is dominated by the $J_{pp} = 2^+$ states [18]. For the 0ν NME within $jj_{44}$, one finds $R_{0^+}^{0\nu} = \{M_{GT}^{0\nu} / [M_{GT}^{0\nu} (J_{pp} = 0^+)]\} = 0.53$ for CI [18], 0.90 for IBM-2 [20] and 0.72 for QRPA. The reason for these differences may be due to the truncation within $jj_{44}$ made by IBM-2 and QRPA. For the 0N NME this ratio is $R_{0N}^{0\nu} = 0.89$ in CI [18]. The cancellation from higher $J_{pp}$ is much less, and the result is dominated by the $J_{pp} = 0^+$ contribution and its connection to pairing is discussed above. In the $jj_{44}$ model space the agreement between the 0N NME (Fig. 5) for CI, QRPA and IBM-2 is much better than that for 0ν (Fig. 6) since the cancellation from higher $J_{pp}$ terms is small.

Holt and Engel [46] considered the effect of 2p-2h admixtures beyond the $jj_{44}$ model space by treating the effective transition operator in MBPT. They found a 20% increase of the 0ν NME for 76 Ge. Part of these MBPT contributions go beyond QRPA. At present this is the best estimate for the correction beyond CI in the $jj_{44}$ model space. We will use $R_{0\nu}^{0\nu} = 1.2(2)$ with a generously large value of 20% for its uncertainty.
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Fig. 6: Nuclear matrix elements for $2\nu\beta\beta$ decay of $^{76}$Ge. The top point in green is the experimental value [34]. The QRPA results are shown for $g_{pp}^{F=0} = 0.673$ (red dots) and $g_{pp}^{F=0} = 0.643$ (red crosses). The CI results are shown for the JUN45 (dot), jj44bpn (cross) and gcn28:50 (triangle) Hamiltonians.

Fig. 7: The $0N$ NME for heavy neutrino decay of $^{76}$Ge. See caption to Fig. 4. The QRPA point with the triangle is from Ref. [35].

Fig. 8: The $0\nu$ NME for the light-neutrino decay of $^{76}$Ge. See captions to Figs. 2 and 3.

The results shown above are based on the CD-Bonn SRC. This is the weakest of several SRC that have been used [15]. The strongest is the AV18 SRC, and the UCOM [47] SRC is about half way between. For our final result we use the average of CD-Bonn and AV18 with an error that encompasses both. The result is that the $0N$ NME are multiplied by $R_S^{0N} = 0.80(20)$ and the $0\nu$ NME are multiplied by $R_S^{0\nu} = 0.97(3)$, where $R_S$ is the SRC correction relative to the CD-Bonn starting point.

Finally, we combine all of the factors discussed above in the form $M = [M_{GT}(CI)][R_V][R_S][R_{GT}]$. Based on the experimental value [34] for $2\nu$ the NME is,

$$M_{2\nu} = 0.140(5) = [0.31(3)][0.45][1][1].$$

The second term is the empirical correction for $R_V$ due to mixing beyond the $jj44$ model space. The error in the CI NME reflects the spread obtained with the three different Hamiltonians used (Fig. 4). For $0N$,

$$M_{0N} = [155(10)][1.65(25)][0.80(20)][1.13(13)] = 232(80),$$

(3)

(4)
where the CI value is from Fig. 5. The error for 0N is dominated by the SRC correction. Finally For 0ν,
\[ M^{0\nu} = [3.0(3)[1.2(2)][0.97(3)][1.12(7)] = 3.9(8), \] (5)
where the CI value is from Fig. 6. The error for 0ν is dominated by an estimated uncertainty of 20% in the correction beyond \( jj_{44} \). Comparison to previous values must take into account the isospin correction for QRPA and IBM discussed above, and the choice of SRC (in our \( R_S \) factor). The range is from 2.8 for CI [28] to 4.7 for IBM-2 [22] and 5.3 for QRPA [8]. Our result is in between these, but it is not an average since we have made comments on the deficiencies of all of these models. Using Eq. 1 with the experimental limit of the half-life (\( T^{0\nu}_{1/2} > 3 \times 10^{25} \) yr [48]), and the phase space factor from [12], we obtain \( |\eta_\nu| m_e c^2 < 0.3 \) eV.

Sometimes the 2ν correction factor (0.45 in this case) is expressed in terms of an effective \( g_A \) value (\( g'_A = 0.85 \) in this case). Since the factor \( (g_A)^4 \) appears inside the phase-space factor of Eq. 1, one might think that the decay rate for 0ν and 0N could be reduced by a factor of \( (g'_A/1.27)^4 = 0.20 \) [22], [49]. However, this \( g'_A \) is only for a specific operator associated with a specific observable (2νββ decay) relative to a specific model (CI in \( jj_{44} \) in this case). The operators involved in 0ν and 0N beta decay are different (short ranged), and corrections beyond CI cannot be expressed in terms of an overall change in \( g_A \). It is better to express the renormalizations in terms of factors such as \( R_V \) that are operator and model space dependent.

The model-space truncation contributions to \( R_{pp} \) should be understood. The error for the \( R_{GT} \) correction could be reduced if reasons for the variations within the models is understood. The error for the \( R_V \) correction could be reduced if the MBPT results such as those in [46] should be expanded to include the renormalization of the separate effects in the \( ph \) and \( pp \) channels in order to compare to the results found previously relative to the \( jj_{44} \) model space. This includes the reduction in Gamow-Teller beta decay strength [39], [40], and the enhancements of the pairing strength seen in the \( D \) values. The basic division between CI and its MBPT corrections from all other orbitals can be checked by no-core and ab-initio CI in lighter nuclei where they are tractable. Other methods such as in-medium SRG [50] and coupled cluster [51] can be used in place of MBPT, and at this level the division between short-range renormalization, \( R_S \), and long-range renormalization, \( R_V \), might be merged. The CI results for the \( A = 76 \) region can be further checked against spectroscopic observables (occupations number are in good agreement with CI [28]) including two-nucleon transfer. Future calculations should be presented in terms of changes relative to various contributions we have discussed, and evaluations for other cases of interest [52] should be made.
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