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Abstract

The branching fraction of the decay $B^0_s \rightarrow D_s^{(*)} + D_s^{(*)} -$ is measured using pp collision data corresponding to an integrated luminosity of 1.0 fb$^{-1}$, collected using the LHCb detector at a centre-of-mass energy of 7 TeV. It is found to be

$$B(B^0_s \rightarrow D_s^{(*)} + D_s^{(*)} -) = (3.05 \pm 0.10 \pm 0.20 \pm 0.34)\%,$$

where the uncertainties are statistical, systematic, and due to the normalisation channel, respectively. The branching fractions of the individual decays corresponding to the presence of one or two $D_s^{*\pm}$ are also measured. The individual branching fractions are found to be

$$B(B^0_s \rightarrow D_s^{*\pm} D_s^{\mp}) = (1.35 \pm 0.06 \pm 0.09 \pm 0.15)\%,$$

$$B(B^0_s \rightarrow D_s^{*+} D_s^{*-}) = (1.27 \pm 0.08 \pm 0.10 \pm 0.14)\%.$$

All three results are the most precise determinations to date.
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1 Introduction

Because of $B_s^0 - \bar{B}_s^0$ oscillations, the mass and flavour eigenstates of the $B_s^0$ system do not coincide. The $B_s^0$ meson mass eigenstates have a relative decay width difference $\Delta \Gamma_s / \Gamma_s$, where $\Delta \Gamma_s$ ($\Gamma_s$) is the difference (average) of the decay widths between the heavy and light states. The relative decay width difference is one of the key parameters of the $B_s^0$ system, and its precise determination allows stringent tests of the flavour sector of the Standard Model.

Under certain theoretical assumptions, $B_s^0 \to D_s^{(*)+} D_s^{(*)-}$ decays were thought to saturate the CP-even contribution to $\Delta \Gamma_s$, and therefore the branching fraction of $B_s^0 \to D_s^{(*)+} D_s^{(*)-}$ was used as a means of approximating $\Delta \Gamma_s / \Gamma_s$ [1]. This approximation is now considered to be a poor one [2], as the decay modes containing at least one $D_s^*$ quark, implied and summed over. The branching fraction ratio is determined as

$$ \frac{B(B_s^0 \to D_s^{(*)+} D_s^{(*)-})}{B(B^0 \to D_s^{(*)+} D_s^{(*)-})} = \left( \frac{f_d}{f_s} \right) \frac{\epsilon^{B^0}}{\epsilon^{B_s^0}} \frac{B(D^- \to K^+ \pi^- \pi^-)}{B(D_s^+ \to K^- K^+ \pi^+)} \cdot \frac{N_{B_s^0}}{N_{B^0}}, $$

where $f_d$ ($f_s$) is the fraction of $\bar{B}^0$ ($\bar{B}_s^0$) mesons produced in the fragmentation of a $b$ quark, $\epsilon^{B^0} / \epsilon^{B_s^0}$ is the relative efficiency of the $B^0$ to the $B_s^0$ selections, $B(D^- \to K^+ \pi^- \pi^-)$ and $B(D_s^+ \to K^- K^+ \pi^+)$ are the branching fractions of the charm daughter decays, and $N_{B_s^0} / N_{B^0}$ is the relative yield of $B_s^0$ and $B^0$ candidates.

The branching fraction of the exclusive $B_s^0 \to D_s^{(*)+} D_s^{(*)-}$ decay is determined in the same way, along with the branching fraction of $B_s^0 \to D_s^{(*)+} D_s^{(*)-}$. The branching fraction of the
$B_s^0 \to D_s^+ D_s^-$ decay has been previously measured by LHCb using the same data as this analysis \cite{8}, and is therefore not determined in this study. However, the selection efficiency and yield in the $B_s^0 \to D_s^+ D_s^-$ channel are determined in this analysis, as both are needed for the calculation of the total $B_s^0 \to D_s^{(*)+} D_s^{(*)-}$ selection efficiency.

2 Detector and simulation

The LHCb detector \cite{9,10} is a single-arm forward spectrometer covering the pseudorapidity range $2 < \eta < 5$, designed for the study of particles containing $b$ or $c$ quarks. The detector includes a high-precision tracking system consisting of a silicon-strip vertex detector surrounding the $pp$ interaction region, a large-area silicon-strip detector located upstream of a dipole magnet with a bending power of about 4 Tm, and three stations of silicon-strip detectors and straw drift tubes placed downstream of the magnet. The tracking system provides a measurement of momentum, $p$, of charged particles with a relative uncertainty that varies from 0.5% at low momentum to 1.0% at 200 GeV/$c$. The minimum distance of a track to a primary vertex, the impact parameter, is measured with a resolution of $(15 + 29/p_T) \mu m$, where $p_T$ is the component of the momentum transverse to the beam, in GeV/$c$. Different types of charged hadrons are distinguished using information from two ring-imaging Cherenkov detectors. Photons, electrons and hadrons are identified by a calorimeter system consisting of scintillating-pad and preshower detectors, an electromagnetic calorimeter and a hadronic calorimeter. Muons are identified by a system composed of alternating layers of iron and multiwire proportional chambers. The event selection is performed in two stages, with an initial online selection followed by a tighter offline selection. The online event selection is performed by a trigger \cite{11}, which consists of a hardware stage, based on information from the calorimeter and muon systems, followed by a software stage, which performs a full event reconstruction.

In the simulation, $pp$ collisions are generated using PYTHIA 6 \cite{12} with a specific LHCb configuration \cite{13}, in which final-state radiation is generated using PHOTOS \cite{15}. The interaction of the generated particles with the detector, and its response, are implemented using the GEANT4 toolkit \cite{16} as described in Ref. \cite{17}.

3 Signal selection

The $D_s^{(*)}$ meson decays to a $D_s^+$ meson and either a photon or a neutral pion $(93.5 \pm 0.7)\%$ and $(5.8 \pm 0.7)\%$ of the time, respectively, nearly saturating the total branching fraction. The remainder of the decays are ignored in this analysis. Neither of the neutral particles is reconstructed in the decay chain, and the individual $B_s^0 \to D_s^{(*)+} D_s^{(*)-}$ decays are identified through the reconstructed invariant mass of the $D_s^{(*)+} D_s^{(*)-}$ system. The individual peaks from $B_s^0 \to D_s^{(*)+} (\to D_s^{(*)+} \gamma) D_s^{(*)-}$ and $B_s^0 \to D_s^{(*)+} (\to D_s^{(*)+} \pi^0) D_s^{(*)-}$ are not resolved. Therefore the reconstructed $D_s^{(*)+} D_s^{(*)-}$ mass distribution has three separate peaks, corresponding to decays containing zero, one, or two $D_s^{(*)}$ particles.
At the hardware trigger stage, events are required to have a muon with high $p_T$ or a hadron, photon or electron with high transverse energy in the calorimeters. For hadrons, the transverse energy threshold is 3.5 GeV. Candidate $B_s^0$ and $B^0$ mesons are used in the analysis if at least one of the associated tracks is selected by the hardware trigger, or if the event is triggered independently of the particles in the signal decay. The software trigger considers all charged particles with $p_T > 500$ MeV/c and constructs two-, three-, or four-track secondary vertices which require a significant displacement from the primary $pp$ interaction vertices. At least one charged particle must have a transverse momentum $p_T > 1.7$ GeV/c and be inconsistent with originating from a primary vertex. A multivariate algorithm [18] is used for the identification of secondary vertices consistent with the decay of a $b$ hadron. The selection to this point is hereafter referred to as the initial selection.

Signal $B_s^0$ and normalisation $B^0 \to D_s^+ D^-$ candidates are required to satisfy a number of additional conditions in order to be included in the final samples. Kaons and pions are required to be identified by the particle identification (PID) system. All $D_s^+$ and $D^-$ candidates must have an invariant mass within $\pm 30$ MeV/c$^2$ of their known values [19]. Signal $B^0$ candidates are required to have a reconstructed mass in the range $4750 - 5800$ MeV/c$^2$, whereas $B^0$ candidates must have a mass in the range $5050 - 5500$ MeV/c$^2$. After these requirements are applied there are still contributions from other $b$-hadron decays into final states with two charm particles. The decays $A_b^0 \to A_b^+ (\to pK^- \pi^+) D_s^-$, where the $p$ is misidentified as a $K^+$, and $B^0 \to D_s^+ D^- (\to K^+ \pi^- \pi^-)$, where a $\pi^-$ is misidentified as a $K^-$, result in background contamination in the signal channel, while the decay $B_s^0 \to D_s^+ D_s^-$ contributes to the background in the normalisation channel if the $K^+$ in $D_s^+ \to K^+ K^- \pi^+$ is misidentified as a $\pi^+$. As these backgrounds accumulate in reconstructed mass close to the signal peaks, candidates consistent with any one of these background decay hypotheses are rejected in the selection by applying a veto based on the invariant mass of the candidate under the alternative particle type hypotheses. Candidate $D_s^+$ mesons are vetoed if they have a reconstructed mass in the range $2271 - 2301$ MeV/c$^2$ when the $K^+$ candidate is assumed to be a proton, or a mass in the range $1835 - 1905$ MeV/c$^2$ when the $K^+$ candidate is assigned the $\pi^+$ mass. Candidate $D^-$ mesons are vetoed if they have a reconstructed mass in the range $1950 - 1990$ MeV/c$^2$ when a $\pi^-$ candidate is assigned the kaon mass. In a simulated sample of $B^0 \to D_s^+ D^-$ decays, 17.7% of the events meet all of the $B_s^0 \to D_s^{(*)+} D_s^{(*)-}$ selection criteria before the $D^\pm$ veto is applied. After the veto, only 0.05% of the simulated $B^0 \to D_s^+ D^-$ sample still pass the $B_s^0 \to D_s^{(*)+} D_s^{(*)-}$ selection. The decay $B^0 \to D_s^+ D_s^-$ and three-body $B^{\pm} \to D_s^{(*)+} D_s^{(*)-} h^\pm$ decays, where $h$ is either a kaon or pion, are examined as other potential background sources, but are all disregarded because of either a small selection efficiency or small branching fraction relative to the signal channels.

In order to further improve the purity of the signal and normalisation samples, a boosted decision tree (BDT) classifier is used to distinguish real $B_s^0$ decays from combinatorial background [20]. The BDT is trained using the AdaBoost algorithm [21] to distinguish simulated $B_s^0$ signal decays from background candidates obtained from mass sidebands in the data. Background candidates must contain a $B_s^0$ candidate with a mass greater than 5600 MeV/c$^2$ and two $D_s^\pm$ candidates with masses less than 1930 MeV/c$^2$ or greater than
Table 1: Efficiencies of the various selection criteria for the three individual channels of $B^0_s \to D_s^{(*)}+D_s^{(*)}-$ and for $B^0 \to D_s^{(*)}D_s^{(*)}$. Each efficiency is presented relative to the previous cut and measured using simulated events, except for the PID efficiency which is obtained from data. The $D^+_s$ veto was only applied to the normalisation mode, $B^0 \to D_s^{(*)}D_s^{(*)}$.

<table>
<thead>
<tr>
<th>Selection</th>
<th>$B^0_s \to D_s^+D_s^-$</th>
<th>$B^0_s \to D_s^{(<em>)+}D_s^{(</em>)-}$</th>
<th>$B^0_s \to D_s^{(<em>)+}D_s^{(</em>)-}$</th>
<th>$B^0 \to D_s^+D_s^-$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reconstruction</td>
<td>0.1184 ± 0.0003</td>
<td>0.1127 ± 0.0005</td>
<td>0.1061 ± 0.0005</td>
<td>0.1071 ± 0.0002</td>
</tr>
<tr>
<td>Initial selection</td>
<td>1.362 ± 0.008</td>
<td>1.250 ± 0.010</td>
<td>1.100 ± 0.010</td>
<td>1.416 ± 0.009</td>
</tr>
<tr>
<td>Mass requirements</td>
<td>89.4 ± 0.6</td>
<td>87.8 ± 1.0</td>
<td>88.3 ± 1.0</td>
<td>88.5 ± 0.6</td>
</tr>
<tr>
<td>BDT</td>
<td>97.9 ± 0.7</td>
<td>96.6 ± 1.1</td>
<td>96.7 ± 1.1</td>
<td>97.6 ± 0.7</td>
</tr>
<tr>
<td>$D^+$ veto</td>
<td>48.7 ± 0.5</td>
<td>50.3 ± 0.8</td>
<td>48.9 ± 0.8</td>
<td>68.7 ± 0.6</td>
</tr>
<tr>
<td>$D_s^+$ veto</td>
<td></td>
<td></td>
<td></td>
<td>64.8 ± 0.7</td>
</tr>
<tr>
<td>$A^+_s$ veto</td>
<td>96.3 ± 1.0</td>
<td>96.3 ± 1.6</td>
<td>95.9 ± 1.6</td>
<td>98.2 ± 0.8</td>
</tr>
<tr>
<td>Trig. requirement</td>
<td>96.6 ± 0.7</td>
<td>96.7 ± 1.1</td>
<td>96.6 ± 1.1</td>
<td>96.8 ± 0.7</td>
</tr>
<tr>
<td>PID requirements</td>
<td>82.4 ± 0.2</td>
<td>82.4 ± 0.2</td>
<td>82.4 ± 0.2</td>
<td>84.2 ± 0.1</td>
</tr>
<tr>
<td>Total</td>
<td>0.0527 ± 0.0067</td>
<td>0.0460 ± 0.0095</td>
<td>0.0372 ± 0.0081</td>
<td>0.0467 ± 0.0060</td>
</tr>
</tbody>
</table>

2010 MeV/$c^2$. The set of 14 variables used as input to the BDT exploits the topology of the $B^0_s$ decay chain and includes the transverse momentum of the $B^0_s$ candidate and of the two $D_s^+$ daughters, as well as the product of the absolute transverse momenta of the pions and kaons produced in the decay of each $D_s^\pm$. The decay times of the two $D_s^\pm$ candidates with respect to the primary vertex and variables related to the consistency of the $B^0_s$ and of the two $D_s^\pm$ to come from the primary vertex are also used. The optimal BDT requirement is chosen to maximise the value of $N_s/\sqrt{N_s + N_b}$, where $N_s$ is the total number of signal candidates matching any of the three exclusive decays in $B^0_s \to D_s^{(*)+}D_s^{(*)-}$ and $N_b$ is the total number of combinatorial background events as taken from the fit. The same BDT classifier and selection criteria are also applied to the normalisation sample.

The efficiencies of the selection criteria in both the signal and normalisation channels are listed in Table 1. The efficiencies of the background vetoes, trigger, reconstruction, and BDT selection are determined using simulated signal samples. The efficiencies of identifying $K^+$ and $\pi^+$ mesons are determined using a calibration data sample of $D^{*+} \to D^0(K^-\pi^+)\pi^+$ decays, with kinematic quantities reweighted to match those of the signal candidates. The efficiency of the PID selection is found to be $(82.4 \pm 0.2)\%$ for signal $B^0_s$ decays and $(84.2 \pm 0.1)\%$ for $B^0$ decays. The efficiency of the full $B^0_s \to D_s^{(*)+}D_s^{(*)-}$ decay is determined by calculating a weighted average of the individual signal channels, with weights given by the relative yields in data. The relative efficiencies of the $B^0$ decay to the three individual channels and the full decay are given in Table 2.
Table 2: Efficiency of the normalisation channel $B^0 \rightarrow D_s^+ D_s^-$ relative to the signal decays.

<table>
<thead>
<tr>
<th>Channel</th>
<th>$\epsilon^{B^0}/\epsilon^{B^0}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B^0_s \rightarrow D_s^+ D_s^-$</td>
<td>0.89 ± 0.02</td>
</tr>
<tr>
<td>$B^0_s \rightarrow D_s^{*\pm} D_s^\mp$</td>
<td>1.02 ± 0.03</td>
</tr>
<tr>
<td>$B^0_s \rightarrow D_s^{<em>+} D_s^{</em>-}$</td>
<td>1.26 ± 0.03</td>
</tr>
<tr>
<td>$B^0_s \rightarrow D_s^{(s)+} D_s^{(s)-}$</td>
<td>1.06 ± 0.02</td>
</tr>
</tbody>
</table>

4 Signal and background shapes

The $B^0_s$ and $B^0$ yields in the signal channels and the normalisation mode are extracted by performing a three-dimensional extended unbinned maximum likelihood fit to the mass distributions of the $B^0_s$ meson and the two charm daughters.

In order to determine the yields for the individual signal peaks, the $B^0_s$ candidate mass distribution in each channel is modelled using simulated signal events. The $B^0_s \rightarrow D_s^+ D_s^-$ peak is parameterised as the sum of a Crystal Ball function \[22\] and a Gaussian function. The tail parameters of the Crystal Ball function, the ratio of the width of its Gaussian core to the width of the Gaussian function, and the relative weight of each function in the full distribution, are taken from simulation. The mean and width of the Gaussian core are allowed to float. The two $D_s^{\pm}$ distributions are also parameterised using this model, with all shape parameters fixed to the values found in simulation.

Because of the kinematic differences between the $D_s^{*+} \rightarrow D_s^+ \gamma$ and $D_s^{*+} \rightarrow D_s^+ \pi^0$ decays, the peak of the $B^0_s \rightarrow D_s^{*\pm} D_s^{\mp}$ mass distribution is parameterised by a superposition of two Gaussian functions. The individual mean values, the ratio of the widths, and the fraction of each Gaussian function in the full distribution are fixed to values taken from simulation. The peak corresponding to $B^0_s \rightarrow D_s^{*+} D_s^{*-}$ decays is modelled using a single Gaussian function, with the mean fixed to the value found from simulated events.

There is also a component in the fit to describe the presence of background decays of the form $B^0_s \rightarrow D_s^{(*)+} D_s^{(*)-}$, where the $D_s^{(*)}$ can be either a $D_{s1}(2460)^+ = D_s D^- + D_{s1}(2460)^+$ or a $D_{s0}(2317)^+ = D_s D^0 + D_{s0}(2317)^+$ meson that decays to a $D_s^+$ along with some combination of photons and neutral or charged pions. As some decay products are missed, this background is present only at the low mass region of the signal distribution. The shape of the distribution is determined by fitting to $B^0_s \rightarrow D_{s1}(2460)^+ D_s^-$ simulated events, as the contribution from $D_{s1}(2460)^+$ is currently the best understood among the $D_{s1}^{(*)}$ decays. It is found to be well modelled by an Argus function \[23\], all shape parameters for which are fixed to the values found in simulation.

The combinatorial background shape in the $B^0_s$ candidate mass distribution is parameterised by a second-order polynomial, and the model is validated with candidates passing a wrong-sign version of the selection. The wrong-sign selection is identical to the signal selection but instead looks for events containing two $D_s^+$ mesons. The parameters of the combinatorial background distribution are allowed to float in the full fit to data, and are found to be compatible with the values obtained from the fit to the wrong-sign sample. The
Table 3: The yields extracted from the fit to the $B_{s}^{0} \rightarrow D_{s}^{(*)+}D_{s}^{(*)-}$ candidate sample.

<table>
<thead>
<tr>
<th>Decay Mode</th>
<th>Yield</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_{s}^{0} \rightarrow D_{s}^{+}D_{s}^{-}$</td>
<td>412 ± 23</td>
</tr>
<tr>
<td>$B_{s}^{0} \rightarrow D_{s}^{<em>+}D_{s}^{</em>-}$</td>
<td>1032 ± 39</td>
</tr>
<tr>
<td>$B_{s}^{0} \rightarrow D_{s}^{<em>+}D_{s}^{</em>-}$</td>
<td>786 ± 48</td>
</tr>
<tr>
<td>Combinatorial background</td>
<td>1342 ± 47</td>
</tr>
<tr>
<td>$B_{s}^{0} \rightarrow D_{s}(2460)^{\pm}D_{s}^{\mp}$</td>
<td>432 ± 42</td>
</tr>
</tbody>
</table>

The combinatorial background shape in the $D_{s}^{\pm}$ distribution is determined using events taken from the high-mass sideband region of the $B_{s}^{0}$ distribution, and is found to be consistent with a first-order polynomial. The impact of adding a small Gaussian contribution to account for the presence of real $D_{s}^{\pm}$ mesons in the combinatorial background was found to be minimal, with the observed deviations from the nominal signal yields being smaller than the statistical uncertainty in each case.

The $B_{s}^{0}$ distribution is modelled using the same parameterisation as for the full $B_{s}^{0}$ distribution, with one exception. The peak where either the $D_{s}^{(*)+}$ or $D_{s}^{(*)-}$ comes from the decay of an excited state is modelled by a superposition of three Gaussian functions, rather than the two-Gaussian model used in the $B_{s}^{0}$ case, to account for the difference in distributions from $D_{s}^{(*)+}$ and $D_{s}^{(*)-}$ decays, as the $D_{s}^{(*)-}$ decay contains a $\pi^{0}$ in the final state more frequently than $D_{s}^{(*)+}$ decays. There is also a small contribution from the decay $B_{s}^{0} \rightarrow D_{s}^{-}D_{s}^{+}$, which is modelled with the same distribution as for the signal $B_{s}^{0}$ candidates.

5 Fit results

The fit to the signal data samples is shown in Fig. 1, where the triple peaked structure of the full decay is clearly visible. The yields for the individual signal channels and the two backgrounds are given in Table 3. The total $B_{s}^{0} \rightarrow D_{s}^{(*)+}D_{s}^{(*)-}$ yield is the sum of the individual signal channel yields, with the uncertainty calculated using the correlation coefficients between the individual yields, and is found to be $2230 \pm 63$. The full fit to the data sample for the normalisation mode is shown in Fig. 2, and the yields are given in Table 4. Almost all $B^{0} \rightarrow D_{s}^{*\pm}D^{*\mp}$ decays are reconstructed with a mass lower than the $5050 \text{MeV}/c^{2}$ mass cut imposed on the $B^{0}$ candidates. There is thus a relatively small yield from this channel. Only the main $B^{0} \rightarrow D_{s}^{*+}D_{s}^{-}$ peak is used for normalisation purposes.

6 Systematic uncertainties

A number of systematic uncertainties affect the measurements of the ratios of branching fractions; the sources and magnitudes of these uncertainties are summarised in Table 5. The dominant source of uncertainty for two of the three branching fractions comes from the
Figure 1: Invariant mass distribution of the $B^0 \rightarrow D_s^{(*)+} D_s^{(*)-}$ candidates. Also shown is the fit function and the individual components of the fit model.

Table 4: The yields extracted from the fit to the $B^0 \rightarrow D_s^{(*)\pm} D^{(*)\mp}$ candidate sample.

<table>
<thead>
<tr>
<th>Decay Mode</th>
<th>Yield</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B^0 \rightarrow D_s^+ D^-$</td>
<td>3636 ± 64</td>
</tr>
<tr>
<td>$B^0 \rightarrow D_s^{<em>+} D^- / D^{</em>-} D_s^+$</td>
<td>3579 ± 110</td>
</tr>
<tr>
<td>$B^0 \rightarrow D_s^{<em>+} D^{</em>-}$</td>
<td>166 ± 86</td>
</tr>
<tr>
<td>$B_s^0 \rightarrow D_s^\pm D^\mp$</td>
<td>85 ± 13</td>
</tr>
<tr>
<td>Combinatorial background</td>
<td>1542 ± 56</td>
</tr>
</tbody>
</table>

$b$ fragmentation fraction ratio, $f_s/f_d = 0.259 \pm 0.015$ [24]. Part of the uncertainty on this ratio is due to the ratio of the charm branching fractions $B(D_s^+ \rightarrow K^+ K^- \pi^+)/B(D^- \rightarrow K^+ \pi^- \pi^-) = 0.594 \pm 0.020$ [24], the inverse of which is used in the measurements presented in this paper, as shown in Eq. 1 With the two values from Ref. [24], the part of the uncertainty on $f_s/f_d$ due to the charm branching fractions cancels, leading to a total uncertainty for the product $f_d/f_s \times B(D^- \rightarrow K^+ \pi^- \pi^-)/B(D_s^+ \rightarrow K^+ K^- \pi^+)$ of 4.7%.

The fit model used for the yield extraction is validated using pseudoexperiments and is found to be unbiased. The uncertainty due to the imperfect knowledge of the shape of the full mass distribution is investigated by measuring the yields using alternative models for each of the peaks. The $D_s^+ D_s^-$ peak is modelled with an Apollonios function [25] or a Cruijff function [26], the $D_s^{*+} D_s^-$ peak is modelled using a single Gaussian function, and the $D_s^{*+} D_s^{*-}$ peak is modelled using a combination of two Gaussian functions. The
Figure 2: Invariant mass distribution of the $B^0 \to D_s^{(*)\pm} D_{s}^{(*)\mp}$ candidates. Also shown is the fit function and the individual components of the fit model.

$B^0 \to D_s^{(*)\pm} D_{s}^{(*)\mp}$ fit model uncertainty is assessed by modeling the $B^0 \to D_s^- D^+$ peak with both an Apollonios function and a Cruijff function. In all cases, the systematic uncertainty is taken to be the RMS deviation of the sets of yields with respect to the nominal yields found using the standard fits. The $B^0 \to D_s^- D^+$ uncertainty is added in quadrature to the signal channel uncertainties, leading to a systematic uncertainty of 3.4% for the $D_s^{(*)\pm} D_s^{(*)\mp}$ branching fraction ratio, 2.2% for the $D_s^{(*)\pm} D_s^{(*)\mp}$ branching fraction ratio, and 2.2% for the total $B^0 \to D_s^{(*)\pm} D_s^{(*)\mp}$ branching fraction ratio.

The uncertainty on the combinatorial background yield is determined by considering the differences when instead fitting this background with an exponential function, and is of the order of 1.5% for all of the branching fraction ratios.

The dominant uncertainty for the $B_s^0 \to D_s^{(*)\pm} D_{s}^{(*)\mp}$ decay channel results from the lack of knowledge of the $B_s^0 \to D_{sJ}^{(*)}\bar{D}^0_{sJ}^{(*)}$ background decays. The shape of this background overlaps mostly with the $B_s^0 \to D_s^{(*)\pm} D_s^{(*)\mp}$ signal decays, and therefore the systematic uncertainty due to this background shape is much larger for this channel (5.0%) than for the other two exclusive branching fractions (0.2% - 0.4%). The uncertainty is measured by repeating the fit with the cut-off point of the Argus function varied from 5050 MeV/$c^2$ to 5200 MeV/$c^2$, where the upper limit is chosen in order to account for the presence of decays containing $D_{s0}(2317)^+$ mesons. The changes to the yields from the values found in the nominal fit are calculated in each case. The systematic uncertainty in each channel is then assigned as the RMS of the full set of deviations. The uncertainty on the overall branching fraction ratio is also determined in this way, and is found to be 1.9%.

The uncertainties on the overall efficiencies due to the limited size of the simulated
Table 5: Systematic uncertainties, in % of the relevant branching fraction ratio, for the $B_s^0 \to D_s^{(*)+} D_s^{(*)-}$ branching fraction ratios.

<table>
<thead>
<tr>
<th>Source</th>
<th>$B_s^0 \to D_s^{(<em>)+} D_s^{(</em>)-}$</th>
<th>$B_s^0 \to D_s^{(<em>)+} D_s^{(</em>)-}$</th>
<th>$B_s^0 \to D_s^{(<em>)+} D_s^{(</em>)-}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_d/f_s \times \frac{\mathcal{B}(D^\to K^+\pi^-\pi^-)}{\mathcal{B}(D^\to K^+K^-\pi^+)}$</td>
<td>4.7</td>
<td>4.7</td>
<td>4.7</td>
</tr>
<tr>
<td>Fit model</td>
<td>3.4</td>
<td>2.2</td>
<td>2.2</td>
</tr>
<tr>
<td>Comb. background</td>
<td>1.2</td>
<td>1.9</td>
<td>1.5</td>
</tr>
<tr>
<td>$D_s^{(*)+}$ background</td>
<td>0.4</td>
<td>5.0</td>
<td>1.9</td>
</tr>
<tr>
<td>Simulation statistics</td>
<td>1.9</td>
<td>2.1</td>
<td>1.9</td>
</tr>
<tr>
<td>PID efficiency</td>
<td>1.4</td>
<td>1.8</td>
<td>1.5</td>
</tr>
<tr>
<td>Trigger efficiency</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>Total</td>
<td>6.6</td>
<td>8.1</td>
<td>6.4</td>
</tr>
</tbody>
</table>

The samples are calculated individually for each channel. For the total measurement, $\mathcal{B}(B_s^0 \to D_s^{(*)+} D_s^{(*)-})$, a weighted average of the individual uncertainties is used, with weights proportional to the final yield values obtained from data. These uncertainties on the efficiencies are then propagated to the branching fraction ratios.

There is a systematic uncertainty arising from the calculation of the efficiencies of the PID cuts. The calibration of the data samples is performed in bins of momentum and pseudorapidity, which results in an uncertainty on the calculated efficiencies owing to the finite size of the $D^{(*)+} \to D_s^{(*)+} \pi^+$ calibration samples and the binning scheme used. The uncertainty resulting from the calibration sample size and binning scheme is determined by redoing the calibration using different binning schemes. Another systematic uncertainty is due to the presence of a small combinatorial background component in the samples that are used to determine the PID efficiencies. The systematic uncertainty due to this contamination is estimated by comparing the efficiencies found in data to those found when calibrating simulated signal events. The total uncertainties due to the PID efficiency calculation for the three branching fraction ratios presented in this paper are shown in Table 5. The value for $B_s^0 \to D_s^{(*)+} D_s^{(*)-}$ is again the weighted average of the contributing channels, with the uncertainty for the $D_s^{(*)+} D_s^{(*)-}$ contribution being 1.1%.

The uncertainty of 1.5% from the trigger response is assessed by considering variations in the response between data and simulation. The individual uncertainties are combined in quadrature to give the total relative systematic uncertainties for each measurement given in Table 5.
7 Summary and discussion

Inserting the measured yields and relative efficiencies into Eq. \[1\], along with the \(f_s/f_d\) and \(B(D^- \rightarrow K^+\pi^-\pi^-)/B(D_s^+ \rightarrow K^+K^-\pi^+)\) values taken from \[24\], gives

\[
\frac{B(B_s^0 \rightarrow D_s^{(*)}+D_s^{(*)}-)}{B(B^0 \rightarrow D_s^+D^-)} = 4.24 \pm 0.14 \text{ (stat)} \pm 0.27 \text{ (syst)},
\]

\[
\frac{B(B_s^0 \rightarrow D_s^{(*)}D_s^{(*)})}{B(B^0 \rightarrow D_s^+D^-)} = 1.88 \pm 0.08 \text{ (stat)} \pm 0.12 \text{ (syst)},
\]

\[
\frac{B(B_s^0 \rightarrow D_s^{(*)}+D_s^{(*)}-)}{B(B^0 \rightarrow D_s^+D^-)} = 1.76 \pm 0.11 \text{ (stat)} \pm 0.14 \text{ (syst)}.
\]

Using the current world average measurement of the \(B^0 \rightarrow D_s^+D^-\) branching fraction of \((7.2 \pm 0.8) \times 10^{-3}\) \[19\], gives

\[
B(B_s^0 \rightarrow D_s^{(*)}+D_s^{(*)}-) = (3.05 \pm 0.10 \pm 0.20 \pm 0.34) \text{%},
\]

\[
B(B_s^0 \rightarrow D_s^{(*)}D_s^{(*)}) = (1.35 \pm 0.06 \pm 0.09 \pm 0.15) \text{%},
\]

\[
B(B_s^0 \rightarrow D_s^{(*)}+D_s^{(*)}-) = (1.27 \pm 0.08 \pm 0.10 \pm 0.14) \text{%},
\]

where the uncertainties are statistical, systematic, and due to the branching fraction of the normalisation channel, respectively.

Figure \[3\] shows the LHCb measurement of the total \(B^0 \rightarrow D_s^+D^-\) branching fraction, along with the previous measurements by Belle \[5\], CDF \[6\], and D0 \[7\], the average of these previous measurements as calculated by HFAG \[27\], and the theoretical value from Ref. \[3\]. The theoretical prediction is for a decay time \(t = 0\), while the measurements integrate over the \(B_s^0\) meson lifetime; the correction factor for mixing is known \[28\], but has not been applied. The LHCb result is consistent with all previous measurements and calculations, and is the most precise determination to date. In addition, the LHCb measurements of the individual \(B_s^0 \rightarrow D_s^{(*)}D_s^{(*)}\) and \(B_s^0 \rightarrow D_s^{(*)}+D_s^{(*)}-\) branching fractions are consistent with, and more precise than, all previous measurements.

Using this measurement of the branching fraction of \(B_s^0 \rightarrow D_s^{(*)}+D_s^{(*)}-\) decays to calculate \(\Delta\Gamma_s/\Gamma_s\) as detailed in Ref. \[1\] gives a value approximately half as large as the most recent HFAG determination \[27\], suggesting that indeed \(B_s^0 \rightarrow D_s^{(*)}+D_s^{(*)}-\) decays do not saturate the \(CP\)-even modes \[2\]. The measurements presented in this analysis will be useful in improving the understanding of hadronisation effects in \(B_s^0\) decays via the \(b \rightarrow c\bar{c}s\) quark transition, and in determining a precise value of the inclusive branching fraction of these \(b \rightarrow c\bar{c}s\) decays.
Figure 3: The $B_s^0 \to D_s^{(*)+} D_s^{(*)-}$ branching fraction measurements by Belle, CDF, and D0, the current world average, the theoretical prediction from Ref. [3], and the new LHCb result.
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