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Abstract

The PIDCalib package is a tool, widely used within the LHCb Collaboration, which provides access to the calibration samples of electrons, muons, pions, kaons and protons. This note covers both theoretical aspects related to the measurement of the efficiency of particle identification requirements, and more technical issues such as the selection of the calibration samples, the background subtraction procedure, and the storage of the data sets in the new data-processing scheme adopted by the LHCb experiment during the second run of the LHC.
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1 Introduction

1.1 Purpose of the package and intent of the note

Particle identification (PID) is the area of the LHCb experiment, including detectors, reconstruction software, and data analysis, developed with the purpose of distinguishing charged final state particles - including pions, kaons, protons, muons and electrons - from one another.

The sub-detectors used for particle identification are the two Ring Imaging CHERENKOV (RICH) detectors, the muon system, and the calorimeter system composed of a Scintillating Pad Detector (SPD), a preshower, a shashlik-type electromagnetic calorimeter and a hadronic calorimeter. A discussion on the technical aspects of the detectors can be found in Ref. [1]; the performance of the RICH, Calorimeter, and Muon systems are described in Refs. [2], [3], and [4], respectively.

The reconstruction software is the set of algorithms transforming the electronic response of the detectors into raw variables that are combined in several ways to provide discriminants used in physics analyses. During the LHC Run 1 the use of PID discriminants in the trigger selection was advantageous to reduce the retention rate for some channels. In Run 2 the use of PID discriminants in the trigger selection has become much more common. The LHCb trigger system consists of two levels: a first level implemented in hardware followed by a software trigger (HLT). In Run 1 the HLT ran a simplified version of the offline event reconstruction to accommodate the more stringent CPU time requirements. For Run 2, thanks to both the additional computing resources and a re-optimisation of the code, the full event reconstruction can now be utilised [5].

The simulation of the detectors devoted to PID is non-trivial. Indeed, computing the response of these detectors to a traversing particle requires modelling of the kinematics of the particle, the occupancy of the detectors (which may be different from event to event and sensitive to beam conditions), and the experimental conditions such as alignments, temperature, and gas pressure (which may modify the response of detectors from run to run). These considerations have motivated the use of data-driven techniques to measure the efficiency of selections involving particle identification.

The PIDCalib package, standing for Particle IDentification Calibration, is a set of tools to help analysts compute the efficiency of particle identification selection requirements. The package has evolved greatly since its first version and remains under active development. At the beginning of Run 2 it is being developed into a more robust package, better exploiting the computing technologies made available by the LHCb collaboration. There are two main reasons behind this change:

1. Particle identification is used extensively in the selections defined in the second stage of the high-level trigger (HLT2). Discriminating variables computed online (in the trigger) may be different to those computed offline (after the trigger). The latter are subject to modifications and improvements by the introduction of new algorithms, while the former are computed once in the trigger and cannot be changed in future reprocessings.
2. The PID calibration sample size is larger than it was during the Run 1 of the LHC. The systematic uncertainties on physics analyses due to the limited size of the calibration samples were dominant in some fringe regions of the PID efficiency parameter space, but the larger sample size expected for Run 2 will reduce the size of this contribution and others. This imposes requirements on the data management and processing strategy of PIDCalib, to ensure fast processing and flexibility to meet the ever-changing needs of the analysts.

This note describes the current status of PIDCalib at the beginning of the second run of the LHC. The note is organized as follows. The next two sections summarize the evolution of the PIDCalib package within the collaboration from a historical perspective (1.2) and the main changes needed in passing from Run 1 to Run 2 (1.3). Section 2 reviews the theoretical aspects of the efficiency determination for a reference sample through calibration samples, while Section 3 is devoted to the discussion of the statistical and systematic uncertainties on the efficiencies predicted within PIDCalib. Section 4 summarizes the technical issues related to the data-processing, selection and signal extraction of the calibration samples. A summary and outlook conclude the note in Section 5.

1.2 A historical perspective

The first version of the PIDCalib package was developed by the Oxford group in 2009. At that time it was comprised of a loose set of scripts to exploit the $D^{*+} \rightarrow D^0 \pi^+$ decay to tag the flavour of the $D^0$ meson unambiguously, and therefore distinguish the kaon and the pion in the subsequent decay $D^0 \rightarrow K^- \pi^+$ without the use of PID information. The distributions of the PID variables of these PID-unbiased samples were used as input for the analyses studying CP violation in the decay $B^\pm \rightarrow D^0 K^\pm$ in order to measure the CKM angle $\gamma$ [6–8]. The reconstruction and selection efficiency of kaons and pions, and any possible charge asymmetry, had to be known very precisely in order not to bias the measurement of the charge asymmetry of the decay. The $s$Plot technique [9] was used to statistically subtract the background contribution from the $D^{*+}$ sample, which was then weighted to reproduce the kinematic variables of pions and kaons in the $B^\pm$ sample.

Later in 2010 the package was extended to include calibration samples for protons. One candidate decay mode was $\Lambda \rightarrow p \pi^-$, principally because of the abundance of $\Lambda$ baryons produced at the LHC, but also because of the good background discrimination provided by the long $\Lambda$ lifetime, which results in its decay vertex being significantly displaced from the primary pp interaction vertex.

At the same time, in Frascati, an alternative technique was used to determine the efficiency of PID requirements [10] in a search for the rare decay $B^0_s \rightarrow \mu^- \mu^+$. The procedure relied on the technique whereby one of the $J/\psi$ child candidates is required to pass strict muon PID requirements, allowing the other muon to be selected without the use of PID information (thus being ‘PID-unbiased’) [4]. In 2011, this calibration of muon PID selection efficiencies was first integrated into the PIDCalib package, again using the $s$Plot technique to subtract the background contribution from the calibration sample.
Close attention was paid to the possible bias of the online selection (trigger) to the PID variables of the muon candidates.

In 2014, the calibration of PID requirements on electrons was made available in PIDCalib, using a comparatively small sample of $B^+ \to J/\psi (\to e^+e^-)K^+$ decays. Electrons were the last particle type to be added to PIDCalib, making it a comprehensive package, able to cope with the needs of most physics analyses.

During Run 1, several analyses requiring proton PID calibration noted that the $\Lambda$ calibration sample suffered from a low sample size for high-momentum protons. Although many $\Lambda$ decays are collected, the softer spectrum with respect to protons from heavy flavour decays led to large statistical uncertainties on the calibration of high-momentum protons. Two strategies were put in place during Run 1: firstly a set of two $\Lambda$ selections were made, one which was artificially scaled down to select low-momentum protons at an acceptable rate, and another which required protons with a momentum of at least 40 GeV/$c$; and secondly the addition of calibration samples made from protons from charm and beauty decays was considered, such as $\Lambda_0^b \to \Lambda^+\pi^-$, followed by $\Lambda^+_c \to pK^-\pi^+$. Decays of $\Sigma_c^0 \to \Lambda^+_c\pi^-$ and $\Sigma_c^{++} \to \Lambda^+_c\pi^+$ were also studied, and were included in the calibration samples in 2015.

1.3 Towards Run 2

Before the start of Run 2, it was already clear that for some decay channels it would be necessary to include some PID requirements in the online (trigger) selections. In contrast to Run 1, the online reconstruction was expected to be identical to the offline one, allowing analysts to perform their measurements directly on the output of the online reconstruction. Online reconstruction objects can then be saved directly into a specific stream of data, called Turbo, which is made available to analysts through a specially developed application [11]. This new trigger scheme, along with the need to evaluate the performance of PID variables both online and offline, required a revaluation of the data flow of the PID calibration samples [12]. The new data flow simplifies the management of the larger samples that are expected in Run 2, and allows for more detailed studies of the systematic uncertainties associated with PID calibration.

In between Run 1 and Run 2, several other calibration modes were studied in order to provide a cross-check of the correctness of the package, to assess the systematic uncertainties related to the choice of the calibration sample, and to cover regions of the kinematic phase space where the primary samples are limited in statistics. Details of the suite of samples now selected in the trigger and made available through the PIDCalib package, are available in Ref. [13].

The recent update of the PIDCalib package aims to offer tools to help develop and test new algorithms on real data. This is crucial in a data flow that, in order to save disk space, tends to reduce the detector information available to analysts. Storing all available information for only a few calibration modes allows the continuation of the work of improving the reconstruction and PID, fundamental in studies for the LHCb upgrade, while keeping disk space usage to a minimum.
2 Computing the PID efficiency

To compute any efficiency it is necessary to know the number of signal events before and after the selection. For a majority of analyses some PID selection is applied at a point where it cannot be changed, such as in the trigger or in the centralized selection, and the number of signal events before the selection is lost. It may be the case that the number of signal events before the selection is inaccessible; either due to a high level of background or that no events are observed after the selection, as in the case of a search for a rare decay. The use of Monte Carlo simulation can only give an approximate evaluation of the PID efficiency since the PID variables used in the selection are not necessarily well described. To obtain the required accuracy it is necessary to use samples taken from data, in conjunction with calibration techniques. Using these, a proxy for the signal sample (the calibration sample) is obtained without the use of PID information, then arbitrary PID requirements may be applied comparing the number of candidates before and after the selection.

A complication arises from the non-uniform PID response for particles of a given species. The efficiency is known to vary as a function of several variables, the most important among which are the particle momentum, the particle pseudorapidity, and the number of tracks in the event. If the distribution of these variables is different between the calibration sample and those of the signal under scrutiny, the average PID efficiencies will differ.

This section discusses how these challenges can be overcome, presenting first the theory of the technique, and then covering the implementation. Note that the discussion of the computation of the associated uncertainties is postponed until Section 3.

2.1 General procedure

We assume that a data sample is available, with an infinite number of the tracks of known particle type, obtained without the use of any particle identification information, which are denoted calibration tracks. We further assume that the response of a PID variable is fully parameterised by some known set of variables, such as the track momentum $p$ or the track multiplicity (such as the number of reconstructed tracks traversing the whole detector or the number of hits in the SPD detector). By partitioning the sample with sufficient granularity in the parameterising variables, the probability distribution function (PDF) of the PID variable does not vary significantly within each subset, such that the efficiency of a selection requirement on that variable is single valued within each subset.

Because the PID efficiency is fully parameterised, we can deduce the efficiency of a PID requirement on any track by looking up the efficiency of the subset that the track would belong to, regardless of whether it originates from the set of calibration tracks or not. In the $i$th subset, the efficiency $\varepsilon_i$ of a PID cut is

$$\varepsilon_i = \frac{N'_i}{N_i},$$

where $N_i$ is the number of tracks in the subset before the PID cut, and $N'_i$ is the number after. The average efficiency, across the entire space of the parameterising variables, is
then

\[ \bar{\varepsilon} = \frac{\sum_i \varepsilon_i N_i}{\sum_i N_i}. \] (2)

In the trivial case that the events are from the calibration sample there is no need to compute per-subset efficiencies and the average efficiency is simply

\[ \bar{\varepsilon} = \frac{N'}{N}, \] (3)

which one obtains when substituting Equation 1 into Equation 2.

To compute the PID efficiency on a sample other than the calibration sample, denoted hereafter as the reference sample, the parameterising variables in the calibration sample can be weighted to look like those in the reference. The PID efficiency can then be computed as above using the per-subset weights. The weights are defined as the normalised ratio of reference to calibration tracks

\[ w_i = \frac{R_i}{C_i} \times \frac{C'}{R'}, \] (4)

where \( R_i \) (\( C_i \)) is the number of reference (calibration) tracks in the \( i \)th subset, and \( R \) (\( C \)) is the total number of reference (calibration) tracks in the sample.

After applying the PID cut to the weighted calibration sample, the per-subset efficiency of which is computed using Equation 1, the average efficiency of the PID requirement on the weighted calibration sample is then

\[ \bar{\varepsilon} = \frac{\sum_i w_i \varepsilon_i C_i}{\sum_i w_i C_i}. \] (5)

Because the calibration sample has been weighted in the parameterising variables to match the reference sample, and because the PID efficiency is assumed to be fully parameterised, \( \bar{\varepsilon} \) is also the average efficiency of the PID requirement on the reference sample.

By substituting the weights defined in Equation 4 into Equation 5, we obtain

\[ \bar{\varepsilon} = \frac{\sum_i R_i \varepsilon_i}{\sum_i R_i} = \frac{1}{R} \sum_i R_i \varepsilon_i. \] (6)

This shows that the computation of the PID efficiency can be thought of in two ways: either as the reweighting of the calibration sample to match the reference, as in Equation 5, or as the assignment of efficiencies to reference tracks based on the subset they belong to, as in Equation 6.

This can be extended to reference samples where PID requirements have been imposed on multiple tracks. One then requires the efficiency of an ensemble of cuts. The individual efficiency \( \varepsilon_i \) for each track is calculated, and the efficiency for the ensemble \( \varepsilon_{\text{ensemble}} \) is the product of the \( N_{\text{trk}} \) individual efficiencies

\[ \varepsilon_{\text{ensemble}} = \prod_i \varepsilon_i. \] (7)
2.2 PID requirements in reference preselections

Obtaining a reference sample from real data, rather than Monte Carlo simulations, would be ideal because it avoids the harmful effects of possible modelling defects in the parameterising variables. However, sometimes data for the reference sample is only available after PID requirements have been made, such as in a trigger selection.

We can still try to apply the method defined in Section 2.1, weighting the calibration sample to match the reference sample, after whatever PID-based preselection has been applied to it

\[ w'_i = \frac{R'_i}{C'_i} \times \frac{C'}{R'}, \]

where \( R'_i \) (\( C'_i \)) is the number of reference (calibration) tracks in the \( i \)th subset and \( R' \) (\( C' \)) is the total number of reference (calibration) tracks in the sample, all quantities being after the PID requirements in the preselection have been applied. In principle, it is not guaranteed that the new average efficiency

\[ \bar{\varepsilon}' = \frac{\sum \varepsilon_i w'_i C_i}{\sum w'_i C_i}, \tag{8} \]

is still the same average PID efficiency as defined in Equation 5. However, we note that the ratio between the two weights is constant across all subsets

\[ \frac{w_i}{w'_i} = \frac{R_i C'_i}{C_i R'_i} \times \frac{A}{R C R'} = \frac{\varepsilon'_i C}{\varepsilon_i R} A = A, \]

where \( \varepsilon'_i \) and \( \varepsilon_i \) are as defined in Equation 1 for the reference and calibration samples respectively. The final equality then follows from the PID efficiency in a subset being source-independent. Therefore

\[ w'_i = w_i / A, \]

and so it follows that equations 5 and 8 are equivalent

\[ \bar{\varepsilon}' = \frac{\sum w'_i \varepsilon_i C_i}{\sum w'_i C_i} = \frac{A^{-1} \sum w_i C_i \varepsilon_i}{A^{-1} \sum w_i C_i} = \bar{\varepsilon}. \tag{9} \]

Therefore, we can use a reference sample with PID cuts applied to calculate the efficiency of those PID cuts, assuming the cuts do not completely remove all events from any phase space subset. Notice that this argument does not hold when the selection is applied on the poorly modelled simulation distributions.

2.3 Implementation in PIDCalib

In practice, the sample of calibration tracks is not pure. Kaon and pion tracks, for example, are obtained from selecting \( D^0 \to K^- \pi^+ \) decays, but the sample also contains combinatorial
$D^0$ candidates (vertices formed from random tracks that happen to pass the selection criteria). This means we cannot just count the number of candidates before and after the PID selection. Instead, we could perform maximum likelihood fits, but performing one fit in every subset would be slow and requires a lot of manual checking.

We instead compute $\mathcal{W}$Weights from maximum likelihood fits to the full sample without any PID selection applied, as described in Section 4.2. These can then be used to compute the number of signal and background candidates in each subset, on a statistical basis, before and after the PID selection is applied. The number of signal candidates in the $i$th subset, as in Equation 4, is then defined as

$$C_i = \sum_{\text{Candidates}} s\mathcal{W}_i,$$

where $s\mathcal{W}_i$ is the signal $\mathcal{W}$eight for candidate $i$.

The use of $\mathcal{W}$eight relies on the assumptions of the $\mathcal{P}$lot formalism [9], namely that the parameterising variables are uncorrelated to the fit variables (usually the mass of the vertex). The possible bias introduced by the correlation between the two kinds of variables, e.g. the dependency of the resolution of the mass peak on the momentum and pseudorapidity of the probed track, might be relevant and should be considered case by case as a source of systematic uncertainty (see also Sect. 3.2.3).

Another source of systematic uncertainty is the presence of only few events in one or more the chosen subsets. There it may happen that the sum of $\mathcal{W}$eight before and/or after the PID selection is negative. The partitioning should be chosen to avoid this situation which is often hinted by unphysical efficiencies, lying outside the $0 \leq \varepsilon \leq 1$ interval. The partitioning in PIDCalib is implemented as the binning schema of a one-, two-, or three-dimensional histogram. ‘Partitions’ then become ‘bin boundaries’, and ‘subsets’ become ‘bins’. The use of histograms is just an implementation detail; they act as lookup-tables when assigning efficiencies to the reference sample, as in Equation 6.

For the analyst, the main use-case for PIDCalib is generating these objects, known as performance histograms. What they are used for is largely dependent on the analysis, but PIDCalib can provide a table of per-event efficiencies for the reference sample, as a ROOT TTree [14], and can also compute the average efficiency of the user-specified PID selection on the reference sample.

## 2.4 Reference sample operations

There are a number of ways in which the calibration samples can be used to extract PID efficiencies, and PIDCalib is able to perform each of these in intuitive ways. Three broad strategies have been commonly implemented at LHCb in the past and a brief description of the implementation of these methods is given in the following sections. Depending on a number of circumstances, including the analysis selection, the modelling of the signal kinematics and the ability to cleanly extract the real data kinematics, the users may find that one particular method is optimal for them in extracting a PID selection efficiency.
2.4.1 “Classic” PIDCalib

The original approach uses a simulated reference sample to provide the kinematics of the signal tracks under consideration. The simulated sample should have no PID requirements asserted (the argument outlined in Section 2.2 does not hold when the selection is applied on the poorly modelled simulation distributions). PIDCalib will then provide the user with a ROOT TTree of per-event efficiencies for these simulated events. The average efficiency for the given PID requirements on that signal sample is then simply the average of the per-event PID efficiencies. This is an ideal approach to use when the kinematics of the signal tracks are understood to be well modelled.

2.4.2 “All data” PIDCalib

There are some cases where the signal kinematics are known not to be well modelled, and a re-weighting of these kinematics is not trivial. If the signal in the real data can be reliably separated from the other species in the sample, such that some background subtraction can be used to extract the signal kinematics, another approach to the PIDCalib reference sample can be used. The real data in the analysis can be used to provide the signal kinematics instead of a simulated sample. This holds even where PID selection has been used in the data in the trigger selections or in the centralized pre-selection, and the distributions of the data before PID selection is not accessible, as per Section 2.2.

The technique uses the sum of signal candidates surviving PID selection in local regions of the phase space, and the efficiency of the selection on that region of phase space taken from the calibration sample, to extract the number of signal candidates in that region of the phase space before selection. Say the $\mathcal{P}$lot technique is used to extract the kinematics of the signal candidates - the per-event efficiencies given to the user by PIDCalib can then be used in the following expression to extract an average efficiency of the PID requirements on the signal:

$$\frac{1}{\epsilon} = \frac{\sum w_i / \epsilon_i}{\sum w_i}$$

(11)

where the sum is over the signal candidates, $\epsilon_i$ is the ensemble PID per-event efficiency for that candidate and $w_i$ is the $s$Weight for the signal candidate in the reference sample.

An example of an analysis which has used this procedure in a published result is the 13 TeV charm cross-section analysis, produced as part of the 2015 early measurements programme [15].

2.4.3 MCResampling tool

Another approach in PIDCalib is the explicit re-weighting of a MC PID distribution, which requires no information from the signal data, but simply a simulated signal sample with no PID selection applied. Using a sub set of the variables $\eta$, $p$, $p_T$, and the track multiplicity in the event, the calibration sample is split into regions, and in each region a distribution of the PID variable in question is constructed. Using the same sub set of variables, each track in the signal simulation is matched to one of the regions defined for
the calibration sample. The distribution of the PID variable from the matched region is then used as a PDF to randomly draw a new PID value. In this way, the efficiency of the selection can then be extracted from the signal simulation itself. This procedure has the effect of improving the agreement of the PID distributions between simulation and data. However, it only preserves the correlations of the sampled variables (up to three in the present implementation in PIDCalib) and breaks any others, the effects of which have to be carefully evaluated on a case-by-case basis.

2.5 Summary

PIDCalib can be used to produce performance histograms and tables of efficiencies for a user-specified set of PID requirements. These can be parameterised by up to three variables, chosen among track momentum, transverse momentum, pseudorapidity, and track multiplicity. If a reference sample is provided, PIDCalib can also produce tables of per-event efficiencies and the average efficiency over the sample.

The choice of binning for the performance histograms is important. If it is too coarse, the efficiency will not be constant within a bin, and so the hypothesis of full parametrization of the efficiency will not be satisfied and Equation 5 will not hold. Conversely, using many variables or too fine a binning will lead to large statistical uncertainties on the computed efficiencies. A compromise must be found between satisfying the assumptions of the theory and decreasing the statistical uncertainty on the efficiencies, and one must consider the associated systematic effects. Similar arguments hold for the choice of parameterising variables.

The reference sample used to compute the PID efficiency for a signal sample can be from real data or from simulation, and in the former case it may already have PID cuts applied to it. The important points are that the distributions in the parameterising variables in the reference sample must match those of the signal, and that any PID cuts that are applied to the reference sample must not have already removed the entire contents of a kinematic bin of the calibration sample.

3 Uncertainties estimation

Section 2 presented the calibration procedure used to estimate the efficiency $\bar{\epsilon}$ of the reference sample. In the following section, different uncertainties affecting this procedure are discussed, giving rise to an uncertainty on the quoted efficiency. Although any uncertainty on the efficiency of a particle identification requirement is most likely treated as a systematic uncertainty in the respective analysis using the PIDCalib procedure, the discussion is split into statistical and systematic uncertainties on $\bar{\epsilon}$. For most of the uncertainties presented here, no scripts exist in PIDCalib to compute their effect and hence the discussion focuses on describing their source and possible treatments. The actual treatment of systematic uncertainties on PID efficiencies may vary depending on the actual analysis as potential correlations to other systematic uncertainties may arise.
Furthermore, detailed studies prepared individually for the specific analyses are advised if the PID efficiency is expected to be a dominant uncertainty.

### 3.1 Statistical uncertainties

Statistical uncertainties on $\bar{\varepsilon}$ arise from finite statistics in the input samples to the calibration procedure, namely the calibration and reference sample.

#### 3.1.1 Calibration sample size

The efficiency $\varepsilon_i$ in each bin $i$ of the efficiency tables produced by PIDCalib is the result of dividing the number of events passing the selection by the total number of events in the calibration sample falling into this bin. However, the resulting uncertainty cannot be computed using the well-known equation for binomial uncertainties:

$$\sigma_{\varepsilon_i}^2 = \frac{\varepsilon_i(1 - \varepsilon_i)}{R_i}, \quad (12)$$

as this equation assumes unweighted data while weights are used to estimate the number of signal decays in the calibration sample. Toy studies reveal that the uncertainty is underestimated by the above equation. Internally, PIDCalib uses ROOT to divide two histograms with bin-by-bin variance defined by

$$\sigma_{\varepsilon_i}^2 = \frac{1}{C_i^2} \left[ \left( 1 - 2 \frac{C^\prime_i}{C_i} \right) \sum_{j \in C^\prime_i} sW_j^2 + \frac{C^\prime_i^2}{C_i^2} \sum_{j \in C_i} sW_j^2 \right]. \quad (13)$$

This equation, derived following Chapter 8.5 in [16], is found to reproduce the true uncertainty in toy studies and reduces to Equation 12 in case of unit weights.

When computing the efficiency of the reference sample $\bar{\varepsilon}$ using Equation 6, the uncertainties on the individual $\varepsilon_i$ have to be propagated to the final uncertainty on $\bar{\varepsilon}$. While an analytical solution is possible if only one track per event has a PID selection requirement, the problem becomes highly complicated in case of multiple tracks. In this case, events can be partly correlated if some of the tracks share the same bin in the efficiency tables. Therefore, it is recommended to use Monte Carlo error propagation to obtain the correct uncertainty taking all correlations into account. In this approach, the PIDCalib calibration procedure should be repeated $n$ times. In each iteration, a new efficiency table is generated by drawing a new random number for each $\varepsilon_i$ from a Gaussian distribution with a mean equal to the value in the nominal table (obtained using the technique described in Section 2) and sigma given by Eq. 13. This leads to $n$ results for $\bar{\varepsilon}$ whose distribution follows a Gaussian distribution as it is obtained from a linear combination of Gaussian distributed variables. Therefore, the uncertainty on $\bar{\varepsilon}$ due to the size of the calibration sample is given by the standard deviation of the $n$ results for $\bar{\varepsilon}$.
3.1.2 Reference sample size

In the calculation of the $\bar{\varepsilon}$ in Equation 6, an average over all events in the reference sample is taken. The limited size of the reference sample may introduce a statistical uncertainty on $\bar{\varepsilon}$. However, several points should be considered before this uncertainty is included. First of all, if the reference sample is much larger than the signal sample, its contribution to the overall uncertainty is negligible. Furthermore, in case one does not include this uncertainty, the obtained $\bar{\varepsilon}$ can be seen as being the efficiency for exactly this reference sample, and not as the expected efficiency covering all possible classes of similar but statistically independent reference samples. This might be desired in certain cases, e.g. if the reference sample is a simulation sample that is also used to estimate other efficiencies in order to avoid double-counting of the uncertainty due to the size of this sample (otherwise, a careful evaluation of the correlation, for example using bootstrapping [17], might be necessary). In case one has to include this uncertainty explicitly, it can be calculated using the well-known standard error of the mean formula

$$
\sigma_{\bar{\varepsilon}}^2 = \frac{\sum a_{e}^2}{\left(\sum a_{e}\right)^2} \cdot \frac{\sum a_{e}}{\left(\sum a_{e}\right)^2} \cdot \frac{\sum \left(\varepsilon_{e} - \bar{\varepsilon}\right)^2 a_{e}}{\sum a_{e}} ,
$$

(14)

where $\varepsilon_{e}$ and $a_{e}$ are the efficiency and weight of the $e$-th event in the reference sample and all sums are taken over all events in the reference sample. Alternatively, a resampling of the reference sample using bootstrapping might be used, which can be combined with the evaluation of the uncertainty due to the calibration sample size.

3.2 Systematic uncertainties

Several systematic uncertainties related to assumptions made in the calibration procedure are discussed in the following. Generally, those uncertainties substantially exceed the statistical sources discussed in Sect. 3.1.

3.2.1 Differences between reference and signal sample

In the calibration procedure, the reference sample is used to reweight the calibration sample to estimate the efficiency of the signal sample. This implies that the kinematics of all tracks and their correlations found in the signal sample are correctly described by the reference sample. The evaluation of the arising uncertainty is highly dependent on the actual analysis. It can even be avoided entirely by using the actual signal sample as the reference sample. In case Monte Carlo samples are used as reference samples, studies on the agreement of MC and data are necessary, also including careful evaluation of potential correlations to other components of the analysis that use the same simulated data sample. For example, for the result in Ref. [18], for each kinematic bin the $p_T$ and $\eta$ distribution in simulation is weighted to the one in background subtracted data, and the efficiency is evaluated again with the weighted kinematic distribution in each bin; the variation of the efficiencies is quoted as systematic uncertainty.
3.2.2 Choice of binning

The choice of how the calibration sample is partitioned to compute the entries in the efficiency table should balance the competing requirements of keeping as small as possible both the variation of the efficiency over the bin and the statistical uncertainty on that efficiency. To illustrate how possible uncertainties are introduced by this choice, let $x$ be an observable on which the efficiency $\varepsilon(x)$ depends. Let $R(x)$ and $C(x)$ be the probability density function of $x$ in the reference and calibration sample respectively and let $x_i$ and $x_{i+1}$ be the chosen boundaries of the $i$-th bin in the efficiency table. When computing the efficiency for this bin $\varepsilon_i = C'_i/C_i$, one provides an estimate whose expectation value is given by

$$\langle \varepsilon_i \rangle_C = \frac{\int_{x_i}^{x_{i+1}} \varepsilon(x) \cdot C(x)dx}{\int_{x_i}^{x_{i+1}} C(x)dx},$$

where the subscript $C$ indicates that the expectation is with respect to $C(x)$. The same expectation value for the reference sample is hence given by

$$\langle \varepsilon_i \rangle_R = \frac{\int_{x_i}^{x_{i+1}} \varepsilon(x) \cdot R(x)dx}{\int_{x_i}^{x_{i+1}} R(x)dx}.$$

When applying the values in the efficiency tables to the reference sample to obtain $\bar{\varepsilon}$, the obtained $\varepsilon_i$ must be an estimate of $\langle \varepsilon_i \rangle_R$ in order to yield an unbiased estimate of $\bar{\varepsilon}$:

$$\sum \frac{\langle \varepsilon_i \rangle_R R_i}{R} = \sum \frac{\int_{x_i}^{x_{i+1}} \varepsilon(x) R(x)dx}{\int_{x_i}^{x_{i+1}} R(x)dx} \frac{\int_{x_i}^{x_{i+1}} C(x)dx}{\int_{x_i}^{x_{i+1}} R(x)dx} = \sum \frac{\int_{x_i}^{x_{i+1}} \varepsilon(x) R(x)dx}{\int_{X} R(x)dx} = \langle \bar{\varepsilon} \rangle.$$

However, the expectation value of $\varepsilon_i$ is $\langle \varepsilon_i \rangle_C$ which in general is not identical to $\langle \varepsilon_i \rangle_R$, thus introducing a bias to $\bar{\varepsilon}$. The magnitude of the bias (and thus the systematic uncertainty) significantly depends on the chosen binning scheme’s approximation of the assumption $\langle \varepsilon_i \rangle_R = \langle \varepsilon_i \rangle_C$. Based on the definitions above, two extreme cases can be identified which satisfy the assumption:

1. The efficiency within a bin does not depend on $x$ ($\varepsilon(x) \approx \varepsilon$ for all $x$ in the bin), which cancels the dependence on the distribution of $x$.

2. The distributions $R(x)$ and $C(x)$ are identical within a bin ($R(x) = a \cdot C(x)$ for all $x$ in the bin with $a$ being constant), resulting in the same expectation value for this bin independent of the distribution.

A binning scheme should be chosen keeping this in mind. To assess the actual uncertainty on $\bar{\varepsilon}$, a first test should be a variation of the used binning scheme. While a small or even negligible change of $\bar{\varepsilon}$ does not necessarily indicate a good binning scheme (the tested binning schemes might just violate the assumption equally but still substantially), a large
change indicates a major problem with the chosen binning scheme. Careful studies are therefore necessary, as the PIDCalib procedure might not be applicable to the specific analysis in terms of obtainable precision. The size of the uncertainty could be examined by performing studies using toy models resembling the kinematics and efficiency dependence on these kinematics as closely as possible. With increasing number of bins in the efficiency tables, a converging behaviour is seen and the difference between the efficiency in the nominal binning and the converged value in the toys can be assigned as the systematic uncertainty.

3.2.3 \( s \)Weight in calibration sample

In order to obtain the signal contribution in each bin of the efficiency tables, the sum of \( s \)Weights is computed within those bins. These \( s \)Weights have been obtained from a fit to the entire calibration sample and hence imply that all assumptions stated in Ref. [9] are fulfilled. However, studies show a discrepancy between the sum of \( s \)Weights in a bin and the yield resulting from a fit performed only in the specific bin. This is caused by a dependence of the fit to the invariant mass – namely the resolution of the mass peak – on the momentum and pseudorapidity of the probed track. Preliminary studies indicate a bias of the values in the efficiency tables of about 0.1% per track (absolute, not relative, and in the case where multiple tracks are involved, it has to be added linearly). The actual impact of this bias depends on the kind of the analysis and on the accuracy required. Analyses not relying too much on an accurate PID evaluation (on its absolute correction and/or on its kinematic dependence) can safely use the 0.1% absolute uncertainty. Other analyses should study in detail the impact of this bias in their final result. Particular attention has to be paid to the level of mis-identification: \( \mathcal{O}(0.1\%) \) rates, e.g. in the evaluation of \( p \to \mu \), are quite common and in such cases the systematic effect from the kinematic dependence of the \( s \)Weights would introduce an \( \mathcal{O}(100\%) \) uncertainty. These analyses require specific - often time consuming - studies, as it has been done for the \( B_s^0, B^0 \to \mu^+\mu^- \) results, e.g. Ref. [19], from which the \( \sim 0.1\% \) estimate comes.

4 Processing the calibration samples

Defining and selecting the calibration samples, applying the \( \mathcal{P} \)lot technique to subtract the residual background, and storing properly the combined information is a set of tasks that are not directly related to individual physics analyses, and which set scalability challenges to satisfy the increasing need for precision of many of the LHCb measurements. Therefore a collaboration-wide strategy has been implemented to select calibration samples directly in the trigger. A general-purpose fit strategy and \( s \)Weight computation is also implemented, but, as explained in Section 3, analyses heavily relying on PID may need more accurate studies to reduce the uncertainties in particular regions of the phase space. This section briefly describes the data-processing of the calibration samples.
4.1 Selection strategy

The selection of PID calibration samples is mainly implemented in a set of HLT2 lines grouped in the TurboCalib stream of data [12]. At least two samples per particle type (with the exception of electrons) have been identified with the purpose of comparing the performance, in order to assess systematic uncertainties due to the choice of the sample. In general, an attempt was made to have the two samples cover different regions of the phase space, in order to enrich bins otherwise poorly populated. At the same time the samples are required to have sufficient overlap to permit the comparison of their performance. The list of the trigger lines developed and commissioned in 2015 and the final selection for the Run 2 are described in detail elsewhere [13].

4.2 Workflow in Run 2

The processing of the calibration samples in Run 2 required a completely new data flow that has been described in detail elsewhere [12]. A schematic representation of the workflow is depicted in Figure 1. For the present discussion the only relevant point is that in the

---

**Figure 1**: Schematic of the data flow and processing in the *expert-side* of PIDCalib.
processing a few histograms are produced for each run. These are mainly the input for
the first step of the PIDCalib processing, but are used also to monitor the quality of
the selected PID samples. The obtained histograms are then fitted using the RooFit
package \cite{20} to obtain the $s$Weights (details are given in the following Sect. 4.3). The
latter are stored in a database to be accessible to users as well as to Dirac jobs \cite{21}. A
main feature of the workflow in Run 2 is that the full calibration sample files are processed
through a centralized production that pairs each candidate with its corresponding $s$Weight
(read from the database) and saves all this information into both ROOT TTree ($n$Tuples)
and MicroDST \cite{22} files. A number of PID studies and algorithm developments can be
achieved simply using these output files. First, the low-level detector-related variables can
be attached to the single candidate together with the $s$Weight, allowing for the study of
systematic effects, such as the asymmetry depending on the entry point of a particle in
a particular subdetector. Second, the output files contain both the online-reconstructed
decay chain and the matched tracks as reconstructed offline \cite{12}. This feature is intended
to allow a possible modification of the offline reconstructions measuring the change in
performance of requirements combining the new selection strategy with respect to the
online selection based on the reconstruction available during data-taking.

### 4.3 Fit procedure and $s$Weight computation

Each physics channel, corresponding to one or more trigger lines, is fitted with a different
fit model. The description of the fit model is beyond the purpose of this document and
additional information can be found for example in Ref. \cite{13}. Every fit model defines
the components that are expected to contribute, their functional forms and associated
shape parameters as well as their respective normalisation parameters. The components
are named arbitrarily, but one and only one “Signal” component has to be defined. The
“Signal” component is the one for which the PID performance will be computed. All other
components are considered backgrounds and are statistically subtracted from the sample
through the $s$Plot technique. The fitting procedure is split into different phases. First,
the fit lets all parameters free including masses and widths of the signal components and
shape parameters of the background components. This first part may include subsequent
fits to initialize some parameters in a smart order. The last iteration of the fit fixes all
parameters constant, except the normalizations of the various components. The covariance
matrix produced in this last iteration is used to define a relation between the mass $m$
of the parent particle and the signal $s$Weight to be assigned to the child candidate. After
the fit, the invariant-mass distribution is divided into many fine bins, for each of which
the $s$Weight of the signal component is defined as

$$sW_{\text{sig}}(m) = \frac{\sum_{i \in S} V_{\text{sig},i} f_i(m)}{\sum_{j \in S} f_j(m) N_j},$$

1 files in a similar format to the full calibration samples but storing only a sub-set of the information
where $i$ and $j$ run over the categories $S$ including a signal component and one or more background components, $f_i(m)$ is the probability density function PDF of the $i$-th component computed for mass $m$ (the value at the bin centre), and $N_i$ the normalization of that component as found from the last iteration of the fit procedure. Finally, $V_{\text{sig},i}$ is the element of the covariance matrix obtained from the fit defining the covariance between the signal and the $i$-th component. The $\text{sWeight}(m)$ values are stored (as a map relating each fine bin in $m$ to a $\text{sWeight}$ to be assigned to the daughter particles) in $\text{sTables}$ that can be accessed for subsequent use through a release to a distributed database. It is worth to note here that the values stored in the $\text{sTables}$ may suffer from the systematic effect described in Sect. 3.2.3. Figure 2 presents two $\text{sTables}$ that are examples of the 1D and 2D cases. The 1D $\text{sTable}$ is taken from the fit to the $\Lambda \to p\pi^-$ decay channel, while the 2D case is taken from the decay $D^{*+}(\to K^-\pi^+) \to D^0\pi^+$. According to Ref. [9], the sum of the $\text{sWeights}$ of the different categories applied to a single candidate, or to a single value of its mass, is unity. This means that the sum of the $\text{sTables}$ must produce, by construction, a constant function, equal to one for every value of the mass. This property is used to perform consistency checks of a valid construction of the $\text{sTables}$.

### 5 Conclusions

The PIDCalib package is the main tool used within the LHCb Collaboration to determine PID performance. It provides background-subtracted calibration samples of electrons, muons, pions, kaons, and protons. The tool was first developed within a small group of
analyses [6,8] and it has grown over the years including many other PID-related studies and tools. This note has described the historical evolution of the tool and how it has been modified to cope with the increasing size of PID calibration samples collected during Run 1, and even more so in Run 2. The main characteristics of the performance evaluation, namely the definition of the provided quantities such as the efficiency and the evaluation of both the statistical and systematic errors, have been described. Finally, the new approach of selecting and processing the calibration samples, developed in between Run 1 and Run 2, will allow the PIDCalib package to also be used to test the performance of new PID algorithms. This feature is a key ingredient for the high quality of Run 2 physics results, and also for the prospective LHCb upgrade.
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