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Abstract

A search for supersymmetry in all-hadronic events with missing transverse momentum using top quark tagging is presented. The data were collected during 2016 in proton-proton collisions at a center-of-mass energy of 13 TeV with the CMS detector at the LHC and correspond to an integrated luminosity of 12.9 fb$^{-1}$. Search regions are defined using the properties of reconstructed jets, the presence of bottom and top quark candidates, and missing transverse momentum. No statistically significant excess of events above the expected contribution from standard model processes is observed. Exclusion limits are set on the masses of potential new particles in the context of simplified models of direct and gluino-mediated top squark production.
1 Introduction

Supersymmetry (SUSY) [1–9] is one of the most compelling models of new physics beyond the standard model (SM). SUSY proposes a superpartner, or ‘sparticle’, for each SM particle with the same quantum numbers except for spin, which differs by a half-integer unit. In R-parity conserving models [10, 11], sparticles are produced in pairs and the lightest SUSY particle (LSP) is stable. Models with a weakly interacting neutralino ($\tilde{\chi}^0_1$) as the LSP are especially attractive because the $\tilde{\chi}^0_1$ would be a candidate for dark matter [12]. The introduction of extra sparticles also helps to stabilize the Higgs boson mass [13–19], in particular in so-called “natural” SUSY models [20–25]. These models feature a gluino $\tilde{g}$, lightest top squark $\tilde{t}$, and lightest bottom squark $\tilde{b}$ with a mass around the TeV scale and have a higgsino mass parameter $\mu$ of the order of 100 GeV. The masses of the other sparticles can be beyond the reach of the CERN LHC [26].

Based on these considerations, we perform a search for $\tilde{t}\tilde{t}$ production, either directly or via the gluino, with the decay of each sparticle resulting in a stable $\tilde{\chi}^0_1$ and SM particles. Previous SUSY searches at the LHC have found no evidence of physics beyond the SM. The latest results using the 2015 data set at $\sqrt{s} = 13$ TeV, corresponding to an integrated luminosity of 2.3 fb$^{-1}$ for CMS and 3.2 fb$^{-1}$ for ATLAS, place limits on the top squark mass, $m(\tilde{t})$, extending to 800 GeV [27–29], and limits on the gluino mass, $m(\tilde{g})$, extending to 1750 GeV [30–32], depending on the assumed decay modes.

The search strategy for this analysis follows closely the one of the “HETT analysis” reported in Ref. [28]. We select events with no identified isolated leptons, large missing transverse momentum, at least four jets and at least one jet identified as originating from the hadronization of a $b$ quark. The analysis relies on the use of a highly efficient algorithm to tag objects consistent with top quark decay and uses their kinematic properties as input to the computation of the “stransverse” mass ($M_{T2}$) variable [33, 34]. Exclusive search regions are constructed using the number of identified $b$ jets and top-like objects, and different thresholds on the missing transverse momentum and $M_{T2}$.

One of the dominant sources of the SM background originates from $t\bar{t}$ or $W$ boson production in association with jets in events with leptonic $W$ boson decays, where the lepton is not reconstructed or identified. Events in which a $Z$ boson, produced in association with jets, decays to neutrinos also provide a significant contribution to the SM background. The SM backgrounds are estimated with data control samples that are orthogonal but kinematically similar to the search sample. The selection criteria for these control samples are chosen to yield a sample with high purity for a particular background process. With the aid of simulated data samples, the experimental measurement of each background process in its corresponding data control sample is translated into a prediction for the number of SM events in each of the search regions.

The search is performed on a data sample corresponding to an integrated luminosity of 12.9 fb$^{-1}$ of proton-proton collisions collected during 2016 at a center-of-mass energy of 13 TeV with the CMS detector [35] at the LHC. The event reconstruction and simulation are described in Section 2. Details of the analysis optimization, including the signal models considered, the top quark tagging algorithm, and the event categorization, are presented in Section 3. The SM background estimation strategy is detailed in Section 4. The results and their interpretation in the context of SUSY are discussed in Section 5, followed by a summary in Section 6.
2 Event reconstruction and simulation

Events are reconstructed using the particle-flow (PF) algorithm [36], which reconstructs charged hadrons, neutral hadrons, photons, muons, and electrons using information from all subdetectors. The negative vector sum of the transverse momentum of all particles reconstructed in the event is denoted by \( \vec{p}_{\text{miss}} \) and the missing transverse momentum \( E_T^\text{miss} \) is its magnitude. All photons and neutral hadrons in an event, but only those charged particles which originate from the primary interaction, are clustered into jets using the anti-\( k_T \) clustering algorithm with size parameter 0.4 (AK4) [37]. Neutral particles from overlapping pp interactions (“pileup”), and from the underlying event, are subtracted on an event-by-event basis using the FASTJET technique [38, 39]. The energy and momentum of each jet is corrected using factors derived from simulation, and, for jets in data, an additional residual energy-momentum correction is applied to account for differences in the jet energy-momentum scales [40] between simulation and data. Only jets with \( p_T > 30 \text{ GeV} \) and \(|\eta| < 2.4\) or \(|\eta| < 5\), depending on the use case, are used in this search. They are required to pass a set of jet identification criteria as described in Ref. [41].

For this analysis, a jet (with \(|\eta| < 2.4\)) is considered a b quark jet (b-tagged) if it passes the medium operating point requirements of the “Combined Secondary Vertex” (CSV) method [42]. The b quark identification efficiency is approximately 60%. The probability of a jet originating from a light quark or gluon to be misidentified as a b quark jet is 1.4%, averaged over \( p_T \) in t\(\bar{t} \) events [42].

To obtain a sample of all-hadronic events, events with isolated electrons and muons are vetoed. Muons are reconstructed by matching tracks in the muon detectors to compatible track segments in the silicon tracker, and are required to have \( p_T > 10 \text{ GeV} \) and be within \(|\eta| < 2.4\). Electron candidates are reconstructed starting from a cluster of energy deposited in the ECAL that is then matched to a track in the silicon tracker. Electron candidates are required to have \( p_T > 10 \text{ GeV} \) and satisfy \(|\eta| < 1.44 \) or \(1.56 < |\eta| < 2.5\) to avoid the transition region between the ECAL barrel and the endcap. Muon and electron candidates are required to originate within 2 mm of the beam axis in the transverse plane. The isolation of electron and muon candidates is defined as the \( \sum p_T \) of PF candidates in a cone around the candidate’s trajectory with a radius \( \Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2} \). The cone size depends on the lepton \( p_T \) as follows:

\[
\Delta R = \begin{cases} 
0.2, & p_T \leq 50 \text{ GeV} \\
\frac{10 \text{ GeV}}{p_T}, & 50 \text{ GeV} < p_T < 200 \text{ GeV} \\
0.05, & p_T \geq 200 \text{ GeV}
\end{cases}
\] (1)

The decrease in the cone radius for higher-\( p_T \) candidates is motivated by the consideration that the decay products of more boosted heavy objects should be contained in a region defined with a smaller radius. The isolation sum is corrected for contributions originating from pileup interactions using an estimate of the pileup energy in the cone. Electron and muon candidates are considered to be isolated if their relative isolation, i.e. the ratio of the isolation sum to the candidate \( p_T \), is less than 0.1 and 0.2, respectively.

In order to further reduce the contribution from background events with low-\( p_T \) leptons originating from leptonic W boson decays, an additional veto on the presence of isolated tracks is used. These tracks are required to have \( p_T > 5 \text{ GeV} \), \(|\eta| < 2.5\), and relative track isolation less than 0.2. This is the same as the relative isolation described above except that it is only computed with charged PF candidates within a fixed cone of \( \Delta R = 0.3 \) around the track. In
order to preserve signal efficiency, events are only vetoed when the transverse mass \( M_T \) of the isolated track-\( E_T \) system

\[
M_T(\text{track}, E_T) = \sqrt{2 \cdot p_T^{\text{track}} \cdot E_T \cdot (1 - \cos \Delta \phi)},
\]

with \( p_T^{\text{track}} \) denoting the track \( p_T \), and \( \Delta \phi \) the azimuthal separation between the isolated track and \( p_T^{\text{miss}} \), is less than 100 GeV to be consistent with a W boson decay.

Following the veto on the presence of isolated electrons and muons, a significant fraction of the remaining SM background originates from events with hadronically-decaying \( \tau \) leptons (\( \tau_h \)). In order to reduce this background contribution, a veto is placed on the presence of isolated charged hadron PF candidates in the tracker volume with \( p_T > 10 \) GeV that are consistent with \( \tau_h \) decays. The \( \tau_h \) candidate-\( E_T \) system is also required to have a transverse mass \( M_T(\tau_h, E_T) < 100 \) GeV. Candidates satisfying the selection on \( M_T(\tau_h, E_T) \) are categorized as being isolated if their relative track isolation is less than 0.1.

Monte Carlo (MC) simulated event samples are used to study the properties of the SM background processes as well as signal models. The MADGRAPH5 generator [43] is used to simulate events originating from \( t\bar{t}, W+jets, Z+jets, \text{Drell-Yan (DY)}+jets, \) QCD multijet, gluino pair production, and top squark pair production processes based on leading-order (LO) NNPDF3.0 [44] parton distribution functions (PDFs). Single-top events produced in the tW channel are generated with POWHEG v1.0 [45–48], and rare SM processes such as \( t\bar{t}Z \) and \( t\bar{t}W \) using the MADGRAPH5_AMC@NLO program [49]. Next-to-leading-order (NLO) NNPDF3.0 PDFs are used in both cases. The parton showering and hadronization is simulated with PYTHIA 8.1 [50] using underlying-event tune CUETP8M1 [51]. A GEANT4-based model [52] is used to simulate the response of the CMS detector to the SM background. The CMS fast simulation package [53] is used in the case of signal samples and is verified to provide results that are consistent with those obtained from the full GEANT4-based simulation. Event reconstruction is performed in the same manner as for collision data. The signal production cross sections are calculated using NLO plus next-to-leading-logarithm (NLL) calculations [54]. The most precise available cross section calculations are used to normalize the SM simulated samples, corresponding to NLO or next-to-NLO accuracy in most cases ([49, 55–61]).

In cases where the simulation does not adequately describe the data, correction factors are applied to the simulation to account for the observed discrepancies. The corresponding uncertainties are propagated to the predicted SM yields in the search regions. Differences in the efficiencies for selecting isolated leptons between simulation and data are measured in \( Z \rightarrow \ell\ell \) events in the case of electrons and muons and in a \( t\bar{t} \)-enriched sample for hadronically-decaying taus. Correction factors and their uncertainties for the b tagging efficiency are derived using multijet- and \( t\bar{t} \)-enriched event samples and are parametrized by the jet kinematics [62].

3 Analysis description

The analysis is designed for maximum sensitivity to models containing top quarks in their decay chains. The data are first divided into regions based upon the number of tagged top quarks (\( N_t \)) and b jets (\( N_b \)) found in each event. The search regions are defined by further subdivision of each \( N_t, N_b \) bin in \( E_T \) and \( M_{T2} \).

3.1 Benchmark signal models

This document describes a search for direct and gluino-mediated top squark production. For direct top squark pair production, we consider one decay scenario within the Simplified Model
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Figure 1: The diagram representing the simplified model of direct top squark pair production considered in this study: the T2tt model with top squark decay via a top quark.

Figure 2: Diagrams representing the simplified models of gluino-mediated top squark production considered in this study: the T1tttt model (left) where the gluino decays to top quarks and the LSP, and the T5ttcc model (right) where the gluino decays to an on-shell top squark, which decays to a charm quark and the LSP.

Spectra (SMS) framework [63–67]. In this scenario, denoted by ‘T2tt’ and illustrated in Fig. 1, the \( \tilde{t} \) decays via a top quark: \( \tilde{t} \rightarrow t \tilde{\chi}_1^0 \), in which \( \tilde{\chi}_1^0 \) is the LSP.

Two scenarios are considered for gluino-mediated top squark production, as shown in Fig. 2. In the main model, denoted by ‘T1tttt’, the gluino decays to top quarks via an off-shell top squark: \( \tilde{g} \rightarrow t \tilde{t} \tilde{\chi}_1^0 \). The second scenario, denoted by ‘T5ttcc’, features on-shell top squarks in the decay chain and the mass difference between top squark and LSP is assumed to be \( \Delta m(\tilde{t}, \tilde{\chi}_1^0) = 20 \text{ GeV} \). For this model, the gluino decays to a top quark and a top squark, \( \tilde{g} \rightarrow \tilde{t} \tilde{t} \), and the top squark decays to a charm quark and the LSP, \( \tilde{t} \rightarrow c \tilde{\chi}_1^0 \).

All scenarios described above share similar final states, containing two \( \tilde{\chi}_1^0 \)'s and up to four top quarks. Given that the \( \tilde{\chi}_1^0 \) is stable and only interacts weakly, it does not interact with the detector. Therefore, \( E_T \) is one of the most important discriminators between signal and SM background, especially for models with large mass differences. Since top quarks decay to a b quark and a W boson, one hadronically-decaying top quark can result in up to three identified jets, depending on the top quark \( p_T \) and jet size.

### 3.2 Top quark reconstruction and identification

The procedure to reconstruct and identify the hadronically-decaying top quarks (top tagging) presented here is identical to the one used in Ref. [28], and is based partially on Refs. [68–
The top quark tagging algorithm takes as input all AK4 jets that satisfy \( p_T > 30 \text{ GeV} \) and \( |\eta| < 5 \). These jets are clustered into three categories of top candidates; trijet, dijet, and monojet candidates. Trijet candidates are formed from jets that lie within a cone of radius 1.5 in \((\eta, \phi)\) space and are subject to a set of conditions that impose kinematic consistency with a top quark decay, as detailed in Refs. [28, 69]. The second category of top candidates is clustered from dijets where one jet originates from the merged decay products of a W boson (W jet). The jet mass is used to determine if a jet represents a W jet with a required mass window of 70–110 GeV. Additionally, the ratio between the mass of the W jet and the mass of the dijet is required to be consistent with the ratio of W boson to top quark masses. The final category of candidates, monojets, are constructed from single jets which have a jet mass in the range of 110–220 GeV.

After all possible top candidates are constructed, the final reconstructed top objects are determined by requirements on the total object mass and the number of b jets. Any top candidate containing more than one b jet is rejected, as well as all top candidates with a mass outside the range 100–250 GeV. Top candidates that share a jet with another candidate are removed, in favor of the candidate with the mass closer to the true top quark mass. However, if there is only one b jet in the event, the first top is chosen differently to ensure that there are two objects for the \( M_{T^2} \) calculation (described below). In these events, the first top object chosen is not allowed to contain the b jet, though subsequent top candidates may contain the b jet.

By considering not only fully resolved (trijet) top quark decays, but also decays from boosted top quarks, manifesting themselves as dijet or monojet topologies, this top tagger achieves a good efficiency for tagging top quarks over a wide range of top quark \( p_T \), from \( \sim 30\% \) at 200 GeV to close to 85\% at 1 TeV. Since the top quark \( p_T \) spectrum for signal events depends strongly on \( \tilde{m}_t \) and \( \Delta m(\tilde{t}, \tilde{\chi}^0_1) \), this insures good acceptance for a wide range of signal models. The event mistag rate of the top tagger is about 30–40\% for processes that do not contain hadronically-decaying top quarks. These processes, as well as the \( t\bar{t} \) process, are suppressed by using \( M_{T^2} \) as a complement to the top tagger.

The transverse mass variable \( M_{T^2} \) [33, 34] is an extension of the transverse mass variable that is sensitive to the pair production of heavy particles, each of which decays to an invisible particle. The \( M_{T^2} \) variable is defined for two heavy particles ((1) and (2)) as:

\[
M_{T^2} \equiv \min_{p_T^{\text{miss}(1)}, p_T^{\text{miss}(2)} = p_T^{\text{miss}}} \left[ \max \left( M_T^{(1)}, M_T^{(2)} \right) \right]
\]

where \( p_T^{\text{miss}(i)} \) (with \( i = 1,2 \)) are the unknown \( p_T \)'s of the two invisible particles and \( M_T^{(i)} \) the transverse masses obtained by pairing the invisible particles with the visible daughters of each heavy particle. The minimization is performed with the constraint that the sum of the \( p_T \)'s of both invisible particles equals \( p_T^{\text{miss}} \) in the event. The invisible particles are assumed to be massless.

We construct the visible portions of each heavy particle ((1) and (2)) from the list of top-tagged objects. In the case where two top-tagged objects are identified, each is used as one visible component. If more than two top-tagged objects are found, \( M_{T^2} \) is calculated for all combinations and the lowest \( M_{T^2} \) value is taken. In the case where only one top-tagged object is identified (the pre-selection requires \( N_t \geq 1 \)), the second visible portion is taken from the remaining jets not included in the top-tagged object using a b-tagged jet as a seed to reconstruct a partial top quark. The b-tagged jet is combined with the closest jet that yields an invariant mass between 50 GeV and the top quark mass, and the combined dijet is used as the second visible system. In case no jet combination satisfies that invariant mass requirement, the b-tagged jet itself is used as the second visible system. For direct top squark production, \( M_{T^2} \) has a kinematic upper limit...
at the $\tilde{t}$ mass, whereas for gluino pair production, the interpretation of $M_{T2}$, as defined here, depends on the decay scenario.

### 3.3 Event selection and categorization

Events in the search regions are collected with a trigger that applies a lower threshold of 300 GeV on $H_T$ in coincidence with a threshold on $E_T$ above 100 GeV. This trigger is fully efficient at selecting events that have at least 400 GeV of $H_T$ together with at least 175 GeV of $E_T$.

Initially, a pre-selection is applied, preserving 2–20% of the signal events. All events must pass filters designed to remove detector- and beam-related noise. The minimum number of jets with $|\eta| < 2.4$ in an event must be $N_j \geq 4$, with the leading two jets required to have $p_T > 50$ GeV. The missing transverse momentum must satisfy $E_T \geq 200$ GeV and $H_T$ must be larger than 500 GeV, where the thresholds are chosen to be past the trigger efficiency turn-on and to allow a low $175 < E_T < 200$ GeV sideband for background studies. A requirement on the angle between $E_T$ and the first three leading jets, $\Delta \phi(E_T,j_{1,2,3}) > 0.5, 0.5, 0.3$, is applied to remove events from QCD multijet processes. Finally, requirements that $N_t \geq 1$, $N_b \geq 1$, and $M_{T2} > 200$ GeV are applied.

We define independent search regions in terms of $E_T$, $M_{T2}$, and the number of b-tagged jets and top-tagged objects. Figure 3 demonstrates the background composition following the pre-selection cuts as a function of $N_t$, $N_b$, $E_T$ and $M_{T2}$. Due to the potential to contain more than two top quarks in the final state, the gluino models are interpreted using 59 bins with $N_b = 1$, $N_b = 2$, $N_b \geq 3$ and $N_t = 1$, $N_t = 2$, $N_t \geq 3$, while the direct top squark production models are interpreted without the $N_t \geq 3$ bins (for a total of 53 bins). To improve background suppression, in particular of the $t\bar{t}$ contribution, each ($N_b$, $N_t$) bin is further subdivided by placing requirements on the $E_T$ and $M_{T2}$ variables as shown in Fig. 4. This figure also lists the search region bin numbers used throughout this document.

### 4 Background estimation

#### 4.1 Estimation of the lost-lepton background

About 70% of the expected SM background (integrated over all search bins) comes from $t\bar{t}$ and W+jets events with leptonic W decays. If the W boson decays to a $\tau$ lepton that decays hadronically, this $\tau$ lepton is reconstructed as a jet and passes the lepton vetoes. The estimation of this background is explained in the next section. If, on the other hand, the W boson decays to an electron or muon, the lepton vetoes can be satisfied when the electron or muon is “lost”, i.e., not isolated, not identified/reconstructed, or out of the acceptance region.

These lost leptons (LL) are modeled using appropriately weighted data events from a control sample which consists mainly of $t\bar{t}$ events. This control sample is collected using the search trigger and is defined to match the pre-selection, but the muon veto is replaced by the requirement that there be exactly one identified and isolated muon with $p_T > 10$ GeV and $|\eta| < 2.4$, and the isolated track veto is removed. To reduce possible signal contamination in this control sample, only events with $M_T$ less than 100 GeV are considered, with $M_T$ reconstructed from the muon $p_T$ and $E_T$ as $M_T = \sqrt{2p_T^2 E_T (1 - \cos(\Delta \phi))}$, where $\Delta \phi$ is the distance in $\phi$ between the muon and the $E_T$ vector.

The predicted number of events with lost leptons, originating from $t\bar{t}$, W+jets, and single-top processes, contributing to the search region is calculated as the sum over the events in the
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Figure 3: Comparison of the simulated distributions for $N_t$, $N_b$, $M_{T2}$ and $E_T$ (clock-wise) between SM backgrounds (filled histograms) and several example signal models (dashed lines), after the pre-selection requirements have been applied. The T2tt signal model with $m_{\tilde{t}} = 850$ GeV and $m_{\tilde{\chi}_1^0} = 100$ GeV is shown with a red solid line, the T2tt signal model with $m_{\tilde{t}} = 500$ GeV and $m_{\tilde{\chi}_1^0} = 325$ GeV with a blue dashed line, the T1tttt signal model with $m_{\tilde{g}} = 1200$ GeV and $m_{\tilde{\chi}_1^0} = 800$ GeV with a green dotted line, and the T1tttt signal model with $m_{\tilde{g}} = 1500$ GeV and $m_{\tilde{\chi}_1^0} = 100$ GeV with a black dashed-dotted line. The distributions for the signal models have been normalized to the same area as the total background distribution. The black points show the observed data events for each bin. The numbers associated with each MC background and data are the yield of each sample. The numbers associated with the signal points are the scale. The lower panels show the ratio between data and simulation.
Figure 4: Search bin definitions and bin numbers after pre-selection cuts defined in the text.
4.2 Estimation of the hadronic $\tau$ background

A closure test is performed comparing the LL background in the search regions as predicted by applying the LL background determination procedure to the simulated muon control sample to the expectation obtained directly from $t\bar{t}$, single top quark, and W+jets simulation. The result of the closure test is shown on the top plot of Fig. 5. The closure uncertainty is 2–63% depending on the search bin and it is the dominant systematic uncertainty in the LL background prediction. In addition, the following other sources of systematic uncertainty are included: lepton isolation efficiency (effect on prediction is between 2% and 8%), lepton reconstruction and identification efficiency (3% to 13% effect), lepton acceptance from uncertainty in the PDFs (2% to 24%), corrections due to the presence of dilepton events (around 1%), efficiency of the $M_T < 100$ GeV requirement (less than 1%), and isolated-track veto (3% to 11%).

4.2 Estimation of the hadronic $\tau$ background

Events from $t\bar{t}$, W+jets and single-top processes in which a $\tau$ lepton decays hadronically are one of the largest components of the SM background contributing to the search regions. When a W boson decays to a neutrino and a hadronically-decaying $\tau$ lepton ($\tau_h$), the presence of neutrinos in the final state results in $p_T^{miss}$, and the event passes the lepton veto because the hadronically-decaying $\tau$ is reconstructed as a jet.

The estimate of the remaining $\tau_h$ background in the signal region after applying the isolated track veto is based on a control sample of $\mu$+jets events selected from data using a muon- and $H_T$-based trigger, and requiring exactly one muon with $p_T^{\mu} > 20$ GeV and $|\eta| < 2.4$. A cut on the transverse mass of the W boson, $M_T < 100$ GeV, is required to select events containing a $W \rightarrow \mu\nu$ decay and to suppress potential signal events from being present in the $\mu$+jets sample.

Since both $\mu$+jets and $\tau_h$+jets production arise from the same underlying process, the hadronic component of the events is expected to be the same aside from the response of the detector to a muon or $\tau_h$. The muon $p_T$ is smeared by response template distributions derived for a hadronically-decaying $\tau$ lepton to correct the leptonic part of the event. The response templates are derived using $t\bar{t}$ and W+jets MC by comparing the true $\tau$ lepton $p_T$ with the reconstructed $\tau_h$ jet $p_T$. The kinematic variables of the event are recalculated with this $\tau_h$ jet, and the search selections are applied. The probability to mistag a $\tau_h$ jet as a b jet is significant and affects the $N_b$ distribution of $\tau_h$ background events. This effect is taken into account in the same way as in Ref. [28].

The $\tau_h$ background prediction is calculated as a sum over all events in the $\mu$+jets control sample weighted by the $\tau_h$ response. Additional corrections are applied and include the branching fraction ratio $B(W \rightarrow \tau_h)/B(W \rightarrow \mu) = 0.65$, the muon reconstruction/identification efficiency and the muon isolation efficiency, the muon acceptance, the $M_T$ selection efficiency, the contamination in the control sample from muons from $\tau$ decays, the isolated track veto efficiency, the $\tau_h$ contribution that overlaps with the lost-lepton prediction due to contamination of dileptonic events in the control sample, and the trigger efficiency. The muon reconstruction, identification, and isolation efficiency are the same as used for the lost-lepton background determination.
The main systematic uncertainty is derived from a closure test comparing the $\tau_h$ background in the search regions as predicted by applying the $\tau_h$ background determination procedure to the simulated muon control sample to the expectation obtained directly from simulation. The result of the closure test is shown in the lower plot of Fig. 5. A closure uncertainty of 2–35% depending on the search bin, becoming as large as 66% in a few bins, is included as a systematic uncertainty in the $\tau_h$ background prediction. Additional systematic uncertainties are evaluated for each of the ingredients in the prediction, which arise from uncertainties in the following sources: the $\tau_h$ response template (up to 3%), the muon reconstruction and isolation efficiency (2.3%), the acceptance due to uncertainties in the PDFs (up to 4%), the b-mistag rate of the $\tau_h$ jet (up to 24%), the $M_T$ selection efficiency due to uncertainties in the $E_T$ scale (up to 2.5%), the efficiency of the isolated track veto (up to 30%), contamination from lost leptons (3.5%), and the trigger efficiency (up to 0.6%).

4.3 Estimation of the $Z \rightarrow \nu\nu$ background

The $Z \rightarrow \nu\nu$ background is derived using simulated $Z \rightarrow \nu\nu$ events that have been corrected for observed differences between data and simulation. Each simulated event is weighted using two scale factors, $R_{\text{norm}}$ and $S_{\text{DY}}(N_j)$, that correct the normalization of the simulation and the shape of the simulated $N_j$ distribution, respectively. Both scale factors are calculated in a dimuon control region including events with two muons, with $81 < m_{\mu\mu} < 101$ GeV, and no muon or isolated track vetoes. In this region the two muons are treated as if they were neutrinos.

The first scale factor, $R_{\text{norm}} = 0.783 \pm 0.065$, is derived in a dimuon control region in data to which the same selection as the search region pre-selection has been applied, apart from the muon requirement and without any requirements on b-tagged jets. The scale factor is computed by comparing the expected event yield in this region in the DY simulation with the observed event yield in data after subtraction of the other SM processes.

The second scale factor, $S_{\text{DY}}$, depends on the number of jets ($N_j$) in the event and is derived in a loose dimuon control region in which the signal region requirements on $E_T$, $N_t$ and $M_{T_2}$ are removed, and the $H_T$ requirement is relaxed to $H_T > 200$ GeV. The $S_{\text{DY}}$ scale factor is derived for each $N_j$ bin as the ratio between the data, with non-DY backgrounds subtracted, and the DY simulation. Its value ranges between 0.6 and 1.1, depending on the $N_j$ bin. The $N_b$ and $E_T$ distributions in this loose control region after applying the $S_{\text{DY}}(N_j)$ scale factor are shown in Fig. 6. The $N_b$ distribution agrees very well between data and simulation, whereas some discrepancies remain for the $E_T$ distribution.

The systematic uncertainties for the $Z \rightarrow \nu\nu$ background prediction can be divided in two broad categories: those associated with the use of MC simulation and those specifically associated with the background prediction method. The first category includes uncertainties from PDF and renormalization/factorization scale choices (1–10%), jet and $E_T$ energy scale uncertainties (2–80% with one bin up to 150%), b tag scale factor uncertainties (1–8%), trigger efficiency uncertainties (1%), and MC statistical uncertainty (3–80%). The second category includes uncertainties from the method used to determine $R_{\text{norm}}$ (8%) and $S_{\text{DY}}(N_j)$, and uncertainties based on the residual shape disagreement between data and DY+jets simulation in the loose dimuon control region. The uncertainties associated with $S_{\text{DY}}$ are the dominant uncertainties and are related to residual shape uncertainties (after applying the $S_{\text{DY}}$ scale factor) in the search region variables $E_T$, $M_{T_2}$, $N_b$ and $N_t$. These uncertainties are evaluated in the loose control region with the additional requirement that $N_t \geq 1$ so that $M_{T_2}$ is well defined. The resulting shift of the central value of the search bin predictions is used as the systematic uncer-
4.3 Estimation of the $Z \rightarrow \nu\nu$ background

Figure 5: (upper plot) The lost-lepton background in the 59 search regions of the analysis as determined directly from $t\bar{t}$, single top quark, and W+jets simulation (points) and as predicted by applying the lost-lepton background determination procedure to the simulated muon control sample (histograms). The lower panel shows the same results following division by the predicted value. Only statistical uncertainties are shown. (lower plot) The corresponding simulated results for the background from hadronically-decaying $\tau$ leptons. For both plots, vertical lines indicate search regions with different $N_t$, $N_b$, and $M_{T2}$ values. Within each ($N_t$, $N_b$, $M_{T2}$) region, the bins indicate the different $E_T$ selections, as defined in Fig. 4.
4 Background estimation

Figure 6: \( N_b \) (left) and \( E_T \) (right) distribution in data and simulation in the loose dimuon control region after applying the \( S_{DY}(N_j) \) scale factor to the simulation. The lower panels show the ratio between data and simulation. Only statistical uncertainties are shown. The values in parentheses in the legend indicate the integrated yield for each given process.

4.4 Estimation of the QCD multijet background

The procedure to predict the QCD multijet background starts by selecting a signal-depleted, QCD multijet-rich data control sample. This control sample is defined by inverting the pre-selection requirements on \( \Delta \phi(E_T, j_{1,2,3}) \) and subtracting contributions of other SM backgrounds, such as \( t\bar{t}, W+\text{jets}, \) and \( Z+\text{jets} \). The same methods as described in the previous sections are used to estimate the contributions from lost leptons and \( \tau_b \), but applied to this QCD multijet-enriched control region. Simulation is used to estimate the contribution from \( Z \to \nu\nu \), since it is expected to be small. Following that, a translation factor, partly determined by data and partly by simulation, is used to convert the number of QCD multijet events measured in the data control region into a QCD multijet prediction for each search region bin. The translation factor, \( T_{QCD} \), is computed as the simulated ratio between the signal region and the inverted-\( \Delta \phi \) control region, in bins of \( E_T \) and \( M_{T2} \) where the bin boundaries follow those of the signal bins. The \( T_{QCD} \) shape is kept from the simulation measurement, while its value is normalized to a data measurement in a sideband of the pre-selection region, defined by the requirement \( 150 < E_T < 200 \text{ GeV} \), where the amount of data is sufficiently large to make an accurate measurement.

A closure test is performed in simulation to assess the performance of the method. In this closure test the expectation for the signal region event yields as obtained directly from the QCD multijet simulation is compared to the prediction obtained by applying the QCD multijet background prediction procedure to simulated event samples. The result of this test is shown in Fig. 7, and any observed non-closure is taken into account as a systematic uncertainty in the QCD multijet prediction. The dominant sources of systematic uncertainty in the QCD multijet prediction are the statistical uncertainties in the \( T_{QCD} \) factors (30–76%) and the uncertainties from residual shape disagreements and ranges between 20% and 80% depending on the search bin. The statistical uncertainties in the ratios between data and simulation, as well as in \( S_{DY} \), are also included as a 7–50% systematic uncertainty in the prediction.
from the closure test (17–95%, with a few bins up to 800%).

Figure 7: The QCD multijet background in the 59 search regions of the analysis as determined directly from QCD multijet simulation (points) and as predicted by applying the QCD multijet background determination procedure to simulated event samples in the inverted-$\Delta\phi$ control region (histograms). The lower panel shows the same results following division by the predicted value. Only statistical uncertainties are shown. The labeling of the search regions is the same as in Fig. 5.

5 Results and interpretation

The predicted number of SM background events and the number of events observed in data for each of the search regions defined in Section 3.3 are summarized in Fig. 8 and Tables 1–2. Typically, the most significant background across the search regions comes from the SM $t \bar{t}$ or $W$ boson production, where either $W \rightarrow \ell \nu$ and the lepton ($\ell = e, \mu$) is not detected or $W \rightarrow \tau \nu$ and the $\tau$ lepton decays hadronically. Generally, the next largest contribution comes from $Z \rightarrow \nu\nu$ production in association with jets (including heavy-flavor jets) in which the neutrino pair gives large $E_T$ and the top quark tagging conditions are satisfied by an accidental combination of the jets. For search bins with very high $E_T$ requirements, the $Z \rightarrow \nu\nu$ background can become the dominant background. The QCD multijet contribution and the contribution from rare SM processes are sub-dominant across all bins. The largest rare SM process contribution (though still small) comes from $t \bar{t}Z$ with the $Z$ boson decaying into a pair of neutrinos. For these rare processes we rely on simulation to predict the contribution of events to each search region bin. The $t \bar{t}Z$ simulation is additionally validated using a trilepton control sample in data, and the 30% statistical uncertainty in this data measurement is propagated to the $t \bar{t}Z$ prediction for each search region bin.

In addition to the finely segmented search regions of Fig. 8, we provide the background prediction and observed data in aggregate search regions, using groups of bins relevant for the three interesting signal topologies as described in Section 3.1. The results for these aggregate regions are reported in Table 3. The first region corresponds to the preselection and is, together with the
second region, sensitive to direct top squark production models with compressed mass spectra. Aggregate regions 2–5 target direct top squark production with a larger mass splitting between top squark and LSP, and regions 5–7 are sensitive to models with gluinos.

![Graph showing observed event yields in data (black points) and predicted SM background (filled solid area) for the 59 search bins. The lower panel shows the ratio of data over total background prediction in each search bin. Only statistical uncertainties of observed data are propagated to the ratio. The shaded bands indicate uncertainties of total predictions with dark grey for systematic uncertainty and light grey for statistical uncertainty.](image)

Figure 8: Observed event yields in data (black points) and predicted SM background (filled solid area) for the 59 search bins. The lower panel shows the ratio of data over total background prediction in each search bin. Only statistical uncertainties of observed data are propagated to the ratio. The shaded bands indicate uncertainties of total predictions with dark grey for systematic uncertainty and light grey for statistical uncertainty.

The statistical interpretation of the results in terms of exclusion limits for the signal models considered is based on a binned likelihood fit to the observed data, taking into account the predicted background and expected signal yields with their uncertainties in each bin. The extraction of exclusion limits is based on a modified frequentist approach [71] using a profile likelihood ratio as the test statistic. Signal models for which the 95% upper limit on the production cross section falls below the theoretical cross section (based on NLO+NLL calculations [54]) are considered to be excluded by the analysis.

The uncertainties in the signal modeling are determined per search region bin and include the following sources: simulation sample size (up to 100%), luminosity determination (6.2%), lepton and isolated track veto (up to 7%), b tag efficiency corrections used to scale simulation to data (up to 17%), trigger efficiency (< 1%), QCD renormalization and factorization scales (up to 3%), initial-state radiation (up to 45%), jet energy scale corrections (up to 33%), and the modeling of the fast simulation compared with the full simulation for top quark reconstruction and mistagging (up to 19%). All these uncertainties, apart from those arising from the simulation sample size, are treated as fully correlated between search bins when computing exclusion limits. Potential contamination of signal events in the single-lepton control regions is taken into account for each signal model considered in the interpretation. The potential contamination in
Table 1: Observed yields from the data compared to the total background predictions for the search bins. Uncertainties are listed as ± statistical ± systematic.

<table>
<thead>
<tr>
<th>(N_t)</th>
<th>(N_b)</th>
<th>(M_{T2} \text{ [GeV]})</th>
<th>(E_T \text{ [GeV]})</th>
<th>Data</th>
<th>Predicted background</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>200–350</td>
<td>200–350</td>
<td>582</td>
<td>574 (\pm^{+15}<em>{-15} +^{48}</em>{-45})</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>200–350</td>
<td>350–500</td>
<td>61</td>
<td>63 (\pm^{+5}<em>{-5} +^{8}</em>{-7})</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>200–350</td>
<td>500–650</td>
<td>6</td>
<td>11 (\pm^{+2}<em>{-2} +^{3}</em>{-2})</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>200–350</td>
<td>650+</td>
<td>1</td>
<td>3.5 (\pm^{+1.8}<em>{-1.1} +^{1.0}</em>{-0.9})</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>350–450</td>
<td>200–350</td>
<td>68</td>
<td>58 (\pm^{+5}<em>{-5} +^{8}</em>{-8})</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>350–450</td>
<td>350–500</td>
<td>34</td>
<td>33 (\pm^{+3}<em>{-3} +^{7}</em>{-2})</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>350–450</td>
<td>500–650</td>
<td>4</td>
<td>6 (\pm^{+2}<em>{-1} +^{+2}</em>{-2})</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>350–450</td>
<td>650+</td>
<td>1</td>
<td>2.4 (\pm^{+1.4}<em>{-0.9} +^{+2.1}</em>{-1.1})</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>450+</td>
<td>200–350</td>
<td>4</td>
<td>3.1 (\pm^{+1.0}<em>{-0.7} +^{+1.2}</em>{-1.2})</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>450+</td>
<td>350–500</td>
<td>15</td>
<td>19 (\pm^{+3}<em>{-3} +^{+6}</em>{-2})</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>450+</td>
<td>500–650</td>
<td>19</td>
<td>9.3 (\pm^{+1.4}<em>{-0.7} +^{+4.9}</em>{-4.9})</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>450+</td>
<td>650+</td>
<td>10</td>
<td>9 (\pm^{+1.2}<em>{-0.4} +^{+4}</em>{-4})</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>200–350</td>
<td>200–350</td>
<td>391</td>
<td>377 (\pm^{+13}<em>{-13} +^{+29}</em>{-27})</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>200–350</td>
<td>350–500</td>
<td>43</td>
<td>38 (\pm^{+4}<em>{-4} +^{+4}</em>{-4})</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>200–350</td>
<td>500–650</td>
<td>3</td>
<td>3.2 (\pm^{+1.6}<em>{-0.6} +^{+1.2}</em>{-1.1})</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>200–350</td>
<td>650+</td>
<td>0</td>
<td>1.0 (\pm^{+0.9}<em>{-0.4} +^{+0.6}</em>{-0.3})</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>350–450</td>
<td>200–350</td>
<td>25</td>
<td>27 (\pm^{+5}<em>{-4} +^{+4}</em>{-4})</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>350–450</td>
<td>350–500</td>
<td>16</td>
<td>14 (\pm^{+2}<em>{-2} +^{+2}</em>{-2})</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>350–450</td>
<td>500–650</td>
<td>3</td>
<td>1.6 (\pm^{+2.0}<em>{-0.2} +^{+0.4}</em>{-0.4})</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>350–450</td>
<td>650+</td>
<td>0</td>
<td>1.7 (\pm^{+2.2}<em>{-0.8} +^{+0.6}</em>{-0.6})</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>450+</td>
<td>200–500</td>
<td>1</td>
<td>4.3 (\pm^{+1.6}<em>{-0.7} +^{+1.3}</em>{-1.3})</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>450+</td>
<td>500–650</td>
<td>2</td>
<td>4.0 (\pm^{+1.9}<em>{-0.9} +^{+1.7}</em>{-1.7})</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>450+</td>
<td>650+</td>
<td>5</td>
<td>1.6 (\pm^{+1.1}<em>{-0.2} +^{+1.0}</em>{-1.0})</td>
</tr>
<tr>
<td>1</td>
<td>3+</td>
<td>200–350</td>
<td>200–350</td>
<td>71</td>
<td>72 (\pm^{+6}<em>{-6} +^{+9}</em>{-9})</td>
</tr>
<tr>
<td>1</td>
<td>3+</td>
<td>200–350</td>
<td>350–500</td>
<td>8</td>
<td>8 (\pm^{+2}<em>{-1} +^{+6}</em>{-1})</td>
</tr>
<tr>
<td>1</td>
<td>3+</td>
<td>200–350</td>
<td>500+</td>
<td>4</td>
<td>0.4 (\pm^{+1.5}<em>{-0.1} +^{+0.1}</em>{-0.1})</td>
</tr>
<tr>
<td>1</td>
<td>3+</td>
<td>350+</td>
<td>200–350</td>
<td>4</td>
<td>8 (\pm^{+3}<em>{-3} +^{+6}</em>{-1})</td>
</tr>
<tr>
<td>1</td>
<td>3+</td>
<td>350+</td>
<td>350+</td>
<td>0</td>
<td>5.3 (\pm^{+2.0}<em>{-1.1} +^{+3.4}</em>{-0.9})</td>
</tr>
</tbody>
</table>
Table 2: Continued table: observed yields from the data compared to the total background predictions for the search bins. Uncertainties are listed as ± statistical ± systematic.

<table>
<thead>
<tr>
<th>$N_L$</th>
<th>$N_T$</th>
<th>$M_{T2}$ [GeV]</th>
<th>$E_T$ [GeV]</th>
<th>Data</th>
<th>Predicted background</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1</td>
<td>200–350</td>
<td>200–350</td>
<td>188</td>
<td>164 $^{+6}<em>{-6}$ $^{+16}</em>{-16}$</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>200–350</td>
<td>350–500</td>
<td>14</td>
<td>14 $^{+2}<em>{-2}$ $^{+1.2}</em>{-1.2}$</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>200–350</td>
<td>500–650</td>
<td>4</td>
<td>1.7 $^{+0.7}<em>{-0.7}$ $^{+0.7}</em>{-0.7}$</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>200–350</td>
<td>650+</td>
<td>0</td>
<td>0.12 $^{+0.22}<em>{-0.26}$ $^{+0.22}</em>{-0.26}$</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>350–450</td>
<td>200–350</td>
<td>23</td>
<td>21 $^{+3}<em>{-2}$ $^{+3}</em>{-2}$</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>350–450</td>
<td>350–500</td>
<td>9</td>
<td>6.4 $^{+1.1}<em>{-1.0}$ $^{+1.1}</em>{-1.0}$</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>350–450</td>
<td>500–650</td>
<td>3</td>
<td>1.8 $^{+0.3}<em>{-0.3}$ $^{+0.3}</em>{-0.3}$</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>350–450</td>
<td>650+</td>
<td>1</td>
<td>0.31 $^{+0.10}<em>{-0.13}$ $^{+0.10}</em>{-0.13}$</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>450+</td>
<td>200–350</td>
<td>1</td>
<td>1.2 $^{+1.1}<em>{-0.3}$ $^{+1.1}</em>{-0.3}$</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>450+</td>
<td>350–500</td>
<td>3</td>
<td>5 $^{+1}<em>{-1}$ $^{+1}</em>{-1}$</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>450+</td>
<td>500–650</td>
<td>6</td>
<td>2.8 $^{+1.6}<em>{-0.8}$ $^{+1.6}</em>{-0.8}$</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>450+</td>
<td>650+</td>
<td>4</td>
<td>4 $^{+2}<em>{-1}$ $^{+2}</em>{-1}$</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>200–350</td>
<td>200–350</td>
<td>90</td>
<td>103 $^{+6}<em>{-8}$ $^{+6}</em>{-8}$</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>200–350</td>
<td>350–500</td>
<td>6</td>
<td>10 $^{+3}<em>{-2}$ $^{+3}</em>{-2}$</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>200–350</td>
<td>500+</td>
<td>1</td>
<td>1.5 $^{+1.2}<em>{-0.6}$ $^{+1.2}</em>{-0.6}$</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>350–450</td>
<td>200–350</td>
<td>9</td>
<td>11 $^{+2}<em>{-1}$ $^{+2}</em>{-1}$</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>350–450</td>
<td>350–500</td>
<td>5</td>
<td>4.5 $^{+1.5}<em>{-1.0}$ $^{+1.5}</em>{-1.0}$</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>350–450</td>
<td>500+</td>
<td>2</td>
<td>1.2 $^{+1.4}<em>{-0.7}$ $^{+1.4}</em>{-0.7}$</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>450+</td>
<td>200–350</td>
<td>0</td>
<td>1.6 $^{+1.2}<em>{-0.6}$ $^{+1.2}</em>{-0.6}$</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>450+</td>
<td>350–500</td>
<td>2</td>
<td>2.5 $^{+1.8}<em>{-1.1}$ $^{+1.8}</em>{-1.1}$</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>450+</td>
<td>500+</td>
<td>1</td>
<td>1.0 $^{+1.5}<em>{-0.2}$ $^{+1.5}</em>{-0.2}$</td>
</tr>
<tr>
<td>2</td>
<td>3+</td>
<td>200–350</td>
<td>200–350</td>
<td>19</td>
<td>23 $^{+3}<em>{-2}$ $^{+3}</em>{-2}$</td>
</tr>
<tr>
<td>2</td>
<td>3+</td>
<td>200–350</td>
<td>350+</td>
<td>1</td>
<td>1.8 $^{+1.0}<em>{-0.6}$ $^{+1.0}</em>{-0.6}$</td>
</tr>
<tr>
<td>2</td>
<td>3+</td>
<td>350+</td>
<td>200–350</td>
<td>2</td>
<td>1.5 $^{+1.3}<em>{-0.5}$ $^{+1.3}</em>{-0.5}$</td>
</tr>
<tr>
<td>2</td>
<td>3+</td>
<td>350+</td>
<td>350+</td>
<td>1</td>
<td>1.5 $^{+1.2}<em>{-0.5}$ $^{+1.2}</em>{-0.5}$</td>
</tr>
<tr>
<td>3+</td>
<td>1</td>
<td>200–350</td>
<td>200–350</td>
<td>4</td>
<td>6 $^{+2}<em>{-2}$ $^{+2}</em>{-2}$</td>
</tr>
<tr>
<td>3+</td>
<td>1</td>
<td>200–350</td>
<td>350+</td>
<td>0</td>
<td>0.5 $^{+0.9}<em>{-0.2}$ $^{+0.9}</em>{-0.2}$</td>
</tr>
<tr>
<td>3+</td>
<td>2</td>
<td>200–350</td>
<td>200–350</td>
<td>6</td>
<td>3.2 $^{+1.3}<em>{-1.0}$ $^{+1.3}</em>{-1.0}$</td>
</tr>
<tr>
<td>3+</td>
<td>2</td>
<td>200–350</td>
<td>350+</td>
<td>2</td>
<td>0.27 $^{+0.78}<em>{-0.15}$ $^{+0.78}</em>{-0.15}$</td>
</tr>
<tr>
<td>3+</td>
<td>3+</td>
<td>200–350</td>
<td>200–350</td>
<td>2</td>
<td>0.8 $^{+1.1}<em>{-0.4}$ $^{+1.1}</em>{-0.4}$</td>
</tr>
<tr>
<td>3+</td>
<td>3+</td>
<td>200–350</td>
<td>350+</td>
<td>0</td>
<td>0.3 $^{+0.7}<em>{-0.2}$ $^{+0.7}</em>{-0.2}$</td>
</tr>
</tbody>
</table>
Table 3: Observed number of events and background predictions in the aggregate search regions as defined in the text. A plus-sign is used as shorthand for the listed value or more. Uncertainties are listed as $\pm$ statistical $\pm$ systematic.

<table>
<thead>
<tr>
<th>Search Bin</th>
<th>$N_t$</th>
<th>$N_b$</th>
<th>$M_{T2}$ [GeV]</th>
<th>$E_T$ [GeV]</th>
<th>Data</th>
<th>Predicted background</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1+</td>
<td>1+</td>
<td>200+</td>
<td>200+</td>
<td>1790</td>
<td>1742 $^{+26}<em>{-26}$ $^{+199}</em>{-26}$ $^{+229}_{-26}$</td>
</tr>
<tr>
<td>1</td>
<td>2+</td>
<td>1+</td>
<td>200–350</td>
<td>200–350</td>
<td>309</td>
<td>299 $^{+9}<em>{-9}$ $^{+36}</em>{-9}$ $^{+43}_{-9}$</td>
</tr>
<tr>
<td>2</td>
<td>1+</td>
<td>2+</td>
<td>350+</td>
<td>350+</td>
<td>39</td>
<td>42 $^{+4}<em>{-3}$ $^{+7}</em>{-3}$</td>
</tr>
<tr>
<td>3</td>
<td>1+</td>
<td>2+</td>
<td>450+</td>
<td>650+</td>
<td>6</td>
<td>2.3 $^{+1.1}<em>{-0.2}$ $^{+1.3}</em>{-0.2}$</td>
</tr>
<tr>
<td>4</td>
<td>2+</td>
<td>2+</td>
<td>350+</td>
<td>350+</td>
<td>12</td>
<td>10.2 $^{+2.1}<em>{-1.7}$ $^{+1.4}</em>{-1.7}$</td>
</tr>
<tr>
<td>5</td>
<td>2+</td>
<td>2+</td>
<td>450+</td>
<td>500+</td>
<td>1</td>
<td>1.2 $^{+1.5}<em>{-0.2}$ $^{+0.4}</em>{-0.2}$</td>
</tr>
<tr>
<td>6</td>
<td>3+</td>
<td>2+</td>
<td>200+</td>
<td>350+</td>
<td>2</td>
<td>0.5 $^{+0.8}<em>{-0.3}$ $^{+1.2}</em>{-0.3}$</td>
</tr>
<tr>
<td>7</td>
<td>1+</td>
<td>3+</td>
<td>350+</td>
<td>350+</td>
<td>1</td>
<td>6.8 $^{+1.9}<em>{-1.2}$ $^{+2.2}</em>{-1.2}$</td>
</tr>
</tbody>
</table>

the dilepton and inverted-$\Delta\phi$ region is negligible.

Figure 9 shows the 95% CL exclusion limits obtained for simplified models in the T2tt scenario. Using the 12.9 fb$^{-1}$ dataset, top squark masses up to 910 GeV and LSP masses up to 400 GeV are excluded. The results improve significantly compared to analyses at 13 TeV using 2015 data, which excluded top squark masses up to 760 GeV and LSP masses up to 260 GeV. Figure 10 and Figure 11 show the 95% CL exclusion limits obtained for simplified models in the T1tttt and T5ttcc scenarios, respectively. Using the 12.9 fb$^{-1}$ dataset, gluino masses up to 1780 GeV and LSP masses up to 1020 GeV are probed for the T1tttt model, whereas gluino masses up to 1700 GeV and LSP masses up to 1060 GeV are probed for the T5ttcc model. These results significantly extend the reach compared to analyses at 13 TeV using 2015 data, which excluded gluino masses up to about 1550 (1450) GeV and LSP masses up to about 900 (820) GeV for the T1tttt (T5ttcc) model. The search bins with $N_t \geq 3$ give this analysis extra strength for T1tttt models with a high gluino and LSP mass, since they allow suppressing SM backgrounds while keeping a low $E_T$ threshold.

6 Summary

The results of a search for direct and gluino-mediated top squark production in final states including top-like objects have been presented. The search uses all-hadronic events with at least four jets and large $E_T$, selected from a data sample corresponding to an integrated luminosity of 12.9 fb$^{-1}$ collected in proton-proton collisions at a center-of-mass energy of 13 TeV with the CMS detector during 2016. A set of search regions is defined based on $E_T$, $M_{T2}$, the number of top-like objects, and the number of b-tagged jets. No statistically significant excess of events above the expected standard model background is observed, and exclusion limits are set at the 95% confidence level for simplified models of direct top squark pair production and gluino pair production where the gluinos decay to final states including top quarks. For simplified models of pair production of top squarks, which decay to a top quark and a neutralino, top squark masses up to 910 GeV and neutralino masses up to 400 GeV are excluded at 95% CL. For models with gluino pair production, gluino masses up to 1700 (1780) GeV and neutralino masses up to 1060 (1020) GeV are excluded for the T5ttcc (T1tttt) models.
Figure 9: Exclusion limits at 95% CL for simplified models of top squark pair production in the T2tt scenario. The solid black curves represent the observed exclusion contours with respect to NLO+NLL cross section calculations [54] and the corresponding ±1 standard deviations. The dashed red curves indicate the expected exclusion contour and the ±1 standard deviations with experimental uncertainties.
Figure 10: Exclusion limits at 95% CL for simplified models of top squarks produced through decays of gluino pairs in the T1tttt scenario. The solid black curves represent the observed exclusion contours with respect to NLO+NLL cross section calculations [54] and the corresponding ±1 standard deviations. The dashed red curves indicate the expected exclusion contour and the ±1 standard deviations with experimental uncertainties.
Figure 11: Exclusion limits at 95% CL for simplified models of top squarks produced through decays of gluino pairs in the T5ttcc scenario. The solid black curves represent the observed exclusion contours with respect to NLO+NLL cross section calculations [54] and the corresponding ±1 standard deviations. The dashed red curves indicate the expected exclusion contour and the ±1 standard deviations with experimental uncertainties.
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