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Calibration procedure

The energy of an electron or photon candidate is built from the energy of a cluster of cells in the electro-magnetic (EM) calorimeter. The energy calibration scheme can be summarized in three main steps:
- **Simulation-based calibration** (applied to data and simulation);
- **Data-driven corrections** optimized to mitigate the non-uniformity in detector response (applied only to data);
- **Data-driven corrections with energy scale factors** (applied on data) and correction of the resolution (applied on simulation).

**Electron and photon energy calibration with the ATLAS detector**

MC based calibration

The EM clusters are calibrated to the original electron and photon energy in simulated MC samples. The calibration correction is evaluated using a boosted decision tree with gradient boosting trained separately for electrons, converted and unconverted photons. With respect to the Run-1[1]:
- **Cover the whole region** $|\eta| < 2.35$;
- **in the transition region**, $1.4 < |\eta| < 1.6$, scintillators have been introduced as an additional variable to the training of the calibration.

**Scale factors from Z → ee**

The overall electron response in data is calibrated so that it agrees with the expectation from simulation. The residual mismatch is corrected by an in-situ procedure developed in Run-1[1][1] using the Z → ee events selected in the 2015 data sample. The energy mis-calibration is defined as the difference in response between data and simulation, and is parametrized as:

$$E_{\text{Data}} - E_{\text{Sim}} = \alpha E + \beta\sigma$$

The relative energy resolution is parametrized as:

$$\sigma(E)/E = \frac{\sigma(E)/E}{\sqrt{(\frac{\alpha}{E})^2 + (\frac{\beta}{E})^2}}$$

Where $\alpha$ is the sampling term, $\beta$ the electronic noise term and $c$ is the constant term. The difference in energy resolution between data and simulation can be modeled by an additional constant term $c$:

$$\sigma(E) = \sigma(E)_{\text{Sim}} + cE$$

These corrections are computed as function of $\eta$. The systematic uncertainties for this procedure are due to: event selection, calibration procedure and mis-modeling of the material.

**Calibration checks: Z invariant mass distribution**

The accuracy of the whole calibration procedure has been checked with $Z \rightarrow ee$ mass distribution separately for the 2015 dataset (3.2 fb$^{-1}$ of integrated luminosity) and for the first part of the 2016 dataset (2.7 fb$^{-1}$ of integrated luminosity). These comparisons are performed without applying any mass-dependent background subtraction to the data which would reduce the trend in the data to MC ratios observed in both datasets for masses below 84 GeV. Data and simulation agree within uncertainties for both datasets.

**Calibration checks: pile-up and time stability**
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