Background rejection in NEXT using deep neural networks
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Abstract: We investigate the potential of using deep learning techniques to reject background events in searches for neutrinoless double beta decay with high pressure xenon time projection chambers capable of detailed track reconstruction. The differences in the topological signatures of background and signal events can be learned by deep neural networks via training over many thousands of events. These networks can then be used to classify further events as signal or background, providing an additional background rejection factor at an acceptable loss of efficiency. The networks trained in this study performed better than previous methods developed based on the use of the same topological signatures by a factor of 1.2 to 1.6, and there is potential for further improvement.
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1 The NEXT experiment

Double beta decay with neutrino emission ($2\nu\beta\beta$) is a process in which two simultaneous $\beta$ decays occur within a nucleus,

$$ (Z, A) \rightarrow (Z + 2, A) + 2e^- + 2\bar{\nu}_e. \quad (1.1) $$

This process is allowed in the Standard Model and has been observed in several isotopes. Double-beta decay has also been postulated to exist in the zero-neutrino mode, or neutrinoless double beta decay ($0\nu\beta\beta$), in which the two antineutrinos are not emitted and the total energy released in the decay, $Q_{\beta\beta}$, is carried away by the two electrons. The observation of $0\nu\beta\beta$ would imply that the neutrino is its own anti-particle, that is, a Majorana particle [1], amongst other important physical implications (see for example [2–4]).

After 75 years of experimental effort, no compelling evidence for the existence of $0\nu\beta\beta$ decay has been obtained. For a given isotope, the lifetime of $0\nu\beta\beta$ decay depends on a nuclear matrix element and a phase-space integral, both of which can be calculated to some uncertainty, and the square of the effective neutrino mass $|m_{\beta\beta}|^2 = \sum_{i=e,\nu,\tau} U_{ei}^2 m_i^2$ which is a combination of the neutrino masses $m_i$ and neutrino mixing matrix elements $U_{ei}$. The lifetime is of the order of $10^{25} - 10^{26}$ years for a degenerate neutrino mass hierarchy ($m_1 \sim m_2 \sim m_3$), $10^{26} - 10^{27}$ years for an inverted neutrino mass hierarchy ($m_3 \ll m_1 < m_2$), and longer than $10^{27}$ years for a normal mass...
hierarchy ($m_1 < m_2 \ll m_3$). Experiments of the current generation deploy approximately 100 kg of the candidate isotope and are subject to several tens of counts per year of background events in their region of interest (ROI) of energy selection near $Q_{\beta\beta}$ [2]. These experiments will be capable of probing only the parameter space corresponding to the degenerate mass hierarchy, perhaps pushing into the inverted hierarchy. The most sensitive lower bound to date was set by the KamLAND-Zen experiment with $^{136}$Xe, at $T_{1/2}^{0\nu} > 1.06 \times 10^{26}$ years [5]. In order to completely cover the parameter space of the inverted mass hierarchy, experiments employing candidate isotope masses at the tonne-scale with background rates of (at most) a few counts per tonne-year will be required [6].

One of the technologies currently being developed is that of high pressure xenon (HPXe) Time Projection Chambers (TPCs). In particular, the NEXT collaboration is building a HPXe TPC capable of containing a total mass of 100 kg of xenon enriched at 90% in the $\beta\beta$ decaying isotope $^{136}$Xe[7]. This detector, called NEXT-100, will operate at 15 bar and use electroluminescent (EL) amplification of the ionization signal to optimize energy resolution. The detection of EL light provides an energy measurement using 60 photomultipliers (PMTs) located behind the cathode (the energy plane) as well as tracking via a dense array of about 8,000 silicon photomultipliers (SiPMs) located behind the anode (the tracking plane). In addition to performing a competitive search for $0\nu\beta\beta$, NEXT-100 will explore potential techniques for operation and background rejection at the tonne-scale.

The NEXT background model predicts a background rate of $4 \times 10^{-4}$ cts keV$^{-1}$ kg$^{-1}$ yr$^{-1}$ in the ROI [7]. The energy resolution for NEXT-100 is assumed to be 0.7% FWHM ($\sim 17$ keV) at $Q_{\beta\beta}$. The experiment expects, therefore, less than one count of background per 100 kg and year of exposure, and thus its sensitivity to $T_{1/2}^{0\nu}$ is not dominated by background subtraction and increases rapidly with exposure. The expected sensitivity to the $0\nu\beta\beta$ half-life is $T_{1/2}^{0\nu} > 6 \times 10^{25}$ yr for an exposure of 275 kg·yr. This translates into a $m_{\beta\beta}$ sensitivity range of $[90-180]$ meV, depending on the nuclear matrix element.

The NEXT collaboration has already built and tested several kg-scale prototypes, NEXT-DBDM [8] and NEXT-DEMO [9–11], which have both demonstrated the excellent energy resolution (extrapolated to 0.5–0.7% FWHM at $Q_{\beta\beta}$) obtainable in high pressure xenon gas. NEXT-DEMO has demonstrated the feasibility of signal/background discrimination based on the topology of reconstructed tracks [12], an essential component to identifying $0\nu\beta\beta$ events and rejecting background events (see section 2). The collaboration is currently commissioning the first underground phase of the experiment, the so called NEXT-Witte (or NEW for short$^1$). NEW deploys a mass of 10 kg of xenon at 15 bar, the energy plane hosts 12 PMTs and the tracking plane nearly 2,000 SiPMs. Operation is foreseen in 2016 and 2017, while NEXT-100 is scheduled to start operations in 2018.

A central feature of a HPXe TPC is the capability of imaging electron tracks providing a topological signature that can be used to separate signal events (the two electrons emitted in a $0\nu\beta\beta$ decay) from background events (mainly due to single electrons with kinetic energy comparable to the end-point of the $0\nu\beta\beta$ decay, $Q_{\beta\beta}$). In this paper, we study the performance of the topological

---

$^1$The name honours the memory of the late Professor James White, whose knowledge and generosity were essential to launching the experiment.
signature, analyzing how it is affected by the various physics processes involved in the propagation
of electrons in dense gas, as well as by the detector spatial resolution. We use both the conventional
reconstruction of electrons in NEXT described in [12], and an alternative technique based on the
use of deep neural networks (DNNs), comparing their performance.

2 Imaging tracks in a HPXe-EL TPC

Figure 1. Principle of operation of an asymmetric HPXe TPC with EL readout. (Figure from [10].)

Figure 1 shows the principle of operation of an asymmetric HPXe TPC using proportional
electroluminescent (EL) amplification of the ionization signal (as is the case for NEXT-100). The
detection process involves the use of the prompt scintillation light ($S_1$) from the gas as the start-
of-event time, and the drift of the ionization charge to the anode by means of an electric field
($\sim 0.3$ kV/cm at 15 bar) where secondary EL scintillation ($S_2$) is produced in a narrow region
defined by a highly transparent mesh and a quartz plate coated with ITO (indium tin oxide) and
TPB (tetraphenyl butadiene), called the EL gap. High voltages are applied to the two meshes to
establish an electric field of $\sim 20$ kV/cm at 15 bar in this region. The detection of EL light provides
an energy measurement using PMTs in the case of NEXT-100 located behind the cathode (the
energy plane). The reconstruction of the track topology is carried out with a dense array of SiPMs
located behind the anode (the tracking plane). The $x$-$y$ coordinates are found using the information
provided by the tracking plane, while $z$ is determined by the drift time between the detection of
$S_1$ and $S_2$. For each reconstructed spatial point, the detector also measures the energy deposited.
Thus, the track is imaged as a collection of hits, and each hit is defined by a 3D space coordinate
and by an associated energy deposition, as $(x, y, z, E)$. 
Figure 2. Monte Carlo simulation of a signal (0νββ) event (left) and a background event (right) in xenon gas at 15 bar. The color corresponds to energy deposition in the gas, red representing higher density of energy deposition and blue representing lower density. The signal consist of two electrons emitted from a common vertex, and thus it features large energy depositions (blobs) at both ends of the track. Background events are, typically, single-electron tracks (produced by photoelectric or Compton interactions of high energy gammas emitted by $^{214}$Bi or $^{208}$Tl isotopes), and thus feature only one blob (figure from [7]).

Electrons (and positrons) moving through xenon gas lose energy at an approximately fixed rate until they become non-relativistic. At the end of the trajectory the $1/v^2$ rise of the energy loss (where $v$ is the speed of the particle) leads to a significant energy deposition in a compact
region, which will be referred to as a “blob”. The two electrons produced in double beta decay events appear as a single continuous trajectory with a blob at each end (figure 2, left). The main background in NEXT comes from high energy gammas emitted in $^{208}$Tl and $^{214}$Bi decays, which occur naturally in the detector materials as part of the $^{232}$Th and $^{238}$U chains and enter the active volume of the detector. These gammas convert in the gas through photoelectric, Compton and pair production processes. Except in the case of pair production, these electrons typically leave a single continuous track with only one blob (figure 2-right). This topological signature was used in the Gotthard TPC to give an overall rejection rate of 96.5% for single-electron events in high-pressure xenon gas at 5 atm pressure [13]. Likewise, in NEXT, reconstruction of the signal and background topology using the tracking plane provides a powerful means of background rejection. For each track, the energy in the regions at both extremes of the track is measured and labelled as $E_{b,1}$ (the energy of the most energetic blob candidate), and $E_{b,2}$ (the energy of the least energetic blob candidate). In a signal event, $E_{b,1} \sim E_{b,2}$, while for background events $E_{b,1} > E_{b,2}$. Figure 3 shows how this feature can be used to separate signal from background.

2.1 Reconstruction of tracks in a HPXe-EL TPC

Reconstruction of tracks in an electroluminescent HPXe TPC is complicated by the diffusion of the charge cloud during drift and also by the nature of the read-out. Scintillation light is produced over the whole width of the EL gap (5 mm in NEXT-100) spreading the signal from a single electron over a time inversely proportional to the drift velocity within the gap ($\sim 2 \mu s$). Additionally, the EL light is produced isotropically and, therefore, the signal produced by the passage of an electron through the gap is expected to arrive at the tracking plane ($\sim$ several mm behind the anode) over the area defined by the intersection of the plane with the sphere of light.

In a previous paper [11], the NEXT collaboration demonstrated that a “point-like” deposition of charge due to the absorption of a point-like source (such as the xenon K$\alpha$ X-rays) can be parameterised as a two-dimensional Gaussian with a standard deviation of $\sim 8$ mm where the spread due to EL light production is the dominant effect with subdominant contributions from transverse diffusion of the charge. As discussed below, the resolution with which we can reconstruct the centroid of this optical spread function is significantly better than this. Longitudinally, the expected spread has a noticeable dependence on the drift distance since the diffusion dominates. K$\alpha$ events are expected to have widths in $z$ with standard deviations of between 0.5 mm, for very short drifts, to about 5 mm for the longest drifts. In order to optimise the reconstruction of tracks these values must be taken into account by dividing the signal information into appropriate time slices and using charge information from clustered SiPM channels.

The standard NEXT algorithm searches for clusters around local maxima and then proceeds iteratively, selecting first the channel with maximum charge and forming a cluster with the first ring of sensors around it. The cluster information is then used to build a hit, whose $x$ and $y$ position are reconstructed as the barycentre of the charge information.

Once a set of hits is found, a connectivity criterium is defined so that the hits belonging to each separate particle can be grouped into tracks. The procedure is as follows: first, the active volume is divided into 3D pixels, known as “voxels”, of fixed dimensions. Each voxel is given an energy equal to the sum of the energies of all the hits which fall within its boundaries. The collection of voxels obtained in such a way can be regarded as a graph, defined as a set of nodes and links that
connect pairs of nodes. Two voxels can then be considered connected if they share a face, an edge or a corner, with each pair of connected voxels being given a weight equal to the geometric distance between their centres. Next, the “Breadth First Search” (BFS) algorithm (see for example [14]) is used to group the voxels into tracks and to find their end-points and length. The BFS algorithm is a graph search algorithm which finds the minimum path between two connected nodes, starting from one node and exploring all its neighbours first, then the second level neighbours and so on, until it reaches the second node. The BFS algorithm divides the voxels into connected sets, known as tracks, and finds their end-points, defined as the pair of voxels with largest distance between them, where the distance of two voxels is the shortest path that connects them. The distance between the end-points is the length of the track. See [12] for a thorough discussion.

The choice of the voxel size is a compromise between a fine granularity and conservation of connectivity, which depends on the hit-finder algorithm in use. In [12], the best connectivity was found for voxels of $10 \times 10 \times 10$ mm$^3$. The analysis described in [7] used voxels of similar size ($10 \times 10 \times 5$ mm$^3$). Improvements in the hit-finder algorithm (or the use of alternative methods such as DNNs) may allow, in principle, for smaller voxels. However, the size of the voxel also reflects the effect of the spatial resolution, which in turn depends on:

1. **Tracking plane segmentation:** this includes the pitch of the SiPMs in the tracking plane as well as the SiPM response. Indeed, the use of SiPMs with very low dark current and high gain allows one to determine the location of an event by weighting the position of each sensor with the light recorded, thus improving dramatically the “digital” resolution, which goes as $\sim \text{pitch}/\sqrt{12}$. The digital point resolution corresponding to a pitch of 10 mm (NEXT-100) is $10/\sqrt{12} \sim 3$ mm. Using weighted information (e.g. local barycenter algorithms), the point resolution improves to about 1 mm (see [11]).

2. **The width of the EL region:** The non-zero width of the EL gap adds an extra resolution term in the $z$ coordinate which goes like $w/\sqrt{12}$ where $w$ is the width of the grid. For the NEXT-100 detector, $w \sim 5$ mm, resulting also in a resolution of about 1.5 mm. At the same time, the non-negligible distance (several mm) between the gate grid (the plane that defines the beginning of the EL region) and the sensors in the tracking plane, spreads the signal of a single electron over several SiPMs. The light distribution is Gaussian and a fit to the profile recovers the position of the ionization electron.

3. **Diffusion of the drifting electron cloud:** both transverse and longitudinal diffusion are high in pure xenon (of the order of 10 and 5 mm/$\sqrt{m}$, respectively). On the other hand, work in progress within the NEXT collaboration [15] suggests that adding small amounts of cooling gases such as CH$_4$ or CF$_4$ to pure xenon (at the level of 0.1 % of CH$_4$ or 0.01% of CF$_4$) reduces both transverse and longitudinal diffusion to some 2.0 mm/$\sqrt{m}$. This is one of the most important upgrades under study for the second phase of NEXT-100.

3 **Monte Carlo Simulation**

NEXUS [16], the Geant4-based [17] Monte Carlo simulation of the NEXT experiment, permits an accurate modelling of the detector geometry and provides the tools to carry out both full and fast
simulations of the apparatus response. A fast simulation has been chosen for this study, given the need to generate a very large number of events for the detailed physics studies presented here, as well as for the training of the DNNs.

The simulation begins by generating a large number of signal and background events. Neutrinoless double beta events, 2 electrons with momenta generated according to a distribution calculated by the DECAY0 code [18] for 0νββ decay, are randomly created throughout the active region of the detector, while the leading background events — gamma rays of energies 2.447 MeV and 2.614 MeV corresponding to gammas emitted by daughters of 214Bi and 208Tl, respectively (see [7] for a thorough discussion) — are shot from the field cage of the detector geometry. The resulting locations and magnitudes of the energy depositions in the active volume are recorded as “true hits”. A minimum step size of 1 mm is used in NEXUS.

The fast-simulation approach to producing reconstructed objects, starting from the true hits, takes into account the energy and spatial resolution. The former is introduced by simply smearing the total energy deposited by the event by the expected NEXT-100 resolution (we assume, conservatively, 0.7% FWHM at \(Q_{\beta\beta}\)); the latter, by combining the resolution associated with the pixel pitch, the EL width and the diffusion into the voxel size. Thus, to emulate the response of NEXT-100 operating with pure xenon, the true hits are replaced by voxels of \(10 \times 10 \times 5\) mm\(^3\). Comparison between fast and full simulation results in [12], with a similar voxel size of \(10 \times 10 \times 10\) mm\(^3\) as used here, showed that the efficiencies obtained for the classification cut (see section 4.2) are in agreement within 5%. These efficiency results are also in agreement with the measured value. For this reason, we believe that a voxelization of size \(10 \times 10 \times 5\) mm\(^3\) is a good proxy to capture all spatial resolution effects in a pure xenon detector with tens of centimeters of drift. In addition, we consider an optimistic scenario of \(2 \times 2 \times 2\) mm\(^3\) voxels. Spatial resolution studies using full simulation and reconstruction have also been performed with the baseline NEXT-100 EL region and tracking plane design, based on a 1 cm pitch between SiPMs and an EL gap of 5 mm, and single-point spatial resolutions of order 1 mm have been obtained in this case. This is comparable with the single-point resolution introduced by 3D voxels of size 2 mm, given by \(2 \sqrt{3}/\sqrt{12}\) mm = 1 mm.

4 The topological signature

4.1 Pre-selection of data

Once the list of voxels is obtained for each event, the data is processed as follows:

1. Only events near \(Q_{\beta\beta}\) (in the energy window between 2.4 and 2.5 MeV) are accepted.

2. A fiducial cut is applied, ensuring that no more than 10 keV of energy was deposited within 2 cm of the edges of the active region.

3. Tracks are formed using the BFS algorithm and only events with exactly one track are accepted. This cut effectively suppresses background events which interacted by Compton scattering followed by photoelectric conversion, and also those accompanied by the emission of x-rays associated with the de-excitation of the xenon atom (e.g., after a photoelectric interaction).
Table 1 shows how the set of cuts described above reduces the signal and the primary backgrounds for Monte Carlo generated events with voxel sizes of $2 \times 2 \times 2$ mm$^3$ and $10 \times 10 \times 5$ mm$^3$ (events were generated originating from the field cage surrounding the active region of the detector). Notice that, in order to characterize the rejection power of the topological signature, a relatively large energy window of 100 keV around $Q_{\beta \beta}$ is used. The total rejection power of NEXT will be the combination of the rejection power achieved by the pre-selection (cuts 1-2 above), the topological cuts (cut 3 above and the classification cut, discussed in more detail below), and a final, stricter energy cut that accepts events in a relatively narrow ROI around $Q_{\beta \beta}$. See [7] for a detailed discussion.

Table 1. Fraction of events remaining after each analysis cut, for signal events ($10^5$ initial events generated within the active region of the detector) and background events from $^{208}$Tl ($10^9$ initial events) and $^{214}$Bi ($10^{10}$ initial events) generated from the field cage surrounding the active region.

<table>
<thead>
<tr>
<th>Cut</th>
<th>Signal Events</th>
<th>BG Events ($^{208}$Tl)</th>
<th>BG Events ($^{214}$Bi)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Initial events)</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Energy</td>
<td>$7.59 \times 10^{-1}$</td>
<td>$7.59 \times 10^{-1}$</td>
<td>$2.27 \times 10^{-3}$</td>
</tr>
<tr>
<td>Fiducial</td>
<td>$6.71 \times 10^{-1}$</td>
<td>$6.68 \times 10^{-1}$</td>
<td>$1.19 \times 10^{-3}$</td>
</tr>
<tr>
<td>Single-Track</td>
<td>$3.75 \times 10^{-1}$</td>
<td>$4.79 \times 10^{-1}$</td>
<td>$7.90 \times 10^{-6}$</td>
</tr>
<tr>
<td>Classification*</td>
<td>$3.23 \times 10^{-1}$</td>
<td>$3.67 \times 10^{-1}$</td>
<td>$7.70 \times 10^{-7}$</td>
</tr>
</tbody>
</table>

* See section 4.2

4.2 The standard NEXT classification analysis

After pre-selection and the initial topological cut eliminating events with multiple connected tracks, the events were classified as signal or background based on the presence of one or two “blobs” of energy in the reconstructed track. All possible shortest paths between two voxels were found using the BFS algorithm, and the first and last voxels of the longest of such paths$^3$ were considered to be the beginning and end of the track. For both the beginning and end of the track, a “blob” candidate was constructed by summing the energy of all voxels located within a given “radius” $r_b$ of the corresponding beginning or end voxel. Note that distances between voxels were computed using the shortest path distance as determined by the BFS algorithm and not using Euclidean distance, so the quantity $r_b$ should not be thought of literally as the radius of a sphere containing the “blob” candidate. The use of such a summation avoids, in many cases, the duplication of voxels in the two “blob” candidates. Such duplication could be present if the track wrapped around such that its end was located within a short Euclidean distance of its beginning. The summations yielded two energies, $E_{b,1}$, assigned to the greater of the two energies, and $E_{b,2}$.

The results depend on the size of the voxels, which in turn is chosen to reflect the expected performance of the detector under specific operating conditions, as discussed above. Operation $^3$Note that such a path may not have included, in fact most likely did not include, all voxels in the event.
with pure xenon corresponds to $10 \times 10 \times 5 \text{ mm}^3$ voxels (conservative), and operation with low diffusion mixtures corresponds to voxel sizes of $2 \times 2 \times 2 \text{ mm}^3$ (best expected case). Examples of events voxelized with sizes of $10 \times 10 \times 5 \text{ mm}^3$ and $2 \times 2 \times 2 \text{ mm}^3$ are shown in Figs. 4 and 5. The histogram of $E_{b,1}$ vs. $E_{b,2}$ is shown in figure 6 for both signal and background events analyzed with both chosen voxel sizes.

Figure 4. Projections in xy, yz, and xz for an example background event voxelized with $10 \times 10 \times 5 \text{ mm}^3$ voxels (above) and with $2 \times 2 \times 2 \text{ mm}^3$ voxels (below).

Finally we apply a cut designed to choose signal events with two blobs and eliminate background events with only one blob, mandating that $E_{b,1}$ and $E_{b,2}$ are both greater than a threshold energy $E_{th}$. This cut is applied to the events remaining after the cut requiring 1 single connected, voxelized track. For the $10 \times 10 \times 5 \text{ mm}^3$ voxel size with $r_b = 18 \text{ mm}$ and $E_{th} = 0.35 \text{ MeV}$, we eliminate all but 13.3% of remaining $^{208}\text{Tl}$ background events and all but 11.0% of remaining $^{214}\text{Bi}$ background events, and keep 76.6% of remaining signal events. For the $2 \times 2 \times 2 \text{ mm}^3$ voxel size with $r_b = 15 \text{ mm}$ and $E_{th} = 0.3 \text{ MeV}$ we eliminate all but 9.74% of remaining $^{208}\text{Tl}$ background events and all but 7.55% of remaining $^{214}\text{Bi}$ background events, and keep 86.2% of remaining signal events. $r_b$ was chosen in each case by examining the blob energy with changing $r_b$ and selecting a value large enough to encompass the region of dense energy deposition but small enough to avoid integrating much of the less dense parts of the track. $E_{th}$ was then varied to give a background rejection near 10%.

5 Deep Learning

The use of artificial neural networks to solve complex problems has been explored since the 1940s. In recent years, with the dramatic increase in available computing power, the use of computationally intense neural networks with many inner layers has become feasible. These neural nets that
are many layers deep, called deep neural networks (DNNs), are capable of learning large amounts of data exhibiting a vast array of features. This idea of “deep learning” has been applied to yield outstanding performance in solving difficult problems such as image [19] and speech [20] recognition. It has also found recent applications in physics, including event classification in high-energy and neutrino physics experiments [21–24].

Neural networks consist of layers of neurons which compute an output value based on one or several input values. The output is a function of the weighted sum of the inputs \( x_i \) plus a bias variable \( b \), i.e. \( f(\sum_i w_i x_i + b) \), where \( f \) is called the activation function and \( w_i \) are the weights of the neuron, one for each input. The idea is that with several layers of many neurons connected together, the values of the final (“output”) layer of neurons will correspond to the solution of some problem given the values input to the initial layer (called the “input” layer). The weights and biases of all neurons in the network together determine the final output value, and so the network must be trained (the weights and biases must be adjusted) so that the network solves the correct problem. This is done by using a training dataset, and for each training event, presenting input data to the network, examining its resulting output, and adjusting the weights and biases of the network in a manner that minimizes the discrepancy between the output of the final layer \( a \) and the expected output \( y \). This adjustment procedure is done by computing a cost function which depends on the actual and expected outputs and quantifies the discrepancy between them, computing the gradients of the cost function with respect to the weights and biases in all neurons, and changing the weights and biases in a manner that minimizes the cost function. After many training iterations, the weights and biases in the network will ideally have converged to values that not only yield the expected output when the network is presented with an event from the training dataset, but also yield the expected output.
Figure 6. Computed blob candidate energies $E_{b,1}$ vs. $E_{b,2}$ for signal (left) and $^{214}$Bi background (right) events with $10 \times 10 \times 5$ mm$^3$ voxelization (above) and $2 \times 2 \times 2$ mm$^3$ voxelization (below). The blob radius chosen was $r_b = 18$ mm for the $10 \times 10 \times 5$ mm$^3$ voxelization and $r_b = 15$ mm for the $2 \times 2 \times 2$ mm$^3$ voxelization.

when presented with similar events not used in training. The technical details behind implementing such a scheme mathematically will not be given here but are discussed at length in [25].

Recently, multi-layer convolutional neural networks (CNNs) have been identified as a powerful technique for image recognition problems. These neural networks consist of convolutional layers of $n$ columns of $m$ neurons - layers of neurons that share a common set of $m \times n$ weights and a bias. The set of weights + biases is called a filter or kernel, and this filter is combined in a multiplicative sum (a convolution) with an $m \times n$ subset of input neurons to give an output value. The filter is moved along the image, each time covering a different $m \times n$ subset of input neurons, and the set of output values corresponding to a single filter is called a feature map. With this strategy, further convolutional layers can be used to analyze the higher-level features encoded in the feature maps output from previous layers. Often to reduce the amount of computation and neurons present in deeper layers, max-pooling operations are performed, in which the neuron with maximum output value in an $m \times n$ window (or "pool") is selected, and all others in the pool are discarded. Such an operation performed on a layer of neurons leads to a new layer of reduced size. A deep CNN may be constructed from a series of several such convolutional operations and max-pooling operations, along with more conventional fully-connected layers, in which all neurons output from the previous layer are connected to the input of each neuron in the fully-connected layer, and other operations not discussed here (see figure 7 for a general schematic).

In this initial study, we make use of the GoogLeNet [19], which is a sophisticated 22-layers-
Figure 7. Schematic of a deep convolutional neural network for 2-category classification. The input layer consists of the pixel intensities of an image, possibly in multiple color channels. The hidden layers consist of several different operations performed on the input neurons - this example shows a $3 \times 3$ convolution followed by a $3 \times 3$ max-pooling operation, with the resulting neurons input to a fully-connected layer which feeds the two neurons in the output layer. The activation function of the two neurons in the final layer is such that the two outputs are exponentiated and normalized. The values in such a layer, called a “softmax” readout layer, can then be interpreted as probabilities of classification as signal or background.

deep convolutional neural network designed for image recognition. As GoogLeNet was designed to classify and identify a wide range of features in a full-color images, a more suitable network is likely to exist for our specific problem of classifying particle tracks based on topology. While further exploration of DNN architecture is essential to understanding the problem fully, our main goal in this study will be to show that DNNs can “learn” to classify NEXT events as signal or background potentially better than previously developed conventional analysis methods.

6 Event classification with a DNN

Here we investigate the performance of a DNN in classifying events into two categories, “signal” and “background,” and compare the results to the conventional analysis described in section 4.2. We chose to use the GoogLeNet DNN for this initial study, as its implementation was readily available in the Caffe [26] deep learning framework along with an interface, DIGITS [27], which allows for fast creation of image datasets and facilitates their input to several DNN models. In order to generate large numbers of events with which to train the DNN, an alternate configuration of the NEXUS Monte Carlo, which we call the “xenon box” (Xe box) Monte Carlo, was run in which the NEXT-100 detector geometry was not present, and background events (single electrons) and signal events (two electrons emitted from a common vertex with a realistic $0\nu\beta\beta$ energy distribution) were
generated in a large box of pure xenon gas at 15 bar. These events were then subject to the same voxelization procedure and single-track cut as described in section 2.1.

For two different configurations of voxel size, GoogLeNet was trained on 404800 Xe box input events (50% signal, 50% background) using one or more NVidia GeForce GPUs. Each event was input to the net as a .png image consisting of three color (RGB) channels, one for each of three projections of the 3D voxelized track, \((R, G, B) \rightarrow (xy, yz, xz)\). This information for a signal event and a background event was shown earlier for different voxelizations in Fig. 4 and Fig. 5.

6.1 Analysis of NEXT-100 Monte Carlo

To compare the ability of the DNN to classify events directly with the performance of the classification analysis of section 4.2, we consider NEXT-100 Monte Carlo events that have passed the pre-selection cuts described in 4.1, with chosen voxel sizes of both \(2 \times 2 \times 2\) mm\(^3\) and \(10 \times 10 \times 5\) mm\(^3\). For each chosen voxel size, Monte Carlo events that were analyzed with the standard “blob cuts” of the classical analysis were classified by the corresponding DNN trained using Xe box events. Note that the background events used in this comparison were those produced by \(^{214}\)Bi decay generated in the field cage surrounding the active region. The results are shown in table 2. The DNN analysis performs better than the conventional analysis, but there is still potential room for improvement.

**Table 2.** Comparison of conventional and DNN-based analyses. The comparison shows, for a given percentage of signal events correctly classified, the number of background (\(^{214}\)Bi) events accepted (mistakenly classified as signal).

<table>
<thead>
<tr>
<th>Analysis</th>
<th>Signal eff. (%)</th>
<th>B.G. accepted (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DNN analysis (2 (\times) 2 (\times) 2 voxels)</td>
<td>86.2</td>
<td>4.7</td>
</tr>
<tr>
<td>Conventional analysis (2 (\times) 2 (\times) 2 voxels)</td>
<td>86.2</td>
<td>7.6</td>
</tr>
<tr>
<td>DNN analysis (10 (\times) 10 (\times) 5 voxels)</td>
<td>76.6</td>
<td>9.4</td>
</tr>
<tr>
<td>Conventional analysis (10 (\times) 10 (\times) 5 voxels)</td>
<td>76.6</td>
<td>11.0</td>
</tr>
</tbody>
</table>

Because the output layer of the DNN gives a probability that a given event is signal and a probability that it is background, and these probabilities add to 1, a threshold may be chosen for determining whether an event is classified as signal or background. It can be simply chosen as 50%, meaning the category with greatest probability is the classification of the event, or it can be varied to reject further background at the expense of signal efficiency. Figure 8 shows the corresponding pairs of signal efficiency and background rejection produced by variation of this threshold, while for the values reported in table 2 the threshold was chosen such that the signal efficiency matched that reported in the conventional analysis. Note that to optimize the sensitivity to \(0\nu\beta\beta\) decay in the case of a non-negligible number \((\gg 1)\) of background events, one would seek to maximize the ratio of signal events detected divided by the square root of background events accepted (see [7]). Thus we define a figure of merit \(F = \frac{s}{\sqrt{b}}\), where \(s\) and \(b\) are the fractions of signal and background events accepted. This quantity is shown alongside the plot of signal efficiency vs. background rejection in Fig. 8. In table 2 we reported the values of background rejection corresponding to the
signal efficiencies studied in the classical analysis, though these did not optimize the figure of merit. For optimal figures of merit, we would have signal efficiency of 69.0% (66.7%) and background acceptance of 2.5% (6.6%) for $2 \times 2 \times 2$ mm$^3$ ($10 \times 10 \times 5$ mm$^3$) voxels.

![Graph showing signal efficiency vs. background rejection for DNN analysis of voxelized (2$\times$2$\times$2 and 10$\times$10$\times$5 cubic mm) single-track NEXT-100 Monte Carlo events. The figure of merit $F$ to be maximized in an optimal $0\nu\beta\beta$ decay search is also shown as a function of background rejection.]

The improvements realized in using the DNN-based analysis combined with lower diffusion translate to significant gains in half-life sensitivity. Figure 9 shows the sensitivity at 90% confidence level calculated using the Feldman-Cousins [28] prescription as in [7] for the NEXT-100 conventional analysis and for NEXT-100 in the case of low-diffusion ($2 \times 2 \times 2$ mm$^3$ voxels) and using the DNN-based classification with optimal figure of merit. The substantial improvements realizable show the advantages of both an improved DNN-based analysis and achieving low diffusion in NEXT.

### 6.2 Evaluating the DNN analysis

We now ask what is causing some significant fraction of the events to be misclassified in the analysis described in section 6.1. To address this, a similar analysis was run on several different Monte Carlo datasets generated with differing physics effects, with the goal of developing a better understanding of where potential improvements could be made.

A simple Monte Carlo, which we call the “toy Monte Carlo” or “toy MC,” was designed to produce ionization tracks of single-electron and two-electron events with a fixed energy considering minimal physical effects. Discrete energy depositions were produced with a step size less than 1
Figure 9. Sensitivity to the half-life $T^{\nu}_{1/2}$ calculated using the Feldman-Cousins approach. The curves describe the NEXT-100 conventional analysis [7] (blue) and NEXT-100 with the improved DNN-based analysis with optimal figure of merit and low diffusion (red).

mm according to the average stopping power $dE/dx$ as tabulated by NIST [29] for xenon at 15 atm. Electron multiple scattering was modeled by casting random Gaussian numbers to determine the angles $\theta_x$ and $\theta_y$ of deflection from the direction of travel. Assuming the particle’s direction of travel is $\hat{z}$, the angles $\theta_x$ and $\theta_y$ between the scattered direction and $\hat{z}$ projected on the x-z and y-z planes respectively, were chosen randomly from a Gaussian distribution with sigma determined according to

$$
\sigma^2(\theta_{x,y}) = \frac{13.6 \text{ MeV}}{\beta p} \sqrt{dz/L_0[1 + 0.038 \ln(dz/L_0)]},
$$

(6.1)

where $dz$ is the thickness of xenon travelled in this step, $L_0$ is the radiation length in xenon, $p$ is the electron momentum in MeV/c, and $\beta = v/c$, assuming $c = 1$.

Such tracks were generated and voxelized similar to the procedure described in section 2.1. Note that no “single-track” cut was necessary because no physics generating a secondary track was implemented. Also no energy smearing was performed. For background events, the track generation began with a single electron emitted in a random direction with energy 2.4578 MeV, while for signal events, this energy was shared equally between two electrons emitted in random directions from a single initial vertex. The DNN classified the resulting events with nearly 100% accuracy, that is, the higher of the two probabilities (> 50%) of signal or background computed by the DNN corresponded to the correct classification in nearly all cases. Several modifications were then made to attempt to gain insight into the physics causing the lower classification observed in the more detailed Monte Carlo tracks. First, a realistic distribution of energies of the two electrons in signal events [18] was used, and later the magnitude of the multiple scattering was doubled (the prefactor 13.6 in equation 6.1 was increased to 27.2). The electron energy distribution caused a loss
of about 1% in average accuracy, and the increased multiple scattering an additional 1%. However, even the two effects together were not enough to account for the inaccuracy of about 8% observed in the events produced by the full Monte Carlo.

Under the controlled conditions of the Xe box simulation, many events could be generated with different aspects of the physics switched on/off. It was confirmed that with the same physics as that used in the NEXT-100 Monte Carlo, the DNN classified events with similar accuracy as before. Disabling bremsstrahlung seemed to have little effect on the accuracy. Disabling fluctuations of continuous energy losses in Geant4 had some small effect (approx. 1% increase in accuracy), and disabling the production of secondaries (disallowing the production of secondaries with a range of less than 20 cm) had a more significant effect (approx. 2.5% increase in accuracy), though still did not yield accuracy similar to that of the toy MC datasets. It was found that disabling both continuous energy fluctuations and the production of secondaries gave accuracies similar to that of the toy MC events (about 98%). A summary of the key Monte Carlo simulations run and the classification accuracies obtained is given in table 3.

There are two possible scenarios which explain why a DNN misclassifies a particular event. In the first one, the DNN is perfectly capable of taking into account all physical information available in an event but some aspects of the physics of its production have caused it to project the image of an event from the incorrect category (signal or background), given the present detector position and energy resolution. This is, for instance, the case when in a $0\nu\beta\beta$ decay event one of the electrons contains very little energy, and thus it physically resembles a single electron. Likewise, a background event in which a large secondary is produced early on in the production of the single-electron track can look like a two-electron double beta event.

However, it may well be that the present DNN is simply not capable of learning enough information to separate the two types of events, although it is physically possible. This is more difficult to understand by introducing physical effects one at a time. Rather, one should study individual events or construct more complex DNNs until no further improvement appears possible.

7 Conclusions

The NEXT topological signature of $0\nu\beta\beta$ decay events can be used to reject a significant number of background events, thus greatly increasing the sensitivity to $0\nu\beta\beta$ decay. A DNN-based analysis using GoogLeNet with just three projections seems to be capable of outperforming, by a factor of 1.2 to 1.6, depending on the resolution of reconstruction, in signal/background separation, a conventional analysis based on locating energy “blobs” at the ends of the tracks produced by energetic electrons. The production of secondaries coupled with energy fluctuations in energy deposition seems to be the principle cause of accuracy loss in the DNN analysis. Future studies geared toward developing a DNN targeted on the problem at hand, possibly exploring fully 3D convolutional networks as opposed to using 2D projections, and attempting to extract information on what characteristics of the tracks it is “learning,” would lead to a more complete understanding of the possibilities and limitations of a DNN-based analysis.
Table 3. Summary of DNN analysis for different Monte Carlo datasets. The accuracy was computed assuming that the classification of the DNN corresponded to the category (signal or background) with the higher (> 50%) probability. In each case, approximately 15000 signal and 15000 background events were used in the training procedure, and between 2000-3000 signal and 2000-3000 background events independent of the training set were used to determine the accuracy.

<table>
<thead>
<tr>
<th>2 × 2 × 2 voxels</th>
<th>Run description</th>
<th>Avg. accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Toy MC, ideal</td>
<td>99.8</td>
<td></td>
</tr>
</tbody>
</table>
| Toy MC, realistic $0
\nu\beta\beta$ distribution | 98.9           |
| Xe box Geant4, no secondaries, no E-fluctuations | 98.3           |
| Xe box Geant4, no secondaries | 94.6           |
| Xe box Geant4, no E-fluctuations | 93.0           |
| Xe box, all physics | 92.1           |
| NEXT-100 Geant4  | 91.6            |

<table>
<thead>
<tr>
<th>10 × 10 × 5 voxels</th>
<th>Run description</th>
<th>Avg. accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NEXT-100 Geant4</td>
<td>84.5</td>
<td></td>
</tr>
</tbody>
</table>
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