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### 6.1 Diphoton sample composition as a function of the invariant mass for the 7 TeV (a) and the 8 TeV (b) dataset used in the *Discovery Analysis*. The small contribution from Drell-Yan events is included in the diphoton component. The error bars on each point represent the statistical uncertainty on the measurement while the colored bands represent the total uncertainty.

---
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### 6.3 Diphoton sample composition as a function of the invariant mass for the 7 TeV (a) and the 8 TeV (b) dataset used in the *Measurement Analyses*. The small contribution from Drell-Yan events is included in the diphoton component. The error bars on each point represent the statistical uncertainty on the measurement while the colored bands represent the total uncertainty.
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### 6.4 Diphoton sample composition as a function of the invariant mass for the 13 TeV dataset used in the *Search Analysis*. The bottom panel shows the purity of diphoton events as determined from two independent methods (matrix and 2x2D sidebands) with good agreement achieved. The total uncertainties including statistical and systematic components are shown by error bars.
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<td>9.5 Background-only fits to the diphoton invariant mass spectra for (a) Unconverted central low $p_{T\text{t}}$, (b) Unconverted central high $p_{T\text{t}}$, (c) Unconverted rest low $p_{T\text{t}}$, and (d) Unconverted rest high $p_{T\text{t}}$ categories of the Discovery Analysis correspond to the 8 TeV data sample. The bottom panel displays the residual of the data with respect to the background fit. The Higgs boson expectation for a mass hypothesis of 126.5 GeV corresponding to the Standard Model cross section is also shown.</td>
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<td>9.6 Background-only fits to the diphoton invariant mass spectra for (a) Converted central low $p_{T\text{t}}$, (b) Converted central high $p_{T\text{t}}$, (c) Converted rest low $p_{T\text{t}}$, and (d) Converted rest high $p_{T\text{t}}$ categories of the Discovery Analysis correspond to the 7 TeV data sample. The bottom panel displays the residual of the data with respect to the background fit. The Higgs boson expectation for a mass hypothesis of 126.5 GeV corresponding to the Standard Model cross section is also shown.</td>
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<td>9.7 Background-only fits to the diphoton invariant mass spectra for the Two-jet category of the Discovery Analysis correspond to the 7 TeV data (a) and the 8 TeV data (b), and Converted transition categories correspond to the 7 TeV data (c) and the 8 TeV data (d). The bottom panel displays the residual of the data with respect to the background fit. The Higgs boson expectation for a mass hypothesis of 126.5 GeV corresponding to the Standard Model cross section is also shown.</td>
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<td>9.11 The two-dimensional best-fit value of $(\mu_{\text{ggF}} + tH, \mu_{\text{VBF}} + VH)$ from the Discovery Analysis. The 68% and 95% confidence level contours are shown with the solid and dashed lines, respectively.</td>
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9.13 Confidence intervals in the $(\mu, m_H)$ plane for the $H \rightarrow \gamma \gamma$ (Discovery Analysis), $H \rightarrow ZZ^{(*)} \rightarrow \ell \ell \ell \ell$, and $H \rightarrow WW^{(*)} \rightarrow \ell \nu \ell \nu$ channels, including all systematic uncertainties. The markers indicate the maximum likelihood estimates in the corresponding channels.

9.14 The observed (solid) local $p_0$ as a function of $m_H$. The dashed curve shows the expected local $p_0$ under the hypothesis of a Standard Model Higgs boson signal at that mass with its $\pm 1 \sigma$ band. The horizontal dashed lines indicate the $p$-values corresponding to significances of 1 to 6 $\sigma$.

10.1 Illustration of the order in which the criteria for the exclusive event categories in the Coupling Analysis are applied to the selected diphoton events. The division of the last category, which is dominated by $ggF$ production, into four sub-categories is described in the text.

10.2 Normalized distributions of the variables described in the text used to sort diphoton events with at least two reconstructed jets into the $VH$ hadronic category of the Coupling Analysis for the data in the sidebands (points), the predicted sum of the $WH$ and $ZH$ signals (red histograms), the predicted signal feed-through from $ggF$, VBF, and $ttH$ production modes (blue histograms), and the simulation of the $\gamma \gamma$, $\gamma j$, and $jj$ background processes (green histograms). The arrows indicate the selection criteria applied to these observables. The mass of the Higgs boson in all signal samples is $m_H = 125$ GeV.

10.3 Normalized kinematic distributions of the six variables describe in the text used to build the Boost Decision Tree that assigns events to the VBF categories of the Coupling Analysis, for diphoton candidates with two well-separated jets ($\Delta \eta_{jj} \geq 2.0$ and $|\eta^*| < 5.0$). Distributions are shown for data sidebands (points) and simulation of the VBF signal (blue histograms), feed-through from $ggF$ production (red histograms), and the continuum QCD background predicted by MC simulation and data control regions (green histograms) as described in the text. The signal VBF and $ggF$ samples are generated with a Higgs boson mass $m_H = 125$ GeV.

10.4 Probability distributions of the output of the Boost Decision Tree (BDT) $O_{BDT}$ for the VBF signal (blue), $ggF$ feed-through (red), continuum QCD background predicted by MC samples and data control regions (green) as described in the text, and data sidebands (points). The two vertical dashed lines indicate the cuts on $O_{BDT}$ that define the VBF loose and tight categories in the Coupling Analysis. The signal VBF and $ggF$ samples are generated with a Higgs boson mass $m_H = 125$ GeV.
10.5 Distributions of $p_{Tt}$ for diphoton candidates in the sidebands in the untagged (a) Central and (b) Forward categories for $\sqrt{s} = 8$ TeV for predicted Higgs boson production processes (solid histograms), the predicted sum of $\gamma\gamma$, $\gamma j$ and $jj$ background processes (green histogram), and data (points). The vertical dashed lines indicate the value used to classify events into the low or high $p_{Tt}$ categories in the Coupling Analysis. The mass for all Higgs boson signal samples is $m_H = 125$ GeV.

10.6 (a) The distributions of diphoton invariant mass $m_{\gamma\gamma}$ in the untagged Central low $p_{Tt}$ category in data (points), and simulation samples for the $\gamma\gamma$, $\gamma j$ and $jj$ components of the continuum background (shaded cumulative histograms). The lower plot shows the ratio of data to simulation. (b) Ratio of the fitted number of signal events to the number expected for the Standard Model $\mu_{sp}(m_H)$ as a function of the test mass $m_H$ for the untagged Central low $p_{Tt}$ category. A single fit per value of $m_H$ is performed on the representative pure MC background sample described in the text with signal plus a variety of background parameterizations (exp1, exp2, exp3 for the exponentials of first, second or third-order polynomials, respectively, and bern3, bern4, bern5 for third, fourth and fifth-order Bernstein polynomials, respectively). The bias criteria discussed in Section 7.2 are indicated by the dashed lines.

10.7 Comparison of the $m_{\gamma\gamma}$ distributions in data in the signal and control regions for $t\bar{t}H$ hadronic and $t\bar{t}H$ leptonic categories. The background shapes are extracted from data in control regions obtained by removing b-tagging requirement, relaxing the number of jets requirement and replacing leptons with jets (in $t\bar{t}H$ leptonic category only).

10.8 Distribution of the invariant mass of diphoton candidates after all selections in the Coupling Analysis for the combined 7 TeV and 8 TeV data sample. The solid red curve shows the fitted signal plus background model where the Higgs boson mass is fixed at 125.4 GeV. The background component of the fit is shown with the dotted blue curve. The signal component of the fit is shown with the solid black curve. Both the signal plus background and background-only curves reported here are obtained from the sum of the individual curves in 7 TeV and 8 TeV categories. The bottom panel shows the data relative to the background component of the fitted model.

10.9 Diphoton invariant mass spectra observed in the 7 TeV and 8 TeV data in the untagged categories of the Coupling Analysis: Central low $p_{Tt}$ (a), Central high $p_{Tt}$ (b), Forward low $p_{Tt}$ (c), and Central high $p_{Tt}$ (d).

10.10 Diphoton invariant mass spectra observed in the 7 TeV and 8 TeV data in the VBF categories of the Coupling Analysis: VBF loose (a) and VBF tight (b).

10.11 Diphoton invariant mass spectra observed in the 7 TeV and 8 TeV data in the $V H$ categories of the Coupling Analysis: $VH$ hadronic (a), $VH E_T^{miss}$ (b), $VH$ one-lepton (c) and $VH$ dilepton (d).
10.12 Diphoton invariant mass spectra observed in the 7 TeV and 8 TeV data in the $t\bar{t}H$ categories of the *Coupling Analysis*: $t\bar{t}H$ leptonic (a) and $t\bar{t}H$ hadronic.  

10.13 The profile of the negative log-likelihood ratio $\lambda(\mu)$ of the combined signal strength $\mu$ for $m_H = 125.4$ GeV. The observed result is shown by the solid curve, the expectation from the Standard Model by the dashed curve. The intersections of the solid and dashed curves with the horizontal dashed line at $\lambda(\mu) = 1$ indicate the 68% confidence intervals of the observed and expected results, respectively.  

10.14 The signal strength for a Higgs boson of mass $m_H = 125.4$ GeV decaying via $H \rightarrow \gamma\gamma$ as measured (a) in the individual categories of the *Coupling Analysis*, and (b) in groups of categories sensitive to individual production modes for the combination of the 7 TeV and 8 TeV data together with the combined signal strength. The vertical hatched band indicates the 68% confidence interval of the combined signal strength. The vertical dashed line at unity indicates the Standard Model expectation. The vertical dashed red line indicates the limit below which the fitted signal plus background mass distribution for the $t\bar{t}H$ hadronic category becomes negative for some mass in the fit range. The $VH$ dilepton category is not shown because with only two events in the combined sample, the fit results are not meaningful.  

10.15 Measured signal strengths, for a Higgs boson of mass $m_H = 125.4$ GeV decaying via $H \rightarrow \gamma\gamma$, of the different Higgs boson production modes and the combined signal strength $\mu$ obtained with the combination of the 7 TeV and 8 TeV data in the *Coupling Analysis*. The vertical dashed line at unity indicates the Standard Model expectation. The vertical dashed line at the left end of the $\mu_{ZH}$ result indicates the limit below which the fitted signal plus background mass distribution becomes negative for some mass in the fit range.  

10.16 The two-dimensional best-fit value of $(\mu_{VBF}/\mu_{ggF}, \mu_{VH}/\mu_{ggF})$ for a Higgs boson of mass $m_H = 125.4$ GeV decaying via $H \rightarrow \gamma\gamma$ when fixing both $\mu_{tH}$ and $\mu_{b\bar{b}H}$ to 1 and profiling all the other signal strength parameters in the *Coupling Analysis*. The 68% and 95% confidence level contours are shown with the solid and dashed lines, respectively. The result is obtained for $m_H = 125.4$ GeV and the combination of the 7 TeV and 8 TeV data.  

10.17 Measurements of the $\mu_{VBF}/\mu_{ggF}$, $\mu_{VH}/\mu_{ggF}$ and $\mu_{tH}/\mu_{ggF}$ ratios and their total errors for a Higgs boson mass $m_H = 125.4$ GeV in the *Coupling Analysis*. For a more complete illustration, the log-likelihood curves from which the total uncertainties are extracted are also shown: the best fit values are represented by the solid vertical lines, with the total $\pm 1\sigma$ and $\pm 2\sigma$ uncertainties indicated by the dark- and light-shaded band, respectively. The likelihood curve and uncertainty bands for $\mu_{ZH}/\mu_{ggF}$ stop at zero because below this the hypothesized signal plus background mass distribution in the $VH$ dilepton channel becomes negative (unphysical) for some mass in the fit range.
10.18 Observed and expected 95% confidence level upper limits on the $ttH$ production cross section times BR($H \to \gamma\gamma$). All other Higgs boson production cross sections, including the cross section for $tH$ production, are set to their respective Standard Model expectations. While the expected limits are calculated for the case where $ttH$ production is not present, the lines denoted by “SM signal injected” show the expected 95% confidence level limits for a dataset corresponding to continuum background plus SM Higgs boson production. The limits are given relative to the SM expectations and at $m_H = 125.4$ GeV.

10.19 Production cross sections for $ttH$ and $tH$ divided by their Standard Model expectations as a function of the scale factor to the top quark-Higgs boson Yukawa coupling, $\kappa_t$. Production of $tH$ comprises the $tHqb$ and $tHW$ processes. Also shown is the dependence of the BR($H \to \gamma\gamma$) with respect to its SM expectation on $\kappa_t$.

10.20 Observed and expected 95% confidence level upper limits on the inclusive Higgs production cross section with respect to the Standard Model cross section times BR($H \to \gamma\gamma$) for different values of $\kappa_t$ at $m_H = 125.4$ GeV, where $\kappa_t$ is the strength parameter for the top quark-Higgs boson Yukawa coupling. All Higgs boson production processes are considered for the inclusive production cross section. The expected limits are calculated for the case where $\kappa_t = +1$. The CL$_s$ alternative hypothesis is given by continuum background plus Standard Model Higgs boson production.

10.21 Negative log-likelihood scan of $\kappa_t$ at $m_H = 125.4$ GeV, where $\kappa_t$ is the strength parameter for the top quark–Higgs boson Yukawa coupling.

10.22 Negative log-likelihood contours at 68% and 95% confidence level in the ($\kappa_F$, $\kappa_V$) plane for the combination of ATLAS and CMS and for each experiment separately, as obtained from the fit to the parameterization constraining all the other coupling modifiers to their Standard Model values and assuming $\text{BR}_{BSM} = 0$.

10.23 (a) Negative log-likelihood contours at 68% and 95% confidence level in the ($\kappa^F$, $\kappa^V$) plane for the combination of ATLAS and CMS and for the individual decay channels, as well as for their combination ($\kappa_F$ versus $\kappa_V$ shown in black), without any assumption about the relative sign of the coupling modifiers. (b) Observed (solid line) and expected (dashed line) negative log-likelihood scans for the global $\kappa_F$ parameter, corresponding to the combination of all decay channels. The red (green) horizontal lines at the $-2\Delta \ln \Lambda$ value of 1 (4) indicate the value of the profile likelihood ratio corresponding to a 1σ (2σ) confidence level interval for the parameter of interest.
11.1 Distribution of the four-lepton invariant mass for the selected candidates in the $m_{4\ell}$ range from 80 GeV to 170 GeV for the combined 7 TeV and 8 TeV data samples. Superimposed are the expected distributions of a SM Higgs boson signal for $m_H = 124.5$ GeV normalized to the measured signal strength, as well as the expected $ZZ^*$ and reducible backgrounds.

11.2 Invariant mass spectra from CMS $H \rightarrow \gamma\gamma$ (a) and $H \rightarrow ZZ^{(*)} \rightarrow \ell\ell\ell\ell$ (b) analyses based on Run 1 dataset.

11.3 Scans of twice the negative log-likelihood ratio $-2 \ln \Lambda(m_H)$ as functions of the Higgs boson mass $m_H$ for the ATLAS and CMS combination of the $H \rightarrow \gamma\gamma$ (red), $H \rightarrow ZZ^{(*)} \rightarrow \ell\ell\ell\ell$ (blue), and combined (black) channels. The dashed curves show the results accounting for statistical uncertainties only, with all nuisance parameters associated with systematic uncertainties fixed to their best-fit values. The 1 and 2 standard deviation limits are indicated by the intersections of the horizontal lines at 1 and 4, respectively, with the log-likelihood scan curves.

11.4 Summary of Higgs boson mass measurements from the individual analyses of ATLAS and CMS and from the combined analysis presented here. The systematic (narrower, magenta-shaded bands), statistical (wider, yellow-shaded bands), and total (black error bars) uncertainties are indicated. The (red) vertical line and corresponding (gray) shaded column indicate the central value and the total uncertainty of the combined measurement, respectively.

11.5 Summary of likelihood scans in the two-dimensional plane of signal strength $\mu$ versus Higgs boson mass $m_H$ for the ATLAS and CMS experiments. The 68% confidence level contours of the individual measurements are shown by the dashed curves and of the overall combination by the solid curve. The markers indicate the respective best-fit values. The Standard Model signal strength is indicated by the horizontal line at $\mu = 1$.

11.6 The impacts $\delta m_H$ (see text) of the nuisance parameter groups in Table 11.3 on the ATLAS (left), CMS (center), and combined (right) mass measurement uncertainty. The observed (expected) results are shown by the solid (empty) bars.

12.1 Invariant mass distribution of the selected diphoton candidates in the Search Analysis, with the background-only fit overlaid, for (a) 2015 data and (b) 2016 data. The difference between the data and this fit is shown in the bottom panel. The arrow shown in the lower panel indicates a values outside the range with more than one standard deviation. There is no data event with $m_{\gamma\gamma} > 2500$ GeV.
12.2 Distribution of the diphoton invariant mass of the selected events in the Search Analysis, with the background-only fit. The difference between the data and this fit is shown in the bottom panel. The arrow shown in the lower panel indicates a value outside the range with more than one standard deviation. There is no data event with $m_{\gamma\gamma} > 2500$ GeV.

12.3 Compatibility, in terms of local significance $\sigma$, with the background-only hypothesis as a function of the assumed signal mass and width for a scalar resonance.

12.4 Observed local $p_0$ values as a function of the assumed scalar resonance mass $m_X$, for different values of decay widths $\Gamma_X$: (a) narrow-with ($\Gamma_X = 4$ MeV), (b) $\Gamma_X/m_X = 2\%$, (c) $\Gamma_X/m_X = 6\%$, and (d) $\Gamma_X/m_X = 10\%$.

12.5 Upper limits on the fiducial cross section times branching ratio to two photons of a scalar particle produced at $\sqrt{s} = 13$ TeV as a function of its mass $m_X$, for different values of decay widths $\Gamma_X$: (a) narrow-with ($\Gamma_X = 4$ MeV), (b) $\Gamma_X/m_X = 2\%$, (c) $\Gamma_X/m_X = 6\%$, and (d) $\Gamma_X/m_X = 10\%$. 
ABSTRACT

With 4.8 fb$^{-1}$ of proton-proton collision data collected at $\sqrt{s} = 7$ TeV in 2011, and 5.9 fb$^{-1}$ collected at $\sqrt{s} = 8$ TeV in 2012 by the ATLAS detector at the Large Hadron Collider, an excess of 4.5 standard deviations from the background-only hypothesis is observed near 126.5 GeV in the diphoton invariant mass spectra. Along with the excesses observed in the $H \rightarrow ZZ^{(*)} \rightarrow \ell\ell\ell\ell$ and $H \rightarrow WW^{(*)} \rightarrow \ell\nu\ell\nu$ channels, the observation of a Higgs-like particle is established at 6.0 standard deviations level.

With more data accumulated during LHC Run 1, the measurements of Higgs boson couplings and mass in the $H \rightarrow \gamma\gamma$ channel are conducted by the ATLAS experiment based on 4.5 fb$^{-1}$ of proton-proton collisions at $\sqrt{s} = 7$ TeV collected in 2011, and 20.3 fb$^{-1}$ at $\sqrt{s} = 8$ TeV collected in 2012. The combined signal strength, defined as number of observed Higgs boson decays to diphoton divided by the corresponding Standard Model prediction, is measured to be 1.17 $^{+0.28}_{-0.26}$ assuming the Higgs boson mass being 125.4 GeV. The signal strengths for individual Higgs boson production processes are also measured, and are found to be in good consistency with the Standard Model. The mass of the Higgs boson is measured in $H \rightarrow \gamma\gamma$ channel by the ATLAS experiment to be $125.98 \pm 0.50$ GeV. This measurement is combined with the ones from ATLAS $H \rightarrow ZZ^{(*)} \rightarrow \ell\ell\ell\ell$ as well as CMS $H \rightarrow \gamma\gamma$ and $H \rightarrow ZZ^{(*)} \rightarrow \ell\ell\ell\ell$. The Higgs boson mass measured from the combination is $125.09 \pm 0.24$ GeV.

With LHC center-of-mass energy increased to 13 TeV, a search for high mass Beyond the Standard Model scalar resonance is performed in the diphoton decay channel based on 15.4 fb$^{-1}$ of proton-proton collision data collected by the ATLAS detector during 2015 and 2016. While a notable wide excess was first observed in the diphoton invariant mass spectrum from the 2015 data (3.2 fb$^{-1}$) with mass near 750 GeV, it is not confirmed by the 2016 data with much higher statistics (12.4 fb$^{-1}$). Limits on the production cross section times branching ratio of such resonances are set.
Chapter 1

Introduction

The Standard Model (SM) of particle physics is the theory that describes elementary particles and the interactions (not including gravity for the moment) between them. It has successfully explained most of the experimental observations so far. According to the SM, all known matter is built up with spin \( \frac{1}{2} \) elementary particles including quarks \( (u, d, c, s, t, b) \) and leptons \( (e, \mu, \tau \text{ and corresponding neutrinos}) \). The interactions, including strong (mediated by gluon \( g \)) and electroweak (mediated by photon \( \gamma \) and weak bosons \( W^\pm \text{ and } Z \)), are carried by spin 1 particles. All the SM elementary particles are summarized in Figure 1.1

The SM is a gauge field theory based on the symmetry group \( SU(3) \otimes SU(2) \otimes U(1) \), which has in total twelve generators. Each generator is corresponding to a gauge boson as a force mediator. Among the twelve gauge bosons, four of them \( (\gamma, W^\pm, \text{ and } Z) \) are associated with the electroweak (EW) symmetry group \( SU(2) \otimes U(1) \), and the remaining eight (gluons with different “color” quantum number pair permutations) are associated with the QCD symmetry group \( SU(3) \). To preserve the gauge symmetry, all these gauge bosons should have vanishing masses. However, the fact that the weak interaction is short-ranged suggests that the \( W^\pm \) and \( Z \) bosons are actually massive. This was directly confirmed in 1983, when both the \( W^\pm \) and \( Z \) bosons were observed at the CERN Super Proton Synchrotron (SPS) with quite heavy masses.

The Englert–Brout–Higgs (EBH) mechanism provides a general framework to keep untouched the gauge symmetry of the SM, while still generate the observed masses of \( W^\pm \) and \( Z \) bosons through electroweak symmetry breaking (EWSB). In the simplest case, a scalar field (Higgs field) is incorporated into the SM as a \( SU(2) \) complex doublet with four degrees of freedom. Consequently, three massless Goldstone bosons will be generated and absorbed as the longitudinal

---

1 The latest measured value of \( W^\pm \) and \( Z \) masses are \( m_{W^\pm} = 80.385 \pm 0.015 \text{ GeV}, m_Z = 91.1876 \pm 0.0021 \text{ GeV} \).
components of $W^{\pm}$ and $Z$ bosons to give them masses, whereas the remaining component of the complex doublet will become a new elementary scalar particle, the Higgs boson, which could be observed by experiments. Once EWSB occurs, the elementary fermions (spin $\frac{1}{2}$ particles) in the SM can also acquire their masses through the Yukawa interactions with the Higgs field.

In spite of the intriguing physics case, searching for the Higgs boson is a challenging task because the mass of the Higgs boson is not predicted by the SM. Direct searches for the Higgs boson were conducted by the experiments at CERN Large Electron-Positron Collider (LEP) \textsuperscript{[10]} and Fermilab Tevatron \textsuperscript{[11]}. Though none of these experiments managed to establish an observation\textsuperscript{2}, they provided guidance to future experiments by setting a lower limit of 114.4 GeV on the Higgs boson mass ($m_H$) and excluding additional region at higher masses.

\textsuperscript{2} A broad excess in data was seen at Tevatron in the Higgs boson mass range $115 \text{ GeV} < m_H < 140 \text{ GeV}$, with a local significance of 3 standard deviations at $m_H = 125 \text{ GeV}$. 

Figure 1.1: Summary of elementary particles in the Standard Model.
The Large Hadron Collider (LHC) at CERN opens a grand new possibility for the search of the Higgs boson. LHC is a circular collider with a circumference of 27 kilometers. It can accelerate and collide two proton beams up to center-of-mass energy $\sqrt{s} = 14$ TeV with an instantaneous luminosity up to more than $10^{34}$ cm$^{-2}$ s$^{-1}$. On July 4th, 2012, as the finale of the decades-long experimental endeavor, the ATLAS [12] and CMS [13] Collaborations announced the observation of a Higgs-like boson around 125 GeV, based on proton–proton (pp) collision data collected in 2011 and first half of 2012. Since then further studies based on more LHC data have shown that the properties of the new particle are consistent with the Higgs boson, and the tag “-like” is hence officially removed from the name of the particle.

In the SM, the Higgs boson is a short-lived particle which decays immediately (in $O(10^{-22}$ s)) into other particles once produced. Among all the Higgs boson decay channels, the diphoton decay channel is playing a pivotal role at the LHC experiments. During the establishment of the Higgs boson discovery, the diphoton decay channel contributed the most prominent excess in both ATLAS (4.5 standard deviations from background-only hypothesis) and CMS (4.1 standard deviations) results. At the measurement stage, the diphoton decay channel remains crucial for understanding the Higgs boson couplings because of its excellent sensitivity and unique loop-induced decay mechanism. It is also one of the only two channels at the LHC (the other is $H \rightarrow ZZ^(*) \rightarrow \ell\ell\ell\ell$) which can provide measurement of the Higgs boson mass with minimum model dependency.

While the discovery of the Higgs boson is a great success of the SM, it is known that the current theory cannot explain some established phenomena, such as non-zero neutrino mass or the presence of dark matter. Therefore, the need for searching physics Beyond the Standard Model (BSM) is compelling in general. Because many BSM scenarios predict resonance decaying into two photons, the diphoton decay channel can again serve as an instrumental tool in this effort.

This thesis will present the discovery of the Higgs boson and the measurements of its properties in the diphoton decay channel based on the LHC Run 1 data, as well as the search for high mass BSM scalar resonance in the diphoton final state based on the LHC Run 2 data. The rest of the thesis is organized as follows: Chapter 2 briefly reviews the production and decay of the Higgs boson, and also background processes in the diphoton final state at the LHC; Chapter 3 introduces the ATLAS detector; Chapter 4 describes data and Monte Carlo (MC) simulation samples used in
the analyses to be presented in this thesis; Chapter 5 details the definition of photons and other physics objects; Chapter 6 reports diphoton event selection criteria used in each analysis; Chapter 7 reviews the signal and background modeling strategies in the diphoton analyses; Chapter 8 presents the methodology used for the statistical interpretations of the data; Chapter 9 discusses the discovery of the Higgs boson in the diphoton decay channel based on $4.8 \text{ fb}^{-1}$ of $pp$ collision data collected at $\sqrt{s} = 7$ TeV in 2011, and $5.9 \text{ fb}^{-1}$ collected at $\sqrt{s} = 8$ TeV in 2012 by the ATLAS detector (denoted as *Discovery Analysis* hereinafter); Chapter 10 reports the measurements of the Higgs boson couplings in the diphoton decay channel based on $4.5 \text{ fb}^{-1}$ of $pp$ collision data collected at $\sqrt{s} = 7$ TeV in 2011, and $20.3 \text{ fb}^{-1}$ collected at $\sqrt{s} = 8$ TeV in 2012 by the ATLAS detector (denoted as *Coupling Analysis* hereinafter); Chapter 11 presents the measurement of the Higgs boson mass in the diphoton decay channel based on the same dataset used for the *Coupling Analysis* (denoted as *Mass Analysis* hereinafter; *Coupling* and *Mass Analyses* will be collectively denoted as *Measurement Analyses*), and the combined measurement of Higgs boson mass by ATLAS and CMS experiments in $H \rightarrow \gamma\gamma$ and $H \rightarrow ZZ^{(*)} \rightarrow \ell\ell\ell\ell$ channels based on full LHC Run 1 dataset collected by both experiments; Chapter 12 details the search of high mass BSM scalar particle in the diphoton decay channel based on $15.4 \text{ fb}^{-1}$ of $pp$ collision data collected at $\sqrt{s} = 13$ TeV in 2015 and first half of 2016 by the ATLAS detector (denoted as *Search Analysis* hereinafter); Chapter 13 provides a summary of all the discussions and an outlook to future prospects.
Chapter 2

Phenomenology

The SM Higgs boson is a $CP$-even spin-0 neutral particle. Its mass is given by $m_H = \sqrt{2\lambda}v$, where $\lambda$ characterizes the Higgs self-coupling, and $v = (\sqrt{2}G_F)^{-1/2} \approx 246$ GeV is the vacuum expectation value of the Higgs field. Since $\lambda$ is a free parameter, the Higgs boson mass is not predicted by theory a priori as mentioned in Chapter 1. Once $m_H$ is known, all the other properties of the SM Higgs boson can be fixed in principle.

The SM Higgs boson couplings to other particles are set by their masses. They are summarized in the following Lagrangian:

$$L = -g_{Hff}\bar{f}fH + \frac{g_{HHH}}{6}H^3 + \frac{g_{HHHH}}{24}H^4 + \delta_V V_\mu V^\mu (g_{HHVV}H + \frac{g_{HHVV}}{2}H^2),$$ (2.1)

where $f$ stands for elementary fermions, and $V$ stands for $W^\pm$ ($\delta_W = 1$) or $Z$ ($\delta_Z = 1/2$) bosons. The couplings can be more explicitly written as:

$$g_{Hff} = m_f/v, \quad g_{HHVV} = 2m_V^2/v, \quad g_{HHVV} = 2m_V^2/v^2,$$

$$g_{HHH} = 3m_H^2/v, \quad g_{HHHH} = 3m_H^2/v^2.$$ (2.2)

As one can see the coupling strengths to elementary fermions are proportional to the fermion masses, whereas the coupling strengths to bosons are proportional to the square of the boson masses.

The rest of the chapter will provide a briefly review of the production and decay of the Higgs boson at the LHC [14][16], and also discuss the background processes entering the LHC diphoton analyses.

2.1 Higgs boson production at Large Hadron Collider

The SM Higgs boson can be produced at the LHC mainly via the following processes:
• gluon fusion production \((ggF) \, gg \rightarrow H\);

• vector boson fusion production (VBF) \(qq' \rightarrow qq' H\);

• associated production with a \(W\) boson \((WH)\) or a \(Z\) boson \((ZH)\) \(q\bar{q} \rightarrow WH/ZH\), including a small contribution (around 8\%) from \(gg \rightarrow ZH\) \((ggZH)\);

• associated production with a pair of bottom quarks \((b\bar{b} H)\) \(q\bar{q}/gg \rightarrow b\bar{b} H\), or a pair of top quarks \((t\bar{t} H)\) \(q\bar{q}/gg \rightarrow t\bar{t} H\);

• associated production with a single top quark \((tH)\) through \(t\)-channel \((tHqb)\) \(qg \rightarrow tHq'\) processes (four-flavor scheme), or in association with a \(W\) boson \((tHW)\) \(gb \rightarrow tHW\) (five-flavor scheme); \(s\)-channel production is negligible.

The production cross sections of different processes changing as a function of Higgs boson mass at \(\sqrt{s} = 8\) TeV, and as a function of center-of-mass energy with hypothesized Higgs boson mass of 125 GeV are summarized in Figure 2.1 (a) and (b), respectively.

The \(ggF\) process is expected to be the dominant Higgs boson production process at the LHC, accounting for about 90\% of the total production cross section around \(m_H=125\) GeV. It is hence fundamental for the discovery of the Higgs boson and measurement of its properties. When searching for new heavy scalar particles (Chapter 12), the \(ggF\) process with modified coupling structure is also commonly assumed as the major production mechanism. Since the gluon is massless, its interaction with the Higgs boson has to be intermediated by heavy quark loop. The leading-order (LO) Feynman diagram of \(ggF\) is shown in Figure 2.2 (a). The inclusive cross section of the \(ggF\) process used to estimate the expected event rate in this thesis is taken from a calculation at next-to-next-to-leading order (NNLO) \([17–22]\) in QCD \(^1\). Next-to-leading-order (NLO) EW corrections are also included \([23, 24]\).

The VBF process has the second largest cross section at the LHC. Its LO Feynman diagram is shown in Figure 2.2 (b). This production mode is featured by two forward jets, which can be exploited to separate events produced by VBF from those by \(ggF\). The VBF process can be used to probe the Higgs boson couplings to the \(W/Z\) bosons. Its cross section is calculated with full NLO QCD and EW corrections \([25–27]\) with an approximate NNLO QCD correction applied \([28]\).

\(^1\) Recently the next-to-next-to-next-to-leading order (N^3LO) calculation became available.
Figure 2.1: Standard Model Higgs boson production cross sections (a) as a function of Higgs boson mass at $\sqrt{s} = 8$ TeV and (b) as a function of center-of-mass energy with hypothesized Higgs boson mass of 125 GeV. The central values are shown as solid lines, and the theoretical uncertainties are shown as color bands. The $b\bar{b}H$ and $tH$ processes are not included in the left plot.

Figure 2.2: Examples of leading-order Feynman diagrams for Higgs boson production via the (a) $ggF$ and (b) VBF production processes.

As shown in Figure 2.3, the $WH$ and $ZH$ processes (collectively denoted as $VH$ process) also provide probes to the couplings to the $W/Z$ bosons. Analyses on these two processes benefit from their distinct event topologies due to the presence of $W/Z$ bosons decay products (leptons, quarks, and/or missing transverse momentum) in the final states. The $ggZH$ process has very small cross
section compared with $ggZH$, and is hence not considered in any diphoton analyses detailed in this thesis due to the lack of sensitivity. The $VH$ inclusive cross sections are calculated at NNLO \cite{29} with NLO EW radiative corrections \cite{30} applied.

The $b\bar{b}H$ and $t\bar{t}H$ productions (Figure \ref{fig:2.4}) have relatively small cross section compared with other processes. The $b\bar{b}H$ production is very difficult to study at LHC because the associated $b$ quarks are too soft to be efficiently tagged. This process has been considered in the measurements of Higgs boson properties for completeness, but was not considered during the Higgs boson discovery time. Its cross section is calculated in a four-flavor scheme at NLO QCD \cite{31-33} and a five-flavor scheme at NNLO QCD \cite{34}. These two calculations are combined using the Santander matching procedure \cite{15,35}. The $t\bar{t}H$ production, on the other hand, is more extensively explored at the LHC to probe of the large Yukawa coupling between the top quark and the Higgs boson. The full NLO QCD corrections are included \cite{36-39} in the $t\bar{t}H$ cross section calculation.

Figure 2.3: Examples of leading-order Feynman diagrams for Higgs boson production via the (a) $VH$ and (b, c) $ggZH$ production processes.

Figure 2.4: Examples of leading-order Feynman diagrams for Higgs boson production via the $t\bar{t}H$ and $b\bar{b}H$ processes.
Finally, the $tH$ production (Figure 2.5) has smallest cross section among all processes, but it can be exploited together with $t\bar{t}H$ to put direct constraints on both strength and sign of the Yukawa coupling between top quark and the Higgs boson, because it is sensitive to altered Yukawa couplings. The cross sections for $tHqb$ production are calculated for SM as well as altered Yukawa couplings at LO using MadGraph\cite{40,41}. LO-to-NLO K-factors are obtained by comparing to NLO cross sections calculated using MadGraph5_AMC@NLO. The cross sections for $tHW$ production are calculated for different Yukawa couplings at NLO in QCD using MadGraph5_AMC@NLO with dynamic renormalization and factorization scales\cite{41}.

![Feynman diagrams](image)

Figure 2.5: Examples of leading-order Feynman diagrams for Higgs boson production in association with a single top quark via the (a, b) $tHqb$ and (c, d) $tHW$ production processes shown in four-flavor and five-flavor schemes, respectively.

The numerical values of the cross sections for each process at $\sqrt{s} = 7$ TeV and $\sqrt{s} = 8$ TeV with $m_H = 125.09$ GeV\footnote{The combined measurement of $m_H$ by ATLAS and CMS Experiments based on LHC Run 1 data gives $m_H = 125.09 \pm 0.24$ GeV. More details can be found in Chapter 11} are summarized in Table 2.1 together with theoretical uncertainties and orders of calculations. The uncertainties due to missing higher-order terms in the perturbative calculations of QCD processes are estimated by varying the factorization and renormalization scales. There are additional uncertainties related to the parton distribution functions (PDFs) and the strong coupling constant $\alpha_s$. \footnote{The combined measurement of $m_H$ by ATLAS and CMS Experiments based on LHC Run 1 data gives $m_H = 125.09 \pm 0.24$ GeV. More details can be found in Chapter 11}
<table>
<thead>
<tr>
<th>Production process</th>
<th>$\sqrt{s} = 7$ TeV</th>
<th>$\sqrt{s} = 8$ TeV</th>
<th>Order of calculation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$ggF$</td>
<td>15.0 ± 1.6</td>
<td>19.2 ± 2.0</td>
<td>NNLO(QCD) + NLO(EW)</td>
</tr>
<tr>
<td>VBF</td>
<td>1.22 ± 0.03</td>
<td>1.58 ± 0.04</td>
<td>NLO(QCD+EW) + APPROX. NNLO(QCD)</td>
</tr>
<tr>
<td>$WH$</td>
<td>0.577 ± 0.016</td>
<td>0.703 ± 0.018</td>
<td>NNLO(QCD) + NLO(EW)</td>
</tr>
<tr>
<td>$ZH$</td>
<td>0.334 ± 0.013</td>
<td>0.414 ± 0.016</td>
<td>NNLO(QCD) + NLO(EW)</td>
</tr>
<tr>
<td>$[ggZH]$</td>
<td>0.023 ± 0.007</td>
<td>0.032 ± 0.010</td>
<td>NLO(QCD)</td>
</tr>
<tr>
<td>$t\bar{t}H$</td>
<td>0.086 ± 0.009</td>
<td>0.129 ± 0.014</td>
<td>NLO(QCD)</td>
</tr>
<tr>
<td>$tH$</td>
<td>0.012 ± 0.001</td>
<td>0.018 ± 0.001</td>
<td>NLO(QCD)</td>
</tr>
<tr>
<td>$b\bar{b}H$</td>
<td>0.156 ± 0.021</td>
<td>0.203 ± 0.028</td>
<td>5FS NNLO(QCD) + 4FS NLO(QCD)</td>
</tr>
</tbody>
</table>

Table 2.1: Standard Model predictions for the Higgs boson production cross sections together with their theoretical uncertainties at $\sqrt{s} = 7$ TeV and $\sqrt{s} = 8$ TeV. The value of the Higgs boson mass is assumed to be $m_H = 125.09$ GeV. The uncertainties on the cross sections are evaluated as the sum in quadrature of the uncertainties resulting from variations of the QCD scales, parton distribution functions, and $\alpha_s$. The order of the theoretical calculations is also indicated. In the case of the $b\bar{b}H$ production, the values are given for the mixture of five-flavor (5FS) and four-flavor (4FS) schemes.
2.2 Higgs boson decay branching ratios and total width

The SM Higgs boson branching ratios at $m_H = 125.09 \text{ GeV}$ are listed in Table 2.2. The dominant decay mode is $H \rightarrow b\bar{b} \ (57.5\%)$, whereas the $H \rightarrow \gamma\gamma$ branching ratio is only $0.228\%$. Nevertheless, as discussed in Chapter 1 the $H \rightarrow \gamma\gamma$ channel remains one of the most competitive Higgs boson decay channels at the LHC. From experimental point of view, the power of this channel is mainly from good diphoton mass resolution and clean signature, which ensure excellent sensitivity and straightforward analysis strategy. From theoretical point of view, this channel is particularly interesting because of the loop-induced decay mechanism as shown in Figure 2.6. Within the SM, the destructive interference between the $W$ boson and the top quark in the loop allows lifting the sign degeneracy between Higgs boson couplings to these two particles (or to bosons versus to fermions in general). Potential new charged particles from BSM scenarios can also contribute to the loop, and thus shift the decay rate from the SM expectation.
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Figure 2.6: Examples of leading-order Feynman diagrams for Higgs boson decays to diphoton.

Examples of LO Feynman diagrams for the Higgs boson decays to $W/Z$ bosons and fermions are shown in Figure 2.7. The total width of the SM Higgs boson with $m_H$ near 125 GeV is predicted to be around 4 MeV, which is negligible compared with current detector resolution ($O(1 \text{ GeV})$).

Finally, it is worth pointing out that the natural widths of scalar particles are not necessarily narrow, in particular, when the particle is heavy and/or new physics are involved. Hence in the search of a heavy scalar diphoton resonance (Chapter 12) a scan on the width of the potential new particle is performed.
Figure 2.7: Examples of leading-order Feynman diagrams for Higgs boson decays (a) to $W$ and $Z$ bosons (one of the two bosons is off-shell for $m_H$ near 125 GeV) and (b) to fermions.

<table>
<thead>
<tr>
<th>Decay mode</th>
<th>Branching fraction [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H \rightarrow b\bar{b}$</td>
<td>57.5 ± 1.9</td>
</tr>
<tr>
<td>$H \rightarrow WW^{(*)}$</td>
<td>21.6 ± 0.9</td>
</tr>
<tr>
<td>$H \rightarrow gg$</td>
<td>8.56 ± 0.86</td>
</tr>
<tr>
<td>$H \rightarrow \tau\tau$</td>
<td>6.30 ± 0.36</td>
</tr>
<tr>
<td>$H \rightarrow cc$</td>
<td>2.90 ± 0.35</td>
</tr>
<tr>
<td>$H \rightarrow ZZ^{(*)}$</td>
<td>2.67 ± 0.11</td>
</tr>
<tr>
<td>$H \rightarrow \gamma\gamma$</td>
<td>0.228 ± 0.011</td>
</tr>
<tr>
<td>$H \rightarrow Z\gamma$</td>
<td>0.155 ± 0.014</td>
</tr>
<tr>
<td>$H \rightarrow \mu\mu$</td>
<td>0.022 ± 0.001</td>
</tr>
</tbody>
</table>

Table 2.2: Standard Model predictions for the decay branching fractions of a Higgs boson with a mass of 125.09 GeV, together with their theoretical uncertainties.

2.3 Background processes in diphoton final state at Large Hadron Collider

In the SM, the diphoton events can also be produced promptly through several non-resonant processes at the LHC, including Born process $q\bar{q} \rightarrow \gamma\gamma$ (Figure 2.8 (a)), box process $gg \rightarrow \gamma\gamma$
(Figure 2.8 (b)), and Bremsstrahlung process $qg \rightarrow \gamma\gamma q$ (Figure 2.8 (c)). The total production cross section of these SM non-resonant diphoton ($\gamma\gamma$) processes within the fiducial acceptance of typical $H \rightarrow \gamma\gamma$ analyses is $O(100)$ larger than the SM Higgs boson production cross section times diphoton branching fraction [42]. They build up the irreducible background in the diphoton analyses, usually accounting for about 80% to 90% of the total background depending on detailed selection criteria.
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Figure 2.8: Examples of leading-order Feynman diagrams for non-resonant Standard Model diphoton production process.

The second largest contribution to the background comes from the SM photon–jet ($\gamma j$) processes, where a jet is mis-identified as a photon. Figure 2.9 provides selected LO Feynman diagrams for such processes. While the total cross section of $\gamma j$ processes is $O(10^6)$ times larger than $H \rightarrow \gamma\gamma$ within fiducial acceptance of the analyses to be discussed [42], it is typically controlled to be 10 to 20% of the total background due to effective photon quality requirements to be discussed in Chapter 5. In addition, di-jet ($jj$) processes ($O(10^9)$ times larger cross section than $H \rightarrow \gamma\gamma$ [42]) will also contribute up to a few percent. All these background components that contain at least one fake photon are collectively classified as the reducible background in the diphoton analyses.

In the end, the typically signature of the diphoton analyses, as to be shown in coming chapters, is a narrow resonant signal peak sitting on top of smoothly decaying SM continuum background in the diphoton invariant mass spectrum. One thing worth pointing out is that in practice, analyses in the diphoton decay channel are usually not relying on accurate theoretical knowledge of background processes: the composition of background can be directly measured from data, and
Figure 2.9: Examples of leading-order Feynman diagrams for non-resonant Standard Model photon–jet production process.

background estimates can usually be derived from parameterizing the data sideband and then interpolating into the signal region$^3$. More details on these topics will be discussed in Chapter 6 and Chapter 7.

$^3$ There are actually also diphoton analyses which use pre-defined background template to provide background estimation. For example please see “spin-2” analysis in Reference [43].
Chapter 3

ATLAS detector

The ATLAS detector [44] is a multipurpose detector with a forward-backward symmetric cylindrical geometry and nearly $4\pi$ coverage in solid angle\(^1\).

The inner tracking detector (ID) covers the pseudorapidity range $|\eta| < 2.5$ and consists of a silicon pixel detector, a silicon microstrip detector, and a transition radiation tracker (TRT) in the range $|\eta| < 2.0$. The ID is immersed in a 2 T magnetic field produced by a thin superconducting solenoid located in front of the calorimeter. It allows an accurate reconstruction of charged-particle tracks originating from the proton–proton collision region as well as from secondary vertices, which permits an efficient reconstruction of photons interacting in the ID through $e^+e^-$ pair production up to a radius in the transverse plane of about 80 cm.

The solenoid is surrounded by a high-granularity lead/liquid-argon (LAr) sampling electromagnetic (EM) calorimeter with an accordion geometry. The EM calorimeter measures the energy and the position of electromagnetic showers with $|\eta| < 3.2$. It is divided into a barrel section, covering the pseudorapidity region $|\eta| < 1.475$, and two end-cap sections, covering the pseudorapidity regions $1.375 < |\eta| < 3.2$. The transition region between the barrel and the end-caps, $1.37 < |\eta| < 1.52$, has a large amount of material upstream of the first active calorimeter layer. The EM calorimeter is composed, for $|\eta| < 2.5$, of three sampling layers longitudinal in shower depth. The first layer has a thickness of about 4.4 radiation lengths ($X_0$). In the ranges $|\eta| < 1.4$ and $1.5 < |\eta| < 2.4$, the first layer is segmented into high-granularity strips in the $\eta$ direction, with a typical cell size of $0.003 \times 0.0982$ in $\Delta\eta \times \Delta\phi$ in the barrel. For $1.4 < |\eta| < 1.5$ and $2.4 < |\eta| < 2.5$

---

\(^1\) ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the center of the detector and the $z$-axis along the beam pipe. The $x$-axis points from the IP to the center of the LHC ring, and the $y$-axis points upward. Cylindrical coordinates ($r, \phi$) are used in the transverse plane, $\phi$ being the azimuthal angle around the beam pipe. The pseudorapidity is defined in terms of the polar $\theta$ angle as $\eta = -\ln[\tan(\theta/2)]$. 

the \(\eta\)-segmentation of the first layer is coarser, and the cell size is \(\Delta \eta \times \Delta \phi = 0.025 \times 0.0982\). The fine \(\eta\) granularity of the strips is sufficient to provide, for transverse momenta up to \(\mathcal{O}(100 \text{ GeV})\), an event-by-event discrimination between single photon showers and two overlapping showers coming from the decays of neutral hadrons, mostly \(\pi^0\) and \(\eta\) mesons, in jets in the fiducial pseudorapidity region \(|\eta| < 1.37\) or \(1.52 < |\eta| < 2.37\). The second layer has a thickness of about \(17X_0\) and a granularity of \(0.025 \times 0.0245\) in \(\Delta \eta \times \Delta \phi\). It collects most of the energy deposited in the calorimeter by photon and electron showers. The third layer has a granularity of \(0.05 \times 0.0245\) in \(\Delta \eta \times \Delta \phi\) and a depth of about \(2X_0\). It is used to correct for leakage beyond the EM calorimeter of high-energy showers. In front of the accordion calorimeter, a thin presampler layer, covering the pseudorapidity interval \(|\eta| < 1.8\), is used to correct for energy loss upstream of the calorimeter. The presampler consists of an active LAr layer with a thickness of 1.1 cm (0.5 cm) in the barrel (end-cap) and has a granularity of \(\Delta \eta \times \Delta \phi = 0.025 \times 0.0982\). The material upstream of the presampler has a thickness of about \(2X_0\) for \(|\eta| < 0.6\). In the region \(0.6 < |\eta| < 0.8\) this thickness increases linearly from \(2X_0\) to \(3X_0\). For \(0.8 < |\eta| < 1.8\) the material thickness is about or slightly larger than \(3X_0\), with the exception of the transition region between the barrel and the end-caps and the region near \(|\eta| = 1.7\), where it reaches 5–6 \(X_0\). A sketch of a barrel module of the electromagnetic calorimeter is shown in Figure 3.1.

The hadronic calorimeter, which surrounds the EM calorimeter, consists of a steel/scintillator-tile calorimeter in the range \(|\eta| < 1.7\) and two copper/LAr calorimeters spanning \(1.5 < |\eta| < 3.2\). The acceptance is extended to \(|\eta| = 4.9\) by two sampling calorimeters longitudinally segmented in shower depth into three sections using LAr as active material and copper (first section) or tungsten (second and third sections) as absorber.

The muon spectrometer (MS), located outside the calorimeters, consists of three large air-core superconducting toroid systems with precision tracking chambers that provide accurate muon tracking for \(|\eta| < 2.7\) and fast detectors for triggering for \(|\eta| < 2.4\).

A multi-level (three-level for Run 1, two-level for Run 2) trigger system is used to select events to be recorded for offline analyses. The first-level trigger is hardware-based using a subset of detector information. It reduces the event rate to 100 kHz level. High-level trigger(s) is software-based and has access to the full detector information. It further reduces the event rate to 1 kHz level.
Figure 3.1: Sketch of a barrel module (located at $\eta = 0$) of the ATLAS electromagnetic calorimeter. The different longitudinal layers (one presampler and three layers in the accordion calorimeter) are depicted. The granularity in $\eta$ and $\phi$ of the cells of each layer and of the trigger towers is also shown.

Run 2 triggers have improved capacities compared with Run 1 at both first-level and high-level due to infrastructure improvements [45].
Chapter 4

Data and simulation samples

4.1 Data samples

All the analyses reported in this thesis use $pp$ collision data collected by the ATLAS detector in 2011, 2012, 2015 and 2016. Only events taken in stable beam conditions, and in which the trigger system, the tracking devices and the calorimeters were fully operational, are considered.

The dataset used for the discovery of Higgs boson (Discovery Analysis) corresponds to $4.8 \, fb^{-1}$ of integrated luminosity at $\sqrt{s} = 7 \, TeV$ collected in 2011, and $5.9 \, fb^{-1}$ of integrated luminosity at $\sqrt{s} = 8 \, TeV$ collected in 2012.

The dataset used for the measurements of Higgs boson properties (Measurement Analyses) corresponds to $4.5 \, fb^{-1}$ of integrated luminosity at $\sqrt{s} = 7 \, TeV$ collected in 2011, and $20.3 \, fb^{-1}$ of integrated luminosity at $\sqrt{s} = 8 \, TeV$ collected in 2012. In the ATLAS–CMS combined measurement of Higgs boson properties the CMS Run 1 dataset is also involved. It is corresponding to $5.1 \, fb^{-1}$ of 7 TeV data and $19.7 \, fb^{-1}$ of 8 TeV data.

The dataset used for the search of heavy scalar diphoton resonance (Search Analysis) corresponds to $15.4 \, fb^{-1}$ of integrated luminosity at $\sqrt{s} = 13 \, TeV$ collected in 2015 and 2016.

4.2 Simulation samples for Standard Model Higgs boson signals

While the SM Higgs boson signal MC samples used for the Discovery and Measurement Analyses are largely unchanged, differences such as versions of theoretical programs and treatment of Higgs boson transverse momentum ($p_T$) spectra have been introduced over time between the two analyses. Since the prescriptions used in the Measurement Analyses are more advanced and harmonious in general, and the differences are essentially secondary for establishing the observation,
the discussion below will focus on the samples used for the Measurement Analyses. Readers can refer to Reference [12] for details of MC samples used for the Discovery Analysis.

Simulated samples of Higgs boson decaying into two photons are generated separately for different production modes. The $ggF$ samples are generated with POWHEG-BOX [46-50] interfaced with PYTHIA8 [51] for the underlying event, parton showering and hadronization. The VBF samples are also generated using POWHEG-BOX [52] interfaced with PYTHIA8. The $WH$ and $ZH$ samples are generated with PYTHIA8. The $t\bar{t}H$ samples are generated using the POWHEG generator, a combination of the POWHEG-BOX and HELAC-NLO [53] generators, interfaced with PYTHIA8. Events from $t\bar{t}Hqb$ production with different Yukawa couplings are generated with MADGRAPH [40] interfaced with PYTHIA8, whereas $tHW$ events are generated using MADGRAPH5_AMC@NLO [54] interfaced to HERWIG++. The CT10 [56] PDF set is used for the POWHEG-BOX samples while CTEQ6L1 [57] is used for the PYTHIA8 samples. The AU2 [58] tuning of PYTHIA8 is used to simulate the minimum-bias events and the underlying event.

Samples mentioned above are generated at $m_H = 125$ GeV for $t\bar{t}Hqb$ and $tHW$, from $m_H = 115$ GeV to $m_H = 135$ GeV in 5 GeV steps for $t\bar{t}H$, and from 110 GeV to 160 GeV in 5 GeV steps for the rest. The normalizations of samples from different Higgs boson production processes at different masses are determined according to the cross sections and branching ratios mentioned in Chapter 2. In the measurement of Higgs boson couplings (Chapter 10), interference of $gg \rightarrow H \rightarrow \gamma\gamma$ with the continuum $gg \rightarrow \gamma\gamma$ background induced by quark loops is taken into account using an averaging procedure that combines LO [59] and NLO corrections [60]. The destructive interference causes about 1% reduction of the $ggF$ cross section. In addition, the interference between the Higgs boson signal and the continuum background is expected to produce a downward shift of the signal peak relative to the true value of Higgs boson mass (Chapter 11). The overall effect in the $H \rightarrow \gamma\gamma$ channel [59,61] is expected to be a few tens of MeV for a Higgs boson with a width near the SM value, which is small compared to the current experimental precision and is hence neglected.

Additional corrections to the shape of the generated $p_T$ distribution of Higgs bosons produced by $ggF$ are applied to match the distribution from a calculation at NNLO+NNLL provided by HRES2.1, which includes exact calculations of the effects of the top and bottom quark masses [62,63] as well as dynamical renormalization and factorization scales. Calculations based
on HRES predict softer $ggF$ Higgs boson $p_T$ spectrum compared with the nominal POWHEG-BOX one, and thus the contribution from events with two or more jets, which mostly populate the high-$p_T$ region, is affected. To simultaneously reproduce the inclusive $ggF$ Higgs boson $p_T$ distribution as well as the jet multiplicity $N_{jet} \geq 2$ component, the $ggF$ events with two or more jets are first normalized to a NLO calculation [64]. Then, Higgs boson $p_T$-dependent weighting functions are determined using an iterative procedure. First, the events with two or more jets are weighted in order to match the Higgs boson $p_T$ distribution from M1NLO HJJ predictions [65]. As a second step, the inclusive spectrum is weighted to match the HRES distribution. These two steps are iteratively repeated until the inclusive Higgs $p_T$ spectrum agrees well with the HRES prediction while preserving the normalization of the $N_{jet} \geq 2$ component. The events simulated for VBF, $WH$, and $ZH$ production are re-weighted so that the $p_T$ distributions of the Higgs bosons match the ones predicted by HAWK [25, 26, 66].

The $b\bar{b}H$ production is only considered in the Measurement Analyses. Since the $p_T$ spectrum of the associated $b$-jets is expected to be rather soft, and the kinematic distributions between the $ggF$ and $b\bar{b}H$ samples are checked to be quite similar, the selection efficiencies for $b\bar{b}H$ samples are assumed to be always the same as $ggF$ ones, including cases where the presence of $b$-jets is required.

The stable particles, defined as the particles with a lifetime longer than 10 ps, are passed through a full detector simulation [67] based on GEANT4 [68]. Pileup effects are simulated by overlaying each MC event with a variable number of MC inelastic $pp$ collisions generated using PYTHIA8, taking into account in-time pileup (collisions in the same bunch crossing as the signal), out-of-time pileup (collisions in other bunch crossings within the time-window of the detector sensitivity), and the LHC bunch train structure. The resulting detector signals are passed through the same event reconstruction algorithms as used for the data. The MC events are weighted to reproduce the distribution of the average number of interactions per bunch crossing observed in the data. Other known discrepancies between data and MC are also accounted for by applying corrections or assigning systematic uncertainties.
4.3 Simulation samples for high mass scalar signals

The scalar signal MC samples used in the Search Analysis are generated using the effective field theory approach implemented in MadGraph5_AMC@NLO at NLO in QCD. From the Higgs characterization framework [69], CP-even dimension five operators coupling the new resonance to gluons and photons are included. Samples are generated with the NNPDF3.0 NLO [70] PDF set, using the A14 tune [71] of Pythia8 for the parton shower. Samples are produced for fixed values of hypothesized signal masses (from 200 GeV to 2.4 TeV) and decay widths (from 4 MeV to 15% of the signal mass value). Interference effect between signal and background processes are neglected because it is expected to have limited impact [72, 73]. The generated events are passed through full detector simulation, with pileup simulated using Pythia8 with the AZNLO set of tuned parameters [74]. The simulated events are corrected for pileup and other discrepancies between data and MC.

4.4 Simulation samples for background processes

As mentioned in Chapter 2, the background estimates in the diphoton analyses discussed in this thesis can be derived from data-driven methods. Nevertheless, MC simulations are necessary in the procedure of selecting background fit models and evaluating associated systematic uncertainties to be discussed in Chapter 7.

In the Discovery and Measurement Analyses, $\gamma\gamma$ and $\gamma j$ background samples with large statistics ($O(10^8)$ events) are generated with Sherpa [75, 76], and the $jj$ samples are generated width Pythia8. Since it is impossible to pass such large MC samples through full detector simulation, which is very computationally intensive, they are instead processed by a fast smearing procedure to account for major detector effects including photon and jet energy resolutions, photon identification efficiencies and fake rates, and photon conversion status etc., which are derived from full simulation samples. Due to the intrinsic limitation of the procedure, the smeared MC samples do not contain $b$-jets, leptons, or missing transverse momentum ($E_{T}^{miss}$) measurement. When such objects are involved (in some categories of the Coupling Analysis), data control samples are usually used as replacement to study background models.
In the *Discovery Analysis*, the $\gamma\gamma$ events are also produced with RESBOS [77] and DIPHOX [78] as cross checks.

In the *Search Analysis* the $\gamma\gamma$ sample is also simulated with SHERPA, but it has relatively limited statistics ($O(10^6)$ events) and is passed through full detector simulation. The $\gamma j$ and $jj$ background contributions are estimated from data control samples instead of MC simulations.
Chapter 5

Physics object definitions

5.1 Photons

5.1.1 Photon reconstruction

The photon reconstruction in the ATLAS detector is seeded by energy deposits (clusters) in the EM calorimeter with transverse energy $E_T > 2.5$ GeV in projective towers of size $0.075 \times 0.123$ in the $\eta \times \phi$ plane formed by a sliding-window algorithm \cite{79}. The cluster reconstruction efficiency for photons and electrons with $E_T > 25$ GeV is estimated from simulation \cite{80} to be close to 100%. The reconstruction algorithm looks for possible matches between energy clusters and tracks reconstructed in the inner detector and extrapolated to the calorimeter. Clusters matched to a well reconstructed track originating from a vertex found in the beam interaction region are classified as electron candidates. If the matched track(s) is consistent with originating from a photon conversion process $\gamma \rightarrow e^+e^-$, and if in addition a conversion vertex is reconstructed, the corresponding candidates are considered as converted photons. Converted photons are classified as single-track or double-track conversions depending on the number of assigned tracks. Clusters without matching tracks are classified as unconverted photon candidates. The efficiency to correctly reconstruct photons from the clusters and tracks is 96% for prompt photons with $E_T > 25$ GeV, while the remaining 4% are incorrectly reconstructed as electron candidates. The probability for a real electron with $E_T > 25$ GeV to be reconstructed as a photon fulfilling the tight identification criteria described below is measured in data to vary between 3% and 10%, depending on the pseudorapidity and the conversion class of the candidate \cite{81}. The efficiency to reconstruct photon conversions decreases at high $E_T$ (larger than 150 GeV) as it becomes more difficult to separate the two conversion tracks. The overall photon reconstruction efficiency is thus reduced to about 90% for $E_T$ around 1 TeV.
5.1.2 Photon energy calibration

The understanding on photon energy calibration is evolving over time as more data are accumulated. In this subsection the focus will be on the calibration scheme used in the Measurement Analyses based on the Run 1 data [82]. Compared with the photon energy calibration used in the Discovery Analysis [12], the updated calibration scheme to be discussed gives about 10% improvement in the expected invariant mass resolution for $H \rightarrow \gamma\gamma$ events. The scheme has also been adopted for the calibration of the 13 TeV data sample in Run 2 used by the Search Analysis [83].

The energy measurement of photon starts from summing the energies measured in the EM calorimeter cells belonging to the candidate cluster. The size of the cluster depends on the photon classification: in the barrel, a $\Delta\eta \times \Delta\phi = 0.075 \times 0.123$ cluster is used for unconverted photons, and $0.075 \times 0.172$ for converted photons to account for the opening of the $e^+e^-$ pair in the $\phi$ direction due to the magnetic field. In the end-cap, a cluster size of $\Delta\eta \times \Delta\phi = 0.125 \times 0.123$ is used for both types of candidates. The cluster energy is corrected for energy losses in the inactive materials in front of the calorimeter, for the fraction of energy deposited outside the cluster defined in the $\eta$–$\phi$ plane, and into the hadronic calorimeter in the direction of the shower propagation. Finally, due to the finite cluster size in $\eta$ and $\phi$ coordinates, and the variation of the amount of absorber material crossed by incident particles as a function of $\phi$, a correction is introduced account for the variation of the energy response as a function of the impact point on the calorimeter. The calibration coefficients used to make this correction are obtained from a detailed simulation of the detector geometry and are optimized with a Boosted Decision Tree (BDT) [84]. The response is calibrated separately for converted and unconverted photon candidates. The inputs to the energy calibration algorithm are the measured energy per calorimeter layer (including the presampler), the $\eta$ position of the cluster, and the local position of the shower within the second-layer cell corresponding to the cluster centroid. In addition, the track transverse momenta and the conversion radius for converted photons are used as input to the regression algorithm to further improve the energy resolution, especially at low energy. The energy scales of the data and simulation are equalized by applying $\eta$-dependent correction factors to match the invariant mass distributions of $Z \rightarrow e^+e^-$ events. In this procedure, the simulated width of the $Z$ boson resonance is matched to the one observed in data by adding a contribution to the constant term of the electron energy resolution.
The photon energy scales are confirmed by an independent analysis of radiative $Z$ boson decays within uncertainties. The energy response of the calorimeter in data varies by less than 0.1% over time. The simulation is found to describe the dependence of the response on pileup conditions at the same accuracy level.

### 5.1.3 Photon identification

The photon identification algorithm is based on the lateral and longitudinal energy profiles of the shower measured in the EM calorimeter and the leakage into the hadronic calorimeter \[85\]. Prompt photons typically produce narrower energy profiles in the EM calorimeter and have smaller leakage to the hadronic calorimeter compared with background jets. In addition, neutral hadrons from jet fragmentation are often characterized by two separated energy maxima in the first strip layer of the EM calorimeter. Based on these discriminating variables, two reference selections, a *loose* one and a *tight* one, are defined. The *loose* selection is based on information only from the second layer of the EM calorimeter and the hadronic calorimeter, and is typically used in photon triggers and background studies. The *tight* selection adds information from the fine segmentation of the first layer of the EM calorimeter, and is typically used as part of the photon quality requirement in offline analyses. The photon identification criteria are optimized separately for unconverted and converted photon candidates. They are also tuned separately for different center-of-mass energy with different pileup conditions: the criteria used for the 8 TeV and 13 TeV are based on rectangular cuts optimized on MC simulations, while for the 7 TeV data the discriminating variables are combined into a single discriminant by a neural-network algorithm \[84\]. Small corrections are applied to the discriminating variables in the simulation to account for the observed mis-modeling of lateral shower profiles in the calorimeter. Correction factors as a function of $\eta$, $E_T$ and conversion class are derived to correct for the residual mismatch between the efficiency in the simulation and the one measured in the data. The identification efficiency of the *tight* criteria is typically around 85% for photon candidates with $E_T > 40$ GeV \[85\][86]. The efficiency is in general increasing with photon $E_T$ and plateaus at high $E_T$. The efficiency for converted photons are typically a few percent higher than the one for unconverted photon. Typical rejection of background from the *tight* criteria is about 5000 \[42\].
5.1.4 Photon isolation

Two complementary isolation variables can be used to further suppress the jet background in the photon candidate samples. The first variable is the calorimetric isolation \( E_{\text{iso}}^{\text{T}} \), which is calculated by summing up the transverse energies of positive-energy topological clusters [79] deposited in the calorimeter within a cone of \( \Delta R \equiv \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2} = 0.4 \) around each photon. The energy sum excludes the contribution due to the photon cluster and an estimate of the energy deposited by the photon candidate outside its associated cluster. The median \( E_{\text{T}} \) density for the event in question, caused by the underlying event and additional minimum-bias interactions occurring in the same or neighboring bunch crossings (in-time and out-of-time pileup, respectively), is subtracted on an event-by-event basis using an algorithm described in Reference [87] and implemented as described in Reference [88].

In spite of the corrections described above, the calorimetric isolation is observed to have decreasing signal selection efficiency at high pileup. To improve the efficiency of the isolation selection for events with high pileup, the calorimetric isolation can be complemented by a track isolation \( p_{\text{iso}}^{\text{T}} \) defined as the scalar sum of the transverse momenta of all tracks with \( p_{\text{T}} > 1 \) GeV (0.4 GeV) for the 8 TeV and 13 TeV (7 TeV) data within a cone of size \( \Delta R = 0.2 \) around each photon. The track isolation efficiency is insensitive to out-of-time pileup, and its dependence on the in-time pileup is reduced by selecting only tracks consistent with originating from the diphoton production vertex (see next subsection) and not associated with converted photon candidates with requirements on impact parameters [81, 89]. The efficiency of the isolation cuts in the simulation is corrected by a small \( p_{\text{T}} \)-dependent factor extracted from measurements in data performed with a pure sample of photons from radiative \( Z \to e^+e^- \) decays and \( Z \to e^+e^- \) events.

5.1.5 Diphoton vertex selection

The invariant mass of the two photons \( m_{\gamma\gamma} \) is given by

\[
m_{\gamma\gamma} = \sqrt{2E_1E_2(1 - \cos \alpha)},
\]

where \( E_1 \) and \( E_2 \) are the energies of the two photons, and \( \alpha \) is the opening angle between them with respect to their production vertex. The selection of the correct diphoton production vertex is hence important for the resolution of the \( \alpha \) measurement, and thus for the precise measurement of
Since the ATLAS EM calorimeter is longitudinally segmented, it can provide measurement of photon trajectories (photon pointing), which can then be extrapolated back to the beam interaction region. A position resolution on the diphoton production vertex of about 15 mm in the $z$ direction with the photon pointing technique alone is achieved \cite{42}, which is sufficient to keep the contribution from the opening angle to the mass resolution smaller than the contribution from the energy resolution. Nevertheless, an efficient procedure to select the diphoton production vertex among the primary vertex candidates reconstructed with the ID is still necessary, because it allows the computation of the track-based quantities used in the quality requirements of physics objects, such as the photon track isolation discussed in the last subsection and the jet vertex fraction to be detailed in the next subsection.

The diphoton production vertex is selected using multivariate analysis (MVA) technique combining the position and recoil information of each candidate vertex. In the Measurement and Search Analyses, the following input variables are used\textsuperscript{1}: the combined $z$-position of the intersections of the extrapolated photon trajectories with the beam axis; the sum of the squared transverse momenta $\sum p_T^2$ and the scalar sum of the transverse momenta $\sum p_T$ of the tracks associated with the vertex; the difference in azimuthal angle $\Delta \phi$ between the direction defined by the vector sum of the track momenta and that of the diphoton system. For converted photons, the position of the conversion vertex is also used if tracks from the conversion have hits in the silicon detectors.

The production vertex selection is studied with $Z \rightarrow e^+e^-$ events in data and simulation by removing the electron tracks from the events and then measuring the efficiency for finding the vertex associated with the $Z$ boson production. The MC simulation is found to accurately describe the efficiency measured in data, as shown in Figure 5.1 from the Measurement Analyses. The efficiency for finding the reconstructed diphoton primary vertex ($\epsilon_{PV}$) in simulated $H \rightarrow gg$ events from ggF production within 0.3 mm (15 mm) of the true vertex is around 85% (93%) over the typical range of the number of collision vertices per event observed in the 8 TeV data. The efficiency $\epsilon_{PV}$ increases for large diphoton $p_T$ as the hadron system recoiling against the diphoton evolves into one or more jets, which in turn contain additional higher $p_T$ tracks. These additional tracks make it more likely to reconstruct the diphoton vertex as a primary vertex. Therefore, by re-weighting the simulated $Z \rightarrow e^+e^-$ events to approximate the harder $p_T$ spectrum of the simulated Higgs boson

\textsuperscript{1} The Discovery Analysis uses similar algorithm, but with fewer input variables and different MVA method.
signal, $\epsilon_{PV}$ is well reproduced. The selection efficiencies for the 7 TeV data and MC samples are slightly higher due to lower pileup. In the 13 TeV data the MVA algorithm is re-trained, and the corresponding efficiency $\epsilon_{PV}$ is about 88%.

Figure 5.1: Efficiency to select a diphoton vertex within 0.3 mm of the production vertex ($\epsilon_{PV}$) as a function of the number of primary vertices in the event in the Measurement Analyses. The plot shows $\epsilon_{PV}$ for simulated $ggF$ events ($m_H = 125$ GeV) with two unconverted photons (empty blue squares), for $Z\rightarrow e^+e^-$ events with the electron tracks removed for the neural-network-based identification of the vertex, both in data (black triangles) and simulation (red triangles), and the same simulated $Z\rightarrow e^+e^-$ events re-weighted to reproduce the $p_T$ spectrum of simulated $ggF$ events (red circles).

5.2 Other physics objects

Leptons (muons and electrons), jets, and missing transverse momentum are essential for separating different production mechanisms of the Higgs boson, which is the key to the measurements of Higgs boson couplings. Below the definitions of these objects used in the Coupling Analysis will be briefly discussed. Jets are actually also used in the Discovery Analysis to select candidate VBF events, but with slightly different (and obsolete) definition which will be covered in Section 9.1.
5.2.1 Leptons

The reconstruction of electron candidates has been discussed together with photon candidates in Section 5.1.1. Electron candidates are required to satisfy the loose identification criterion of a likelihood-based discriminating variable [90]. A cut-based identification selection is used in the 7 TeV analysis and the electrons are required to fulfill the medium criteria defined in Reference [91]. The determination of the energy of the electron candidate is performed using a $\Delta \eta \times \Delta \phi = 0.075 \times 0.172$ cluster in the barrel to recover the energy spread in $\phi$ from bremsstrahlung photons, while a $0.125 \times 0.123$ cluster is used in the end-cap. The cluster energy is calibrated using similar procedure as discussed in Section 5.1.2 with a dedicated set of calibration coefficients optimized for electrons. The transverse momentum $p_T$ of an electron is computed from the cluster energy and the track direction at the interaction point. Electrons are required to be in the region $|\eta| < 2.47$ and to satisfy $E_T > 15$ GeV. The combined electron reconstruction and identification efficiency for the analysis of the 8 TeV (7 TeV) data ranges from 86% (68%) to 93% (89%) for electron transverse energies between 15 GeV and 50 GeV [90][91]. Finally, the electron candidates must satisfy both the track-based and calorimetric isolation criteria relative to the $E_T$ of the candidate. The calorimetric transverse isolation energy within a $\Delta R = 0.4$ cone is required to be less than 20% of the electron $E_T$, whereas the sum of the transverse momenta of the tracks within a cone of $\Delta R = 0.2$ around the track of the electron candidate is required to be less than 15% of the electron $E_T$.

Muon candidates are built from tracks reconstructed independently in the MS and in the ID and from energy deposits measured in the calorimeters [92]. Different types of muon candidates are built depending on the available information from the different sub-detector systems: the main algorithm combines tracks reconstructed separately by the ID and the MS. To extend the acceptance region beyond the ID limit to include $2.5 < |\eta| < 2.7$, tracks reconstructed in the MS standalone are used. Finally, to increase the acceptance for low-$p_T$ muons or for muons that pass through uninstrumented regions of the MS, muon candidates are reconstructed from tracks in the ID associated with a track segment in the MS or to a calorimetric energy deposition compatible with the one from a minimum-ionizing particle. Muons from all different algorithms mentioned above are used and required to have $|\eta| < 2.7$ and $p_T > 10$ GeV. The combination of the different algorithms
ensure around 99% efficiency to detect a muon over the full acceptance range. A candidate is also required to satisfy exactly the same isolation criteria (relative to its $p_T$) as for electrons.

### 5.2.2 Jets

Jets are reconstructed using the anti-$k_t$ algorithm [93] with radius parameter $R = 0.4$, and are required to have $|\eta| < 4.4$ and satisfy (unless stated otherwise) $p_T > 25$ GeV. Jets are discarded if they are within $\Delta R = 0.2$ of an isolated electron or within $\Delta R = 0.4$ of an isolated photon. The inputs to the jet-finding are topological calorimeter clusters [94] formed with the energy calibration appropriate for electromagnetic showers. The jet energy is calibrated using scale factors extracted from simulated dijet events by matching the energies of the generator-level and reconstructed jets. In addition, for the 8 TeV data, the pileup dependence of the jet response is suppressed by subtracting the median $E_T$ density for the event multiplied by the transverse area of the jet [95, 96]. A residual pileup correction that is proportional to the number of reconstructed primary vertices and to the average number of interactions per bunch crossing further reduces the pileup dependence, in particular, in the forward region. Finally, the jet energy is corrected by an absolute scale factor determined using $\gamma+$jet, $Z+$jet and multijet events in data, and a relative $\eta$-dependent factor measured with dijet events in data. In order to suppress jets produced by pileup, jets within the tracking acceptance ($|\eta_j| < 2.4$) are required to have a jet vertex fraction (JVF) [96], defined as the sum of $p_T$ of the tracks associated with the jet that are produced at the diphoton primary vertex, divided by the sum of $p_T$ of the tracks associated with the jet from all collision vertices, larger than 0.5 (0.25) for the 7 TeV (8 TeV) data, respectively.

In order to identify jets containing a $b$-hadron ($b$-jets), a neural-network-based algorithm is used to combine information from the tracks in a jet. Since $b$-hadrons are long-lived (life time is approximately $10^{-12}$ s), the neural-network exploits the measurements of the impact parameters of the tracks, any secondary vertices, and the outputs of decay topology algorithms as discussed in References [97][98]. Four different working points with efficiencies for identifying $b$-jets (rejection factors for light jets) of 60% (450), 70% (140), 80% (29), and 85% (11) are used in the analysis. The efficiencies and rejection factors at the working points are calibrated using control samples of data.
5.2.3 Missing transverse momentum

The measurement of the magnitude of the missing transverse momentum \(E_T^{\text{miss}}\) is based on the transverse energy of all photon, electron and muon candidates, all jets sufficiently isolated from these candidates, and all calorimeter energy clusters not associated with these candidates nor jets (soft term) [99]. In order to improve the discrimination of multi-jet events, where \(E_T^{\text{miss}}\) arises mainly from energy resolution effects, from events with a large fraction of \(E_T^{\text{miss}}\) due to non-interacting particles, an \(E_T^{\text{miss}}\)-significance is defined as \(E_T^{\text{miss}} / \sigma_{E_T^{\text{miss}}}\), where the square root of the scalar sum of the transverse energies of all objects \(\Sigma E_T\) is used in the estimator of the \(E_T^{\text{miss}}\) resolution \(\sigma_{E_T^{\text{miss}}} = 0.67 [\text{GeV}^{1/2}] \sqrt{\Sigma E_T}\). The proportionality factor 0.67 [GeV\(^{1/2}\)] is determined with fully reconstructed \(Z \rightarrow \ell\ell\) events by removing the leptons in the measurement of \(E_T^{\text{miss}}\) [100].
Chapter 6

Diphoton event selections

Diphoton event selections in various analyses to be covered in this thesis are quite similar. In order to avoid duplicated discussions, this chapter will give a compact summary of their common aspects as well as differences.

6.1 Event selection used for discovery of Higgs boson

Samples used in the Discovery Analysis are selected using a diphoton trigger \[101\], which requires two clusters formed from energy depositions in the EM calorimeter. An \( E_T \) threshold of 20 GeV is applied to each cluster for the 7 TeV data, while for the 8 TeV data the thresholds are increased to 35 GeV for the leading (the highest \( E_T \)) cluster and to 25 GeV for the sub-leading (the next-highest \( E_T \)) cluster. In addition, loose criteria are applied to the shapes of the clusters to match the expectations for electromagnetic showers initiated by photons. The efficiency of the trigger is greater than 99% for events passing the final event selection.

Photon candidates are reconstructed in the fiducial region of the EM calorimeter defined by \( |\eta| < 2.37 \) excluding the calorimeter barrel/end-cap transition region \( 1.37 < |\eta| < 1.52 \). Photon candidates in the fiducial region are ordered according to their \( E_T \), and only the leading two photon candidates are considered. The leading and sub-leading photon candidates are required to have \( E_T > 40 \) GeV and 30 GeV, respectively. Photon candidates are required to pass tight identification criteria as discussed in Section 5.1.3. In addition, the calorimetric isolation of photon candidates \( E_T^{\text{iso}} \) is required to be less than 4 GeV. Finally, the diphoton invariant mass is required to be between 100 GeV and 160 GeV.

\(^1\) Pseudorapidity defining the fiducial region of the EM calorimeter is measured from the second layer of the EM calorimeter.
With all the selections applied, 23788 events are selected from the 7 TeV data, and 35271 events are selected from the 8 TeV data. The composition of the dataset is estimated using data-driven methods detailed in Reference [102] for $\gamma\gamma$, $\gamma j$ and $jj$ contributions. The fraction of $\gamma\gamma$ events in the selected sample is estimated to be $(80 \pm 4)\%$ in the 7 TeV data and $(75^{+3}_{-2})\%$ in the 8 TeV data. The fractions of $\gamma j$ and $jj$ events are estimated to be $(19 \pm 3)\% ((22 \pm 2)\%)$ and $(1.8 \pm 0.5)\% ((2.6 \pm 0.5)\%)$ in the 7 TeV (8 TeV) data sample. Contribution from Drell-Yan process is also estimated to be only about 1%. The number of events for each component in the selected diphoton events sample, obtained independently in each bin of $m_{\gamma\gamma}$, is shown in Figure 6.1.
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Figure 6.1: Diphoton sample composition as a function of the invariant mass for the 7 TeV (a) and the 8 TeV (b) dataset used in the Discovery Analysis. The small contribution from Drell-Yan events is included in the diphoton component. The error bars on each point represent the statistical uncertainty on the measurement while the colored bands represent the total uncertainty.

### 6.2 Event selection used for measurements of Higgs boson properties

Changes introduced to the diphoton event selection of the Measurement Analyses with respect to the Discovery Analysis are summarized below.

**Fiducial region of the EM calorimeter:** the barrel/end-cap transition region to be excluded is extended from $1.37 < |\eta| < 1.52$ to $1.37 < |\eta| < 1.56$ due to deteriorated performance of photon identification in the data sample.

**$E_T$ requirements:** the $E_T$ requirements for leading and sub-leading photon candidates change to $E_T/m_{\gamma\gamma} > 0.35$ and 0.25, respectively. While the new requirements do not affect the sensitivity to
a SM Higgs boson with $m_H = 125$ GeV, compared with the constant $E_T$ requirements used in the *Discovery Analysis* they make $m_{\gamma\gamma}$ spectra easier to model. The new criteria also allow harmonized selection with other $H \to \gamma\gamma$ analyses such as spin [103] and differential cross sections [104].

**Isolation requirements:** calorimetric isolation is loosened from 4 GeV to 6 GeV, and a track isolation requirement of less than 2.6 GeV is added to mitigate the increase of background and also reduce the dependency on pileup, as shown in Figure 6.2. In 7 TeV data sample the combination of calorimetric ($E_T^{\text{iso}} < 5.5$ GeV) and track isolation ($p_T^{\text{iso}} < 2.2$ GeV) requirements are tuned to achieve similar performance as those used for 8 TeV.

**Mass range:** because at $m_{\gamma\gamma} = 100$ GeV the offline $E_T$ selection of 35 GeV (25 GeV) for leading (sub-leading) photon is right at the 8 TeV trigger threshold, the lower boundary of mass range is raised from 100 GeV to 105 GeV to avoid trigger inefficiency.

![Efficiency to fulfill the isolation requirement ($\epsilon_{\text{iso}}$) as a function of the number of primary vertices in each event in the Measurement Analyses, determined with a simulation sample of Higgs bosons decaying into two photons with $m_H = 125$ GeV and $\sqrt{s} = 8$ TeV.](image)

Figure 6.2: Efficiency to fulfill the isolation requirement ($\epsilon_{\text{iso}}$) as a function of the number of primary vertices in each event in the *Measurement Analyses*, determined with a simulation sample of Higgs bosons decaying into two photons with $m_H = 125$ GeV and $\sqrt{s} = 8$ TeV. Events are required to satisfy the kinematic selection described in the text. The efficiency of the event selection obtained with a tight calorimetric isolation requirement (4 GeV) is compared with the case in which a looser calorimetric isolation (6 GeV) is combined with a track isolation (2.6 GeV) selection.

A total of 94566 and 17225 events are selected from the 8 TeV and 7 TeV data, respectively. The contributions from $\gamma\gamma$, $\gamma j$ and $jj$ are estimated to be $84 \pm 8\%$ ($77 \pm 3\%$), $15 \pm 8\%$ ($20 \pm 2\%$),
and 1±1% (3±1%) for the 7 TeV (√s = 8 TeV) data, respectively based on method described in References [81]. The number of events for each component in the selected diphoton events sample, obtained independently in each bin of m_{γγ}, is shown in Figure 6.3.

Figure 6.3: Diphoton sample composition as a function of the invariant mass for the 7 TeV (a) and the 8 TeV (b) dataset used in the Measurement Analyses. The small contribution from Drell-Yan events is included in the diphoton component. The error bars on each point represent the statistical uncertainty on the measurement while the colored bands represent the total uncertainty.

### 6.3 Event selection used for search of high mass scalar particle

Selections used in the Search Analysis have been optimized for searching new scalar particle with mass heavier than the SM Higgs boson. More details are summarized below.

**Trigger:** trigger threshold (35 GeV for leading photon candidate, 25 GeV for sub-leading) is unchanged with respect to the one used for the 8 TeV data. Also similar to 8 TeV trigger the loose criteria is applied on the shower shape.

**Fiducial region of the EM calorimeter:** same as the Discovery Analysis (|η| < 2.37, excluding 1.37 < |η| < 1.52).

**E_T requirements:** the Search Analysis use similar mass dependent E_T requirements similar to the Measurement Analyses, but the coefficients have been re-optimized for high mass scalar signal to be E_T/m_{γγ} > 0.4 and 0.3 for leading and sub-leading photon candidates, respectively.

**Photon identification:** tight identification criteria tuned for LHC Run 2 data taking condition are applied.
**Isolation requirements:** the isolation criteria in the *Search Analysis* are mass dependent. The calorimetric isolation requirement for photon candidates is $E_{\text{iso}}^T < 0.022E_T + 2.45$ GeV. The track isolation requirement is $p_T^{\text{iso}} < 0.05E_T$.

**Mass range:** the diphoton invariant mass is required to be larger than 150 GeV.

In total 7765 events are selected from the 2015 data, and 28126 events are selected from the 2016 data with selections detailed above. The average purity of the $\gamma\gamma$ component is $(90^{+3}_{-10})\%$. The composition of the data sample is measured with more than two methods [43], with good agreement achieved between their results. The differential decomposition is shown in Figure 6.4.

Figure 6.4: Diphoton sample composition as a function of the invariant mass for the 13 TeV dataset used in the *Search Analysis*. The bottom panel shows the purity of diphoton events as determined from two independent methods (matrix and $2\times2D$ sidebands) with good agreement achieved. The total uncertainties including statistical and systematic components are shown by error bars.
Chapter 7

Signal and background modeling

The elegance of the diphoton analyses lies in the fact that both the signal and background invariant mass distributions can be modeled by analytic functions. This chapter is devoted to describing how the fit models for signal (Section 7.1) and background (Section 7.2) are determined.

7.1 Modeling of signal diphoton invariant mass shape and yield

7.1.1 Modeling of Standard Model Higgs boson decaying into two photons

Both Discovery and Measurement Analyses involve modeling of the SM Higgs boson signal. In this subsection the Measurement Analyses will be used as an example to demonstrate the procedure, which is essentially identical to the one used in the Discovery Analyses except for a few minor technical differences that have almost no effect on the results.

The signal modeling of the Higgs boson involves two aspects: modeling of the signal shape and modeling of the expected signal yields. The expected signal yield as a function of Higgs boson mass \( m_H \) can be well described by a third order polynomial for each production mode in each analysis category. The modeling of the signal diphoton invariant mass shape, on the other hand, is more sophisticated and will be detailed below.

As discussed in Chapter 2, the SM Higgs boson has only about 4 MeV natural width near 125 GeV. Therefore the diphoton invariant mass shape of the signal is expected to be dominated by detector resolution (\( O(1 \, \text{GeV}) \)), which can be well described by the sum of a Crystal Ball function \( f_{\text{CB}} \) and a Gaussian \( f_{\text{GA}} \):

\[
 f_S(m_{\gamma\gamma}, \mu_{\text{CB}}, \sigma_{\text{CB}}, n_{\text{CB}}, \phi_{\text{CB}}, \mu_{\text{GA}}, \sigma_{\text{GA}}) \\
 = \phi_{\text{CB}} f_{\text{CB}}(m_{\gamma\gamma}, \mu_{\text{CB}}, \sigma_{\text{CB}}, n_{\text{CB}}, \phi_{\text{CB}}) + (1 - \phi_{\text{CB}}) f_{\text{GA}}(m_{\gamma\gamma}, \mu_{\text{GA}}, \sigma_{\text{GA}}). 
\] (7.1)
Here \( \mu_{CB} \) and \( \sigma_{CB} \) are the peak position and the width of the (Gaussian) core of the Crystal Ball function, respectively, and \( \mu_{GA} \) and \( \sigma_{GA} \) are the peak position and the width of the Gaussian function, respectively. The power-law tail of \( f_{CB} \) is parameterized by \( \alpha_{CB} \) and \( n_{CB} \). The fraction of \( f_{CB} \) in the composite model is controlled by \( \phi_{CB} \). Typically, the bulk part of the signal shape is described by \( f_{CB} \), while \( f_{GA} \) describes the outliers, therefore \( \phi_{CB} \) is usually more close to unity than zero.

Except for \( n_{CB} \), which is fixed to \( n_{CB} = 10 \), the rest of the parameters in \( f_S \) are parameterized as polynomials of \( m_H \). The coefficients of the polynomials are determined by a simultaneous maximum likelihood fit to signal MC simulations at multiple mass points discussed in Section 4.2. MC sample at a specific mass point is weighted by the corresponding expected number of selected signal events in the fit. Since the signal \( m_{\gamma\gamma} \) shape has been checked to be close enough among different Higgs boson production processes, only one signal model corresponding to the inclusive case will be derived and then applied to all production modes. This procedure is repeated for each analysis category to provide a categorized analytic signal model as a function of \( m_H \) for the analysis.

Figure 7.1 shows the signal parameterization overlaid with signal MC simulation at \( m_H = 125 \) GeV in one actual category of the Coupling Analysis to be discussed in Chapter 10. Good agreement between the parameterization and MC simulation is achieved.

### 7.1.2 Modeling of high mass scalar particle decaying into two photons

The Search Analysis is looking for not only narrow resonances (i.e. natural width of the particle is negligible compared with detector resolution), but also wide resonances with non-trivial natural widths. Hence the procedure discussed in the previous subsection needs to be expanded to consider both detector resolution and theoretical line-shape.

In the Search Analysis, the detector resolution is parameterized with double-sided Crystal Ball (DSCB) function, which is adopted in Run 2 diphoton analyses to replace the Crystal Ball plus
Figure 7.1: Simulated diphoton invariant mass distribution for Standard Model Higgs boson signal with $m_H = 125$ GeV in one category of the Coupling Analysis superimposed with parameterization determined from the procedure described in the text.
Gaussian prescription previously discussed. It is defined as:

\[
N \cdot \begin{cases} 
    e^{-\frac{1}{2}t^2} & \text{if } -\alpha_{\text{low}} \geq t \geq \alpha_{\text{high}} \\
    e^{-\frac{1}{2}\alpha_{\text{low}}^2} \left[ \frac{\alpha_{\text{low}}}{\alpha_{\text{low}} - \alpha_{\text{low}} - t} \right]^{-n_{\text{low}}} & \text{if } t < -\alpha_{\text{low}} \\
    e^{-\frac{1}{2}\alpha_{\text{high}}^2} \left[ \frac{\alpha_{\text{high}}}{\alpha_{\text{high}} - \alpha_{\text{high}} + t} \right]^{-n_{\text{high}}} & \text{if } t > \alpha_{\text{high}}, 
\end{cases} \tag{7.2}
\]

where \( t = (m_{\gamma\gamma} - \mu_{\text{CB}})/\sigma_{\text{CB}} \), \( N \) is a normalization parameter, \( \mu_{\text{CB}} \) and \( \sigma_{\text{CB}} \) are again the peak position and the width of the Gaussian core, respectively. Unlike the Crystal Ball function, which only has power-law tail on one side, DSCB has power-law tails at both low-mass and high-mass sides, which are controlled by \( \alpha_{\text{low/high}} \) and \( n_{\text{low/high}} \). Very similar to the procedure discussed in last subsection, the parameters of the DSCB are determined as function of the particle mass \( m_X \) using narrow width (\( \Gamma_X = 4 \text{ MeV} \)) simulations at different \( m_X \) points.

The theoretical line-shape of the signal is the multiplication of the following three constituents:

- the Breit–Wigner form used in MadGraph5_AMC@NLO \[54\];
- analytic parameterization of the \( gg \) parton luminosity provided by NNPDF3.0 NLO \[70\];
- the product of the matrix element of the effective field theory by the flux factor (\( \propto m_{\gamma\gamma}^6 \)) and the phase space (\( \propto m_{\gamma\gamma} \)) \[69\].

The above prescription has been validated on the particle-level invariant mass distribution of the signal MC simulation, as shown in Figure 7.2.

The final signal parameterization used in the Search Analysis is the convolution of the detector resolution and theoretical line-shape. The good agreement between the parameterization and simulation at both narrow width and large width is shown in Figure 7.3.

As for the signal yield, it can be expressed as the product of three terms: the production cross section times branching ratio to two photons, the acceptance (\( A \)) of the kinematic requirements, and the reconstruction and identification efficiency (\( C \)). The acceptance \( A \) is defined as the fraction of events satisfying the fiducial acceptance at the generator level. The factor \( C \) is defined as the ratio of the number of events fulfilling all the selections placed on reconstructed quantities to the number of events in the fiducial acceptance. The fiducial acceptance in the Search Analysis closely follows the selection criteria applied to the reconstructed data as discussed in Chapter 6.
Figure 7.2: The true $m_{\gamma\gamma}$ distributions of the resonance with $m_X = 750$ GeV and width of 6% of the $m_X$ value in the *Search Analysis*. The dashed red line is the gluon-gluon luminosity, the dashed green line is the functional form $m_{\gamma\gamma}^7$ (arising from the numerator of the squared matrix element, multiplied by the Jacobian factor of the variable transformation $\hat{s} \to m_{\gamma\gamma}$), and the dashed blue line is the Breit–Wigner distribution with the same mass and width as generated in the sample. The product of these three is represented by the solid purple line and agrees well with the true invariant mass distribution, shown as the black histogram. No selection cuts have been applied to the true photons.

$|\eta_{\gamma}| < 2.37$, $E_T > 0.4m_{\gamma\gamma}$ (leading $\gamma$), $E_T > 0.3m_{\gamma\gamma}$ (sub-leading $\gamma$). The isolation requirement $E_T^{\text{iso}} < 0.05E_T^\gamma + 6$ GeV is applied, where $E_T^{\text{iso}}$ is computed using all particles with lifetime greater than 10 ps at the generator level in a cone of $\Delta R = 0.4$ around the photon direction. The value of the isolation requirement applied at the particle level is adjusted to reproduce the selection applied at the reconstruction level.

To reduce the dependence on the production mechanism, the limit results of the *Search Analysis* to be discussed in Chapter 12 are thus quoted in terms of the fiducial cross section, defined as the product of the cross section times the branching ratio to two photons within the fiducial acceptance. The simulation of a narrow-width signal produced by $ggF$ mentioned in Chapter 4 is used to
Figure 7.3: The $m_{\gamma\gamma}$ distributions for a scalar resonance in the *Search Analysis* with a mass of 800 GeV with (a) a narrow decay width ($\Gamma_X = 4$ MeV) or with (b) $\Gamma_X/m_X = 6\%$. The parameterization as the convolution of the theoretical mass line shape with the detector resolution is superimposed.

compute the nominal value of $C$, which ranges from 66% for a particle of mass 200 GeV to 74% at 700 GeV and is almost constant above 700 GeV.
7.2 Modeling of background diphoton invariant mass shape and normalization

Though it seems rather convenient to parameterize data sideband to provide background estimates, given typical signal over background ratio is only a few percent in the diphoton decay channel, it is critical to have a robust background modeling procedure that balances statistical power and potential modeling bias. Below a general description of the background modeling procedure used in this thesis will be discussed, assuming that there has been a background template (prepared from MC simulation or data control region) with reasonable description of data sideband as well as decent statistics ready for studies. Preparation of such background templates and background modeling results will be detailed for each analysis in coming chapters.

A fit model is the complete set of functional form, fit range, and possible additional constraints on the model parameters. As technical prerequisites, the background fit model should be stable and proved to be robust under the conditions of the data sample for which it is tested. In addition, it should not show evident systematic bias when fitting the background template and possibly also the data sideband. On the background template side, it should be validated without unexpected features, and should have decent enough statistics to discern potential bias from the fit model.

As the first step, the a signal component is added to the background fit model to form an extended signal plus background probability density function (pdf). This pdf will be fitted to the background template (usually normalized to data sideband), and the number of apparent signal events obtained from the fit, or the so-called spurious signal, will quantify the potential bias from the current choice of background fit model on the hypothesized signal tested. In the context of Discovery and Measurement Analyses, the absolute value of the spurious signal is required to be smaller than either of the following two criteria:

1. 10% of the expected number of signal events;
2. 20% of the uncertainty on the signal yield.

It is worth noting that as a desirable feature, the second criterion will become more stringent with increased luminosity $L$, because the spurious signal scales with $L$ while this criterion only scales

\footnote{Extended pdf means that the expected sum of signal and background events can fluctuate around the normalization of the sample being fitted.}
with $\sqrt{L}$. In the *Search Analysis*, since there is no well-defined signal expectation, only the second criterion is kept and loosened from 20% to 30% of the uncertainty on the signal yield due to known caveats of the background templates used.

The spurious signal criteria are still easy to circumvent: one could simply add more and more degrees of freedom to the functional form until it can pass. By doing so, however, the sensitivity of the analysis is spoiled, and the functional form with too many degrees of freedom may over-fit the data by picking up fluctuations. To avoid such a situation, for all the background fit models passing the criteria, only the one yields best sensitivity should be selected.

In the search of a potential new particle (e.g. in the *Discovery* and *Search Analyses*), the spurious criteria should be satisfied in all phase space to be explored. In the measurement of particle properties (e.g. in the *Measurement Analysis*), the spurious signal also needs to be evaluated in a reasonable span around the signal region to ensure the quality of background model. When there are multiple background templates available in the test, the most conservative spurious signal among all should be used.

The normalization of background is always a free parameter which will be determined when fitting the extended signal plus background pdf to the data.
Chapter 8

Statistical procedure

8.1 Likelihood construction for diphoton analyses

The extended likelihood function for a given category $c$ of a diphoton analysis discussed in this thesis can be written as follows:

$$
\mathcal{L}_c = \text{Pois}(n_c|N_c(\alpha, \theta)) \cdot \prod_{i=1}^{n_c} f_c(m_{\gamma\gamma}^i, \alpha, \theta) \cdot G(\theta'),
$$

(8.1)

where $n_c$ is the observed number of events, $N_c$ is the expected number of events, $f_c(m_{\gamma\gamma}^i)$ is the value of the pdf of the $m_{\gamma\gamma}$ distribution evaluated for each event $i$, $\alpha$ are parameters of interest (parameters to be studied), and $\theta$ are nuisance parameters (other parameters which can be adjusted in the maximum likelihood fit). Those nuisance parameters corresponding to the implementation of systematic uncertainties $\theta'$ are constrained by a set of pdfs $G(\theta')$ representing the knowledge from auxiliary measurements (e.g. measurement of integrated luminosity) together with the response functions to be discussed later. The mean values of the constraint pdfs in $G(\theta')$, which represent the assumed central values of auxiliary measurements (usually scaled to 0), are called global observables. The exact scope of parameters of interest and nuisance parameters need to be determined on a case-by-case basis. For instance, in the measurement of Higgs boson couplings (Chapter 10) the signal strength parameter $\mu$ (to be defined later) is the parameter of interest, whereas in the measurement of Higgs boson mass (Chapter 11) $m_H$ is the parameter of interest instead, and $\mu$ now becomes a nuisance parameter which is floating in the fit to reduce model dependency.

The number of expected events is the sum of the hypothesized number of signal events, $N_{\text{hyp}}^{\text{sig},c}$, plus the fitted number of background candidates, $N_{\text{bkg},c}$, and the fitted spurious signal, $N_{\text{spur},c}$. 
\( \theta_{\text{spur},c}, \)
\[
N_c = N_{\text{sig},c}^{\text{hypo}} + N_{\text{bkg},c} + N_{\text{spur},c} \cdot \theta_{\text{spur},c}.
\]  
(8.2)

In the *Discovery* and *Measurement Analyses*, the SM prediction of the Higgs boson as a function of \( m_H \) is well defined, hence the hypothesized number of signal events, \( N_{\text{sig},c}^{\text{hypo}} \), can be further expanded as
\[
N_{\text{sig},c}^{\text{hypo}} = \mu \cdot N_{\text{S},c}(\theta_{\text{yield},c}^{\text{S}} \cdot \theta_{\text{migr},c}^{\text{S}}, m_H)
= \sum_p \mu_p N_{p,c}(\theta_{\text{yield},p,c}^{\text{S}} \cdot \theta_{\text{migr},p,c}^{\text{S}}, m_H),
\]  
(8.3)
\( (8.4) \)

where \( \mu \) is the combined *signal strength* parameter, \( N_{\text{S},c}(\theta_{\text{yield},c}^{\text{S}} \cdot \theta_{\text{migr},c}^{\text{S}}, m_H) \) is the number of signal events predicted by the SM from all production processes, \( \theta_{\text{yield},c}^{\text{S}} \) and \( \theta_{\text{migr},c}^{\text{S}} \) are the nuisance parameters that implement the systematic uncertainties affecting the yields of the Higgs boson production in the current category and migration from other categories, respectively. \( N_{\text{sig},c}^{\text{hypo}} \) can be further decomposed to the sum of signal strength times expected number of signal events for each production process \( p \) (ggF, VBF...) as shown in Equation (8.4).

In the *Search Analysis* the theoretical prediction is less sharp. In particular, the production cross section of the new physics is essentially unknown a priori. Hence instead of introducing signal strength, as discussed in Section 7.1.2 the fiducial production cross section times branching ratio \( (\sigma \times BR)^{fid.} \) is used as parameter of interest:
\[
N_{\text{sig},c}^{\text{hypo}} = \frac{L(\theta_{\text{lumi}}) \cdot C(\theta_{\text{yield},c}^{\text{S}} \cdot m_X) \cdot (\sigma \times BR)^{fid.}}{N_c},
\]  
(8.5)

where \( L \) is the integrated luminosity, \( \theta_{\text{lumi}} \) is the nuisance parameter for uncertainty on luminosity measurement, \( C \) is the correction factor derived for the fiducial acceptance defined in Section 7.1.2. Due to the way the dataset is categorized (to be detailed in Chapter 12), only uncertainties on signal yields are relevant in the *Search Analysis*.

The signal and background pdfs in each category are introduced as follows:
\[
f_c(m_{\gamma\gamma}) = [(N_{\text{sig},c}^{\text{hypo}} + N_{\text{spur},c} \cdot \theta_{\text{spur},c}) \cdot f_{\text{sig},c}(m_{\gamma\gamma}, \theta_{\text{shape},c}^{\text{S}}) + N_{\text{bkg},c} \cdot f_{\text{bkg},c}(m_{\gamma\gamma}, \theta_{\text{shape},bkg,c}^{\text{S}})]/N_c,
\]

where \( \theta_{\text{shape},c}^{\text{S}} \) and \( \theta_{\text{shape},bkg,c}^{\text{S}} \) are nuisance parameters affecting the shapes of the invariant mass distributions of the signal \( f_{\text{S},c} \) and background \( f_{\text{bkg},c} \), respectively.
Apart from the spurious signal, systematic uncertainties are incorporated into the likelihood by multiplying the relevant parameter of the statistical model by a response function. In the case of a Gaussian pdf for the effect of an uncertainty of size \( \sigma \), it can be written as

\[
F_G(\sigma, \theta) = (1 + \sigma \cdot \theta),
\]

(8.6)

and for cases where a negative model parameter does not make physical sense, the log-normal pdf is used instead:

\[
F_{LN}(\sigma, \theta) = e^{\ln(1+\sigma \cdot \theta)}.
\]

(8.7)

In both cases the corresponding component of the constraint product \( G(\theta) \) is a unit Gaussian centered at zero for \( \theta \). The systematic uncertainties affecting the yield (such as luminosity, photon identification etc.) and mass resolution use the log-normal form while a Gaussian form is used for the rest.

The combined likelihood function is essentially the multiplication of the likelihood of individual categories (in the context of categorized analysis) or channels (in the context of statistical combination). When two systematic uncertainties are considered fully correlated, they share the same nuisance parameter and also the same constraint pdf in the combined likelihood, although the magnitude and sign of the uncertainties are still allowed to differ. Systematic uncertainties (e.g. luminosity uncertainties from ATLAS and CMS experiments) with partial correlations are usually first decomposed into their uncorrelated and fully correlated components before being assigned to nuisance parameters.

### 8.2 Statistical tests

Profiled likelihood ratio is the foundation of statistical interpretations of physics results presented in this thesis. Take the combined signal strength \( \mu \) as parameter of interest (the discussion can be easily extended to other cases), the profile likelihood ratio can be constructed as

\[
\Lambda(\mu) = \frac{\mathcal{L}(\mu, \hat{\theta}(\mu))}{\mathcal{L}(\hat{\mu}, \hat{\theta})},
\]

(8.8)

where \( \hat{\mu} \) and \( \hat{\theta} \) are the values of the combined signal strength and nuisance parameters that unconditionally maximize the likelihood, while \( \hat{\theta}(\mu) \) are the values of the nuisance parameters that
maximize the likelihood on the condition that $\mu$ is fixed to a given value. In the following subsections the constructions of test statistics for different purposes are detailed. For all these test statistics, the analytic asymptotic approximations \[106\] are valid for producing results reported in this thesis and will also be provided.

### 8.2.1 Test statistic for discovery of a positive signal

To establish the discovery of a positive signal, the test statistic $q_0$ is used:

\[
q_0 = \begin{cases} 
-2 \ln \Lambda(0) & \text{if } \hat{\mu} > 0 \\
0 & \text{otherwise.}
\end{cases}
\]  

(8.9)

In the definition above a deficit in the data is considered compatible with background-only hypothesis (i.e. $\mu = 0$). The asymptotic sampling distribution $f(q_0|0)$ is half delta function plus half chi-squared function with unit degree of freedom:

\[
f(q_0|0) = \frac{1}{2} \delta(q_0) + \frac{1}{2} \frac{1}{\sqrt{2\pi \sqrt{q_0}}} e^{-q_0/2}.
\]  

(8.10)

The cumulative distribution is found to be simply:

\[
F(q_0|0) = \Phi(\sqrt{q_0}).
\]  

(8.11)

where $\Phi$ is the cumulative distribution of the unit Gaussian. The $p$-value of the $\mu = 0$ hypothesis therefore can be written as:

\[
p_0 = 1 - F(q_0|0).
\]  

(8.12)

### 8.2.2 Test statistic for upper limits

To establish an upper limit on the signal strength parameter $\mu$ of a potential positive signal, the definition of $\Lambda(\mu)$ can be slightly modified, such that a deficit in the data is considered compatible with background-only hypothesis:

\[
\tilde{\Lambda}(\mu) = \begin{cases} 
\Lambda(\mu) & \text{if } \hat{\mu} > 0 \\
\frac{\mathcal{L}(\mu, \hat{\theta}(\mu))}{\mathcal{L}(0, \hat{\theta}(0))} & \text{otherwise.}
\end{cases}
\]  

(8.13)
The test statistic used for limit setting, $\tilde{q}_\mu$, is defined as:

$$\tilde{q}_\mu = \begin{cases} 
-2 \ln \tilde{\Lambda}(\mu) & \text{if } \hat{\mu} \leq \mu \\
0 & \text{otherwise.}
\end{cases} \quad (8.14)$$

The reason for setting $\tilde{q}_\mu = 0$ for $\hat{\mu} > \mu$ is that when setting an upper limit, one would not regard data with $\hat{\mu} > \mu$ as representing less compatibility with $\mu$, and therefore this is not taken as part of the rejection region of the test.

As with the case of discovery, the $p$-value quantifying the level of agreement between the data and hypothesized $\mu$ is defined as

$$p_\mu = \int_{\tilde{q}_\mu, \text{obs}}^{\infty} f(\tilde{q}_\mu | \mu) dq_\mu \quad (8.15)$$

The asymptotic sampling distribution of is found to be:

$$f(\tilde{q}_\mu | \mu') = \Phi\left(\frac{\mu' - \mu}{\sigma}\right) \delta(\tilde{q}_\mu) + \begin{cases} 
\frac{1}{2 \sqrt{2\pi} \tilde{q}_\mu} \exp\left[-\frac{1}{2} \left(\sqrt{\tilde{q}_\mu} - \frac{\mu' - \mu}{\sigma}\right)^2\right] & \text{if } 0 < \tilde{q}_\mu \leq \mu^2/\sigma^2 \\
\frac{1}{\sqrt{2\pi} \mu' \sigma} \exp\left[-\frac{1}{2} \left(\tilde{q}_\mu - \frac{(\mu^2 - 2\mu' \mu')/\sigma^2}{(2\mu/\sigma)^2}\right)^2\right] & \text{otherwise.}
\end{cases} \quad (8.16)$$

The corresponding cumulative distribution is

$$F(\tilde{q}_\mu | \mu') = \begin{cases} 
\Phi\left(\frac{\mu' - \mu}{\sigma}\right) & \text{if } 0 < \tilde{q}_\mu < \mu^2/\sigma^2 \\
\Phi\left(\frac{\tilde{q}_\mu - (\mu^2 - 2\mu' \mu')/\sigma^2}{2\mu/\sigma}\right) & \text{otherwise,}
\end{cases} \quad (8.17)$$

and the $p$-value of the hypothesized $\mu$ is

$$p_\mu = 1 - F(\tilde{q}_\mu | \mu) \quad (8.18)$$

The upper limits presented in this thesis are calculated using the $CL_s$ procedure [107]. The quantity $CL_s$ is defined as

$$CL_s(\mu) = \frac{p_\mu}{1 - p_b} \quad (8.19)$$

where $p_b$ is the $p$-value corresponding to the background-only hypothesis

$$p_b = F(\tilde{q}_\mu | 0) \quad (8.20)$$

The $CL_s$ upper limit on $\mu$ ($\mu_{up}$) is obtained by solving for $CL_s(\mu_{up}) = 5\%$. The $CL_s$ procedure is used to ensure a signal hypothesis is not excluded by the experiment when there is little sensitivity.
As for the bands around the expected limit, a more advanced procedure compared with the one presented in Reference [106] has been used to improve the agreement between asymptotic approximation and pseudo-experiments. Readers can refer to Reference [108] for more technical details.

8.2.3 Test statistic for measurements and compatibility tests

Many measurements discussed in this thesis only involve a single parameter of interest. The test statistic used in such cases \( t_\mu \) is defined as follows:

\[
t_\mu = -2 \ln \Lambda(\mu).
\] (8.21)

The asymptotic sampling distribution \( t_\mu \) follows is simply the chi-squared distribution with one degree of freedom:

\[
f(t_\mu | \mu) = \frac{1}{\sqrt{2\pi}} \frac{1}{\sqrt{t_\mu}} e^{-t_\mu/2},
\] (8.22)

and the corresponding cumulative distribution is

\[
F(t_\mu | \mu) = 2\Phi(\sqrt{t_\mu}) - 1.
\] (8.23)

The total uncertainty \( \pm \delta_\mu \) at the 68% confidence level (CL) of measured signal strength \( \mu \) with best fit value \( \hat{\mu} \) is estimated by finding the points which make \( t_{\hat{\mu}+\delta_\mu} = t_{\hat{\mu}-\delta_\mu} = 1 \). The calculation is usually done through scanning twice of the negative log-likelihood as a function of parameter of interest as to be shown in coming chapters. The statistical component of the total uncertainty is estimated by fixing all the nuisance parameters associated with systematic uncertainties \( \theta' \) to their values from the unconditional maximum likelihood fit, and finding the new points which set \( t_{\mu+\delta_\mu} = 1 \). The total systematic uncertainty is given by the quadratic difference between the total and statistical uncertainties. A more detailed split of the systematic uncertainty can be carried out similarly by fixing corresponding nuisance parameters and then performing quadratic subtractions.

When more than one parameter of interest is evaluated at the same time, the construction of the test statistic can be generalized to:

\[
T(\alpha) = -2 \ln \frac{\mathcal{L}(\alpha, \hat{\theta}(\alpha))}{\mathcal{L}(\hat{\alpha}, \theta)}.
\] (8.24)
The asymptotic sampling distribution \( T(\alpha) \) follows is a chi-squared distribution with \( n \) degrees of freedom, \( n \) being the size of \( \alpha \).

The technical implementations of the statistical procedure is based on the ROOFIT \[109\], ROOSTATS \[110\], and HISTFACTORY \[111\] data modeling and handling packages.
Chapter 9

Discovery of Higgs boson in diphoton decay channel

This chapter details the observation of the Higgs boson in the diphoton decay channel by the ATLAS experiment [12] (Discovery Analysis). The focus will be on event categorization, systematic uncertainties (including background modeling study), and statistical results (including combination with other decay channels). Discussions on other aspects of the analysis have been covered previous chapters (same for other analyses to be reported).

9.1 Event categorization

To increase the sensitivity to a SM Higgs boson signal, in the Discovery Analysis the events are classified into ten mutually exclusive categories with different mass resolutions and signal-to-background ratios.

First, an exclusive Two-jet category concentrating the VBF events is defined. It requires at least two jets with $|\eta| < 4.5$ and $p_T > 25$ GeV. In the analysis of the 8 TeV data, the $p_T$ threshold is raised to 30 GeV for jets with $2.5 < |\eta| < 4.5$. For jets in the ID acceptance ($|\eta| < 2.5$) JVF (defined in Section 5.2.2) is required to be at least 0.75. Motivated by the VBF topology, three additional selections are applied:

1. the difference of the pseudorapidity between the leading and sub-leading jets (ranked by $p_T$) is required to be larger than 2.8;

2. the invariant mass of these two jets needs to be larger than 400 GeV;

3. the azimuthal angle difference between the diphoton system and the system of these two jets has to be larger than 2.6.
With above selections, about 70% of the signal events in the category is expected to be from VBF process.

The rest of the events are divided into nine categories using photon pseudorapidity, photon conversion status and diphoton $p_{Tt}$\footnote{$p_{Tt}$ is preferred over the $p_T$ of diphoton system because it has better resolution and is less correlated with the diphoton invariant mass.} which is defined as:

$$p_{Tt} = \left| \left( p_T^{\gamma 1} + p_T^{\gamma 2} \right) \times \left( p_T^{\gamma 1} - p_T^{\gamma 2} \right) \right| / \left| p_T^{\gamma 1} - p_T^{\gamma 2} \right|.$$  \hspace{1cm} (9.1)

Here $p_T^{\gamma 1}$ and $p_T^{\gamma 2}$ are the transverse momenta of the two photons. Events with both photons unconverted are separated into Unconverted central ($|\eta| < 0.75$ for both candidates) and Unconverted rest (all other events) categories. Events with at least one converted photon are separated into Converted central ($|\eta| < 0.75$ for both candidates), Converted transition (at least one photon with $1.3 < |\eta| < 1.75$) and Converted rest (all other events) categories. Except for the Converted transition category, each category is further divided into low $p_{Tt}$ ($p_{Tt} < 60$ GeV) and high $p_{Tt}$ (otherwise) categories to differentiate signal over background ratio between the two, because the Higgs boson signals, in particular those from non-$ggF$ processes, have more boosted $p_{Tt}$ distributions compared with background processes as shown in Figure 9.1.

The same categorization is applied to the 7 TeV data and the 8 TeV data. The number of data events in each category, as well as the sum of all the categories are given in Table 9.1. The signal resolution difference between the best-resolution category (Unconverted central high $p_{Tt}$) and a category with worse resolution (Converted rest low $p_{Tt}$) is shown in Figure 9.2.
Figure 9.1: Distribution of $p_T^{Tt}$ in simulated events with Higgs boson productions and in background events. The signal distribution is shown separately for $ggF$ (blue), and VBF together with associated productions (red). The background distribution and the two signal distributions are normalized to unit area.
<table>
<thead>
<tr>
<th>√s</th>
<th>7 TeV</th>
<th>8 TeV</th>
<th>FWHM [GeV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Category</td>
<td>N_D</td>
<td>N_S</td>
<td>N_D</td>
</tr>
<tr>
<td>Unconverted central low $p_{Tt}$</td>
<td>2054</td>
<td>10.5</td>
<td>2945</td>
</tr>
<tr>
<td>Unconverted central high $p_{Tt}$</td>
<td>97</td>
<td>1.5</td>
<td>173</td>
</tr>
<tr>
<td>Unconverted rest low $p_{Tt}$</td>
<td>7129</td>
<td>21.6</td>
<td>12136</td>
</tr>
<tr>
<td>Unconverted rest high $p_{Tt}$</td>
<td>444</td>
<td>2.8</td>
<td>785</td>
</tr>
<tr>
<td>Converted central low $p_{Tt}$</td>
<td>1493</td>
<td>6.7</td>
<td>2015</td>
</tr>
<tr>
<td>Converted central high $p_{Tt}$</td>
<td>77</td>
<td>1.0</td>
<td>113</td>
</tr>
<tr>
<td>Converted rest low $p_{Tt}$</td>
<td>8313</td>
<td>21.1</td>
<td>11099</td>
</tr>
<tr>
<td>Converted rest high $p_{Tt}$</td>
<td>501</td>
<td>2.7</td>
<td>706</td>
</tr>
<tr>
<td>Converted transition</td>
<td>3591</td>
<td>9.5</td>
<td>5140</td>
</tr>
<tr>
<td>Two-jet</td>
<td>89</td>
<td>2.2</td>
<td>139</td>
</tr>
<tr>
<td>All categories (inclusive)</td>
<td>23788</td>
<td>79.6</td>
<td>35251</td>
</tr>
</tbody>
</table>

Table 9.1: Number of events in the data ($N_D$) and expected number of signal events ($N_S$) with $m_H = 126.5$ GeV for each category of the Discovery Analysis and total for the 7 TeV and 8 TeV datasets in the mass range 100 − 160 GeV. The mass resolution quantified by full width at half maximum (FWHM) is also given for the 8 TeV data.
Figure 9.2: Invariant mass distributions for a Higgs boson with $m_H = 125$ GeV, for the best-resolution category (Unconverted central high $p_{T\text{t}}$) of the *Discovery Analysis* shown in blue, and for a category with lower resolution (Converted rest low $p_{T\text{t}}$) shown in red, for the $\sqrt{s} = 8$ TeV simulation. The invariant mass distribution is parametrized by the sum of a Crystal Ball function and a broad Gaussian based on the procedure discussed in Chapter 7.1.1.
9.2 Systematic uncertainties

The systematic uncertainties included in the Discovery Analysis are summarized in Table 9.2. The dominant experimental uncertainty on the signal yield (8% for 7 TeV, 11% for 8 TeV) comes from the photon reconstruction and identification efficiency, which is estimated with data using electrons from $Z$ decays and photons from $Z \rightarrow \ell^+\ell^\gamma$ events. Pileup modelling also affects the expected yields and contributes to the uncertainty (4%). Further uncertainties on the integrated signal yield are related to the trigger (1%), photon isolation (about 0.5%) and luminosity (1.8% for 7 TeV, 3.6% for 8 TeV) [112]. Uncertainties on the predicted cross sections and branching ratio have been discussed in Chapter 2. The uncertainty values used are different here due to different hypothesized Higgs boson mass (125 GeV) and also slightly obsolete calculation. All the uncertainties on the signal event yield have no impact on the evaluation of excess significance to be discussed in Section 9.3. They will only affect the measurement of overall signal rate and the limit setting.

As for the migration of signal events between categories, the uncertainty on the knowledge of the material in front of the calorimeter on the migration between converted and unconverted categories is 4%. The uncertainty from pileup on the population of the converted and unconverted categories is 2%. The uncertainty from the jet energy scale (JES) amounts to up to 19% for the Two-jet category, and up to 4% for the other categories. Uncertainty from the JVF modelling is 12% (for the 8 TeV data) for the Two-jet category, estimated from $Z+2$-jets events by comparing data and MC. Uncertainties due to the modelling of the underlying event are 6% for VBF and 30% for other production processes in the Two-jet category. Different PDFs and scale variations in the HQT [15] calculations are used to derive possible event migration among categories (9%) due to the modelling of the Higgs boson kinematics. The theoretical uncertainty associated with the exclusive Higgs boson production process with additional jets is estimated based on the Stewart–Tackmann method [15,113], with the noticeable difference that an explicit calculation of the $ggF$ process at NLO using MCFM [65] in the Two-jet category reduces the uncertainty on this non-negligible contribution to 25%.

The total uncertainty on the mass resolution is 14%. The dominant contribution (12%) comes from the uncertainty on the energy resolution of the calorimeter, which is determined from $Z \rightarrow e^+e^-$.
events. Smaller contributions come from the imperfect knowledge of the material in front of the calorimeter, which affects the extrapolation of the calibration from electrons to photons (6%), and from pileup (4%). As for the mass position of the signal, the uncertainty from photon energy scale is estimated to be 0.6%.

Background fit models and associated potential biases are studied with the procedure discussed in Section 7.2 using three different sets of high statistics background templates which only differ in $\gamma\gamma$ component as discussed in Section 4.4. In addition, the Drell-Yan background component is taken into account from data-driven approach. These components are mixed according to the proportions estimated from data (Section 6.1), and the overall normalization is fixed to the number of data events per category.

A variety of functional forms are considered for the background parametrization: single and double exponential functions, Bernstein polynomials [114] up to seventh order, exponentials of second and third-order polynomials, and exponentials with modified turn-on behavior. The fit range of the background model is fixed to be between 100 GeV and 160 GeV. The spurious signal is evaluated between 110 GeV and 150 GeV, which is the same as the search range. For categories with low statistics, an exponential function is found to have sufficiently small bias, while polynomials and exponentials of polynomials, respectively, are needed for limiting the potential bias to stay within the predefined requirements for the higher-statistics categories.

For the chosen parametrization, the largest absolute spurious signal over the full mass range studied (from 110 GeV to 150 GeV) is used as the systematic uncertainty from background model. The selected parametrizations along with their systematic uncertainties are shown in Table 9.3.

The invariant mass distributions and their composition obtained from the high-statistics simulation model based on SHERPA for the diphoton component have been cross checked against data in different categories, using the same background decomposition method as used for the inclusive sample. Within the statistical uncertainties of data, a good agreement is found for the shapes of the invariant mass distributions.
Table 9.2: Summary of systematic uncertainties on the expected signal considered in the *Discovery Analysis*. The values listed in the table are the relative uncertainties (in %) on given quantities from the various sources investigated for a Higgs boson mass of 125 GeV. The sign in the front of values for each systematic uncertainty indicates correlations among categories and processes. Experimental and theoretical uncertainties are separately marked.
<table>
<thead>
<tr>
<th>Category</th>
<th>Model</th>
<th>$N_{\text{spur}}^{\sqrt{s} = 7 \text{ TeV}}$</th>
<th>$N_{\text{spur}}^{\sqrt{s} = 8 \text{ TeV}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inclusive</td>
<td>4th order pol.</td>
<td>7.3</td>
<td>10.6</td>
</tr>
<tr>
<td>Unconverted central low $p_{\text{Tt}}$</td>
<td>Exp. of 2nd order pol.</td>
<td>2.1</td>
<td>3.0</td>
</tr>
<tr>
<td>Unconverted central high $p_{\text{Tt}}$</td>
<td>Exponential</td>
<td>0.2</td>
<td>0.3</td>
</tr>
<tr>
<td>Unconverted rest low $p_{\text{Tt}}$</td>
<td>4th order pol.</td>
<td>2.2</td>
<td>3.3</td>
</tr>
<tr>
<td>Unconverted rest high $p_{\text{Tt}}$</td>
<td>Exponential</td>
<td>0.5</td>
<td>0.8</td>
</tr>
<tr>
<td>Converted central low $p_{\text{Tt}}$</td>
<td>Exp. of 2nd order pol.</td>
<td>1.6</td>
<td>2.3</td>
</tr>
<tr>
<td>Converted central high $p_{\text{Tt}}$</td>
<td>Exponential</td>
<td>0.3</td>
<td>0.4</td>
</tr>
<tr>
<td>Converted rest low $p_{\text{Tt}}$</td>
<td>4th order pol.</td>
<td>4.6</td>
<td>6.8</td>
</tr>
<tr>
<td>Converted rest high $p_{\text{Tt}}$</td>
<td>Exponential</td>
<td>0.5</td>
<td>0.7</td>
</tr>
<tr>
<td>Converted transition</td>
<td>Exp. of 2nd order pol.</td>
<td>3.2</td>
<td>4.6</td>
</tr>
<tr>
<td>Two-jet</td>
<td>Exponential</td>
<td>0.4</td>
<td>0.6</td>
</tr>
</tbody>
</table>

Table 9.3: List of the functions chosen to model the background distributions of $m_{\gamma\gamma}$ in the *Discovery Analysis*, and the associated systematic uncertainties on the signal amplitudes in terms of spurious signal ($N_{\text{spur}}$) for the ten categories and the 7 TeV and 8 TeV datasets.
9.3 Results

9.3.1 Diphoton invariant mass spectra

The inclusive $m_{\gamma\gamma}$ spectrum is shown in Figure 9.3. The result of a fit including a signal component fixed to $m_H = 126.5$ GeV and a background component described by a fourth-order Bernstein polynomial is superimposed. The $m_{\gamma\gamma}$ spectra correspond to the $\sqrt{s} = 7$ TeV ($\sqrt{s} = 8$ TeV) data are shown in Figure 9.4 (9.5) and Figure 9.6 (9.7) for unconverted and converted categories, respectively, except for the Converted transition category which is shown together with the Two-jet category in Figure 9.8.

![Diphoton invariant mass spectra](image)

Figure 9.3: Distribution of the invariant mass of diphoton candidates after all selections in the Discovery Analysis for the combined 7 TeV and 8 TeV data sample. The result of a fit to the data of the sum of a signal component fixed to $m_H = 126.5$ GeV and a background component described by a fourth-order Bernstein polynomial is superimposed. The bottom panel shows the data relative to the background component of the fitted model.
Figure 9.4: Background-only fits to the diphoton invariant mass spectra for (a) Unconverted central low \( p_{Tt} \), (b) Unconverted central high \( p_{Tt} \), (c) Unconverted rest low \( p_{Tt} \), and (d) Unconverted rest high \( p_{Tt} \) categories of the Discovery Analysis correspond to the 7 TeV data sample. The bottom panel displays the residual of the data with respect to the background fit. The Higgs boson expectation for a mass hypothesis of 126.5 GeV corresponding to the Standard Model cross section is also shown.
Figure 9.5: Background-only fits to the diphoton invariant mass spectra for (a) Unconverted central low $p_{Tt}$, (b) Unconverted central high $p_{Tt}$, (c) Unconverted rest low $p_{Tt}$, and (d) Unconverted rest high $p_{Tt}$ categories of the *Discovery Analysis* correspond to the 8 TeV data sample. The bottom panel displays the residual of the data with respect to the background fit. The Higgs boson expectation for a mass hypothesis of 126.5 GeV corresponding to the Standard Model cross section is also shown.
Figure 9.6: Background-only fits to the diphoton invariant mass spectra for (a) Converted central low $p_T$, (b) Converted central high $p_T$, (c) Converted rest low $p_T$, and (d) Converted rest high $p_T$ categories of the Discovery Analysis correspond to the 7 TeV data sample. The bottom panel displays the residual of the data with respect to the background fit. The Higgs boson expectation for a mass hypothesis of 126.5 GeV corresponding to the Standard Model cross section is also shown.
Figure 9.7: Background-only fits to the diphoton invariant mass spectra for (a) Converted central low $p_T$, (b) Converted central high $p_T$, (c) Converted rest low $p_T$, and (d) Converted rest high $p_T$ categories of the Discovery Analysis correspond to the 8 TeV data sample. The bottom panel displays the residual of the data with respect to the background fit. The Higgs boson expectation for a mass hypothesis of 126.5 GeV corresponding to the Standard Model cross section is also shown.
Figure 9.8: Background-only fits to the diphoton invariant mass spectra for the Two-jet category of the Discovery Analysis correspond to the 7 TeV data (a) and the 8 TeV data (b), and Converted transition categories correspond to the 7 TeV data (c) and the 8 TeV data (d). The bottom panel displays the residual of the data with respect to the background fit. The Higgs boson expectation for a mass hypothesis of 126.5 GeV corresponding to the Standard Model cross section is also shown.
9.3.2 Statistical interpretations

The statistical procedures used to test the background-only hypothesis and to set exclusion limits are described in detail in Chapter 8. The compatibility of the selected events with the background-only hypothesis is quantified by the background-only $p_0$. Scanning the mass range $110 - 150$ GeV with 0.5 GeV step size, the largest deviation observed for the 7 TeV and the 8 TeV data samples are 3.5 standard deviations ($\sigma$) at $m_H = 126$ GeV and 3.4 $\sigma$ at $m_H = 127$ GeV, respectively. For a SM Higgs boson, the expected significances would be 1.6 $\sigma$ and 1.9 $\sigma$ at these hypothesized mass values, respectively. The positions of the two minima are compatible within their uncertainties.

Combining the $\sqrt{s} = 7$ TeV data sample and the $\sqrt{s} = 8$ TeV data sample, the combined $p_0$-value results is shown in Figure 9.9, along with the $p_0$ for the $\sqrt{s} = 7$ TeV and the $\sqrt{s} = 8$ TeV analyses. The largest deviation from background-only hypothesis observed is 4.7 $\sigma$ at $m_H = 126.5$ GeV This is reduced to 4.5 $\sigma$ when taking the energy scale systematic uncertainty into account as shown by circles in the plot. After correction for the look-elsewhere effect [115], a global significance of 3.6 $\sigma$ is found. At this hypothesized mass, the expected $p_0$ value for a SM Higgs boson is $7 \times 10^{-3}$ (2.4 $\sigma$ local significance).

The best fit value for the combined signal strength $\mu$ is obtained from a simultaneous fit to all categories in the $\sqrt{s} = 7$ TeV and $\sqrt{s} = 8$ TeV data samples. The result is shown in Figure 9.10. As the first step towards understanding the properties of the new particle, at $m_H = 126.5$ GeV, the best fit value is found to be $\mu = 1.9 \pm 0.5$, which correspond to about 360 signal events. The best fit signal strengths at $m_H = 126.5$ GeV obtained from fits to the individual categories are in good agreement with the combined fit as shown in Figure 9.11.

Since the analysis is able to separate VBF events from other production modes, a first look into the signal strengths separately for fermion induced production processes ($ggF$ and $t\bar{t}H$) and vector-boson induced production processes (VBF and $VH$) is shown by the likelihood contour in the $\mu_{ggF+t\bar{t}H}$ and $\mu_{VBF+VH}$ plane in Figure 9.12.
Figure 9.9: Expected and observed local $p_0$ values for a Standard Model Higgs boson as a function of the hypothesized Higgs boson mass $m_H$ for the combined analysis and for the $\sqrt{s} = 7$ TeV and $\sqrt{s} = 8$ TeV data samples separately. The observed $p_0$ including the effect of the photon energy scale uncertainty on the mass position is included via pseudo-experiments and shown as open circles.
Figure 9.10: Best fit value for the signal strength as a function of the assumed Higgs boson mass $m_H$ from the Discovery Analysis.

Figure 9.11: Best fit value for the signal strength in the different categories of the Discovery Analysis at $m_H = 126.5$ GeV for the combined $\sqrt{s} = 7$ TeV and $\sqrt{s} = 8$ TeV data samples.
Figure 9.12: The two-dimensional best-fit value of \((\mu_{ggF+t\bar{t}H}, \mu_{VBF+VH})\) from the Discovery Analysis. The 68% and 95% confidence level contours are shown with the solid and dashed lines, respectively.
9.3.3 Combination with other decay channels

To maximize the statistical power for the search of the Higgs boson, the $H \rightarrow \gamma\gamma$ channel is combined with $H \rightarrow ZZ^{(*)} \rightarrow \ell\ell\ell\ell$ and $H \rightarrow WW^{(*)} \rightarrow \ell\nu\ell\nu$ channels following the procedure discussed in Reference [12]. A summary of the excess positions (quantified by $m_H$) and sizes (quantified by $\mu$) in each channel is shown in Figure 9.13. As one can see they are in very good compatibility.

![Figure 9.13](image)

Figure 9.13: Confidence intervals in the $(\mu,m_H)$ plane for the $H \rightarrow \gamma\gamma$ (Discovery Analysis), $H \rightarrow ZZ^{(*)} \rightarrow \ell\ell\ell\ell$, and $H \rightarrow WW^{(*)} \rightarrow \ell\nu\ell\nu$ channels, including all systematic uncertainties. The markers indicate the maximum likelihood estimates in the corresponding channels.

The observed local $p_0$ values from the combination of three channels, using the asymptotic approximation as discussed in Section 8.2, are shown as a function of $m_H$ in Figure 9.14. The largest local significance for the combination of the 7 and 8 TeV data is found for a SM Higgs boson mass hypothesis of $m_H = 126.5$ GeV, where it reaches 6.0 $\sigma$, with an expected value in the presence of a SM Higgs boson signal at that mass of 4.9 $\sigma$. This is conclusive evidence for the discovery of Higgs(-like) boson with mass around 125 GeV. In the next two chapters, properties of this new particle will be measured with larger data sample and better analyses.
Figure 9.14: The observed (solid) local $p_0$ as a function of $m_H$. The dashed curve shows the expected local $p_0$ under the hypothesis of a Standard Model Higgs boson signal at that mass with its $\pm 1\sigma$ band. The horizontal dashed lines indicate the $p$-values corresponding to significances of 1 to 6 $\sigma$. 
Chapter 10

Measurement of Higgs boson couplings in diphoton decay channel

The measurements of Higgs boson couplings based on LHC Run 1 data starts from measuring the rates of different Higgs boson production processes in different decay channels. In $H \rightarrow \gamma \gamma$ channel, these rates are extracted from resonance signals in the diphoton invariant mass spectra of independent categories of events targeting different production modes (Coupling Analysis).

10.1 Event categorization

Compared with the Discovery Analysis, the Coupling Analysis has updated event categorization to better perform measurements of Higgs boson couplings. There are twelve categories introduced in total, which are applied to the 7 TeV and 8 TeV data each. The flowchart showing the sequence the twelve categories is in Figure 10.1 Only events that fail the selections of the previous category can be considered as candidates for the next category, to ensure that the categories are mutually exclusive. The sequence is chosen to prioritize the production modes that are expected to have the lowest signal yields. As to be described in the following subsections, the twelve categories can be classified into four groups depending on the production processes they are targeting at.

10.1.0.1 $t\bar{t}H$ categories

The first group consists of two categories that are designed to select data samples enriched with $t\bar{t}H$ events. $t\bar{t}H$ leptonic category exploits the products of the (semi-)leptonic decay of the top quark pair in a $t\bar{t}H$ event, while the $t\bar{t}H$ hadronic category captures the hadronic decay products of the top quark pair. The selections are optimized for the $t\bar{t}H$ signal, while maintaining good acceptance for the $tH$ signal [41].
Figure 10.1: Illustration of the order in which the criteria for the exclusive event categories in the *Coupling Analysis* are applied to the selected diphoton events. The division of the last category, which is dominated by *ggF* production, into four sub-categories is described in the text.

Events in the $t\bar{t}H$ leptonic category are required to contain at least one electron or muon. Events are retained if either two or more $b$-jets are found or a single $b$-jet is found together with $E_{\text{T}}^{\text{miss}} > 20$ GeV. The $b$-jets are required to have $p_T > 25$ GeV and to be tagged using the 80%
(85%) efficiency working point of the $b$-tagging algorithm \[98\] in the 8 TeV (7 TeV) data. In order to suppress the background contribution from $Z$+jets with $Z \rightarrow e^+e^-$, where an electron is mis-identified as a photon, events with an invariant electron-photon mass between 84 GeV and 94 GeV are rejected.

The $ttH$ hadronic category vetos well-reconstructed and identified electron or muon passing the kinematic cuts described in Chapter \[5\]. The events are then required to fulfill at least one of the following sets of criteria, which take into account the inefficiency of jet reconstruction or flavor tagging while still maintaining low level contamination of non-$ttH$ and non-$tH$ Higgs boson signals by tightening $b$-tagging working point and/or increasing jet $p_T$ selection:

1. at least six jets with $p_T > 25$ GeV out of which two are $b$-tagged using the 80% working point;
2. at least six jets with $p_T > 30$ GeV out of which one is $b$-tagged using the 60% working point;
3. at least five jets with $p_T > 30$ GeV out of which two are $b$-tagged using the 70% working point.

Only the first set of criteria above are applied to the 7 TeV data but with a working point efficiency of 85%.

The fraction of $ttH$ events relative to all signal production passing this selection in the $ttH$ hadronic category is larger than 80%. whereas in the $ttH$ leptonic category it ranges from 73% to 84% depending on the center-of-mass energy. The fractions of $tH$ events in both categories are about 10%. The dominant contamination in $ttH$ hadronic category is from $ggF$, whereas in the $ttH$ leptonic category it is from $WH$.

### 10.1.0.2 $VH$ categories

The second group of categories are optimized to identify $VH$ events. The $VH$ dilepton category is dedicated to the $ZH$ production mode by exploiting the dilepton decay of the $Z$ boson. It requires a pair of opposite-sign electrons or muons, with the dilepton invariant mass required to be in the range between 70 GeV and 110 GeV. These requirements lead to a 99% signal-only purity for $ZH$ production, the remaining 1% coming from $ttH$ production.
The $VH$ **one-lepton** category is optimized mainly to select events with a leptonic decay of the $W$ boson by requiring the presence of one electron or muon. In order to exploit the $E_T^{\text{miss}}$ signature of the $W$ boson decay, the $E_T^{\text{miss}}$ significance, as defined in Section 5.2, is required to be larger than 1.5. Approximately 90% of the signal events in this category are predicted to come from $WH$ production, about 6% from $ZH$ production, and 1 – 2% from $t\bar{t}H$ production.

The $VH E_T^{\text{miss}}$ category is mainly aiming for $ZH$ events with the $Z$ boson decays to two neutrinos, or $WH$ events with the $W$ decays leptonically, but the lepton escapes detection or does not pass the selections. It requires the $E_T^{\text{miss}}$ significance to be larger than 5, roughly equivalent to a direct requirement of $E_T^{\text{miss}} > 70 – 100$ GeV, depending on the value of $\sum E_T$. A further enrichment is obtained by requiring $p_{T\ell}$ greater than 20 GeV. After the event selection approximately 50% of the signal events in this category are predicted to come from $ZH$ production, 40% from $WH$ production, and the remaining 10% mainly from $t\bar{t}H$ production.

The $VH$ **hadronic** category consists of events that include the signature of a hadronically decaying vector boson. They are selected by requiring the presence of two reconstructed jets with a dijet invariant mass $m_{jj}$ in the range between 60 GeV and 110 GeV. The sensitivity is further enhanced by requiring the difference between the pseudorapidities of the diphoton and the dijet systems $|\eta_{\gamma\gamma} - \eta_{jj}|$ to be less than one, and the diphoton $p_{T\ell}$ greater than 70 GeV. The distributions of the discriminating variables used to define the $VH$ hadronic category are shown in Figure 10.2 for signal events from different production modes and for events from data and MC background. The MC background is composed of a mixture of $\gamma\gamma$, $\gamma j$ and $jj$ samples. Approximately 30% (20%) of the events in the $VH$ hadronic category come from $WH$ ($ZH$) production after the selection, while the remaining fraction is mainly accounted for by $ggF$ events surviving the selections.

### 10.1.0.3 VBF categories

The selection of VBF-like events starts from requiring at least two reconstructed jets. The two leading jets (ranked by jet $p_T$) are required to satisfy $|\eta^*| < 5.0$ and $\Delta\eta_{jj} \geq 2.0$, where $\eta^*$ is the pseudorapidity of the diphoton system relative to the average rapidity of the two leading jets $\eta^* \equiv \eta_{\gamma\gamma} - (\eta_{j1} + \eta_{j2})/2$ [116] and $\Delta\eta_{jj}$ is the pseudorapidity separation between the two leading jets. In order to optimize the sensitivity to VBF production mode, after the pre-selection
Figure 10.2: Normalized distributions of the variables described in the text used to sort diphoton events with at least two reconstructed jets into the $VH$ hadronic category of the Coupling Analysis for the data in the sidebands (points), the predicted sum of the $WH$ and $ZH$ signals (red histograms), the predicted signal feed-through from $ggF$, $VBF$, and $t\bar{t}H$ production modes (blue histograms), and the simulation of the $\gamma\gamma$, $\gamma j$, and $jj$ background processes (green histograms). The arrows indicate the selection criteria applied to these observables. The mass of the Higgs boson in all signal samples is $m_H = 125$ GeV.

As described above, a BDT algorithm then combines the following six discriminating variables into a single discriminant that takes into account the correlations among them:

1. $m_{jj}$, the invariant mass of the two leading jets $j_1$ and $j_2$;
2. $\Delta \eta_{jj}$;

3. $p_{T\Delta}$;

4. $\Delta \phi_{\gamma\gamma, jj}$, the azimuthal angle between the diphoton and the dijet systems;

5. $\Delta R^{\min}_{\gamma, jj}$, the minimum separation between the leading/sub-leading photon and the leading/sub-leading jet;

6. $\eta^*$.

After the pre-selection, these variables are found to have little or no correlation to $m_{\gamma\gamma}$, thus ensuring that no biases in the final diphoton mass fit are introduced. The individual separation power between VBF and $ggF$ and prompt $\gamma\gamma$, $\gamma j$ and $jj$ background events is illustrated in Figure 10.3 for each discriminating variable.

The signal sample used to train the BDT is composed of simulated VBF events, while a mixture of samples is used for the background, including simulated $ggF$ events, simulation of the $\gamma\gamma$ background component with SHERPA, and events from data in which one or both photon candidates fail to satisfy the isolation criteria for the reducible $\gamma j$ and $jj$ components. The contribution from $ggF$ to the background sample is normalized to the rate predicted by the SM. The other background components are weighted in order to reproduce the background composition measured in the data.

Events are sorted into two categories with different VBF purities according to the output value of the BDT, $O_{BDT}$:

1. VBF tight: $O_{BDT} \geq 0.83$;

2. VBF loose: $0.3 < O_{BDT} < 0.83$.

Figure 10.4 shows the distributions of $O_{BDT}$ for the VBF signal, feed-through from $ggF$ production, the simulated continuum background, and data from the sidebands. The $O_{BDT}$ distributions of the background MC prediction and the data in the sidebands are in good agreement. As an additional cross-check, the BDT is applied to a large sample of $Z \rightarrow e^+e^-$+jets in data and MC samples. The resulting $O_{BDT}$ distributions are found to be in excellent agreement between data
segmentation is mitigated by increasing the $\eta$ below:

$$p_{T_1} > \eta$$

and $j_{jj}$ defined by $p_{T_1}$ and $\eta$. The loss of sensitivity from not using conversion information and reducing $\eta$ segmentation is mitigated by increasing the $p_{T_1}$ threshold and re-tuning $\eta$ selection as shown below:

Figure 10.3: Normalized kinematic distributions of the six variables describe in the text used to build the Boost Decision Tree that assigns events to the VBF categories of the Coupling Analysis, for diphoton candidates with two well-separated jets ($\Delta\eta_{jj} \geq 2.0$ and $|\eta^*| < 5.0$). Distributions are shown for data sidebands (points) and simulation of the VBF signal (blue histograms), feed-through from $ggF$ production (red histograms), and the continuum QCD background predicted by MC simulation and data control regions (green histograms) as described in the text. The signal VBF and $ggF$ samples are generated with a Higgs boson mass $m_H = 125$ GeV.

and MC. The fraction of VBF events in the VBF tight (loose) category is approximately 80% (60%), the remaining 20% (40%) being contributed by $ggF$ events.

10.1.0.4 Untagged ($ggF$) categories

Compared with the Discovery Analysis, the categorization for the bulk part of the dataset enriched with $ggF$ events (untagged categories) has been simplified from nine (Section 9.1) to four defined by $p_{T_1}$ and $\eta$. The loss of sensitivity from not using conversion information and reducing $\eta$ segmentation is mitigated by increasing the $p_{T_1}$ threshold and re-tuning $\eta$ selection as shown below:
Figure 10.4: Probability distributions of the output of the Boost Decision Tree (BDT) $O_{\text{BDT}}$ for the VBF signal (blue), $ggF$ feed-through (red), continuum QCD background predicted by MC samples and data control regions (green) as described in the text, and data sidebands (points). The two vertical dashed lines indicate the cuts on $O_{\text{BDT}}$ that define the VBF loose and tight categories in the Coupling Analysis. The signal VBF and $ggF$ samples are generated with a Higgs boson mass $m_H = 125$ GeV.

1. **Central low** $p_{Tt}$: $p_{Tt} \leq 70$ GeV and both photons have $|\eta| < 0.95$;

2. **Central high** $p_{Tt}$: $p_{Tt} > 70$ GeV and both photons have $|\eta| < 0.95$;

3. **Forward low** $p_{Tt}$: $p_{Tt} \leq 70$ GeV and at least one photon has $|\eta| \geq 0.95$;

4. **Forward high** $p_{Tt}$: $p_{Tt} > 70$ GeV and at least one photon has $|\eta| \geq 0.95$.

This categorization of the untagged events increases the signal-to-background ratio of the events with high $p_{Tt}$ with a gain of about a factor of three (two) for Central (Forward) categories with respect to low $p_{Tt}$ events as shown in Figure 10.5.

The optimization of the categorization is studied using MC background sample and cross checked using data sideband. Good agreement has been shown between the results from the two approaches. The typical fraction of $ggF$ events in the low (high) $p_{Tt}$ categories is 90% (70%). The remaining 10% (30%) is equally accounted for by the contribution from VBF events and the sum of all the remaining processes.
Figure 10.5: Distributions of $p_{Tt}$ for diphoton candidates in the sidebands in the untagged (a) Central and (b) Forward categories for $\sqrt{s} = 8$ TeV for predicted Higgs boson production processes (solid histograms), the predicted sum of $\gamma\gamma$, $\gamma j$ and $jj$ background processes (green histogram), and data (points). The vertical dashed lines indicate the value used to classify events into the low or high $p_{Tt}$ categories in the Coupling Analysis. The mass for all Higgs boson signal samples is $m_H = 125$ GeV.
10.1.0.5 Summary of categories

The predicted signal efficiencies, which include geometrical and kinematic acceptances, and event fractions per production mode in each category for $m_H = 125.4$ GeV \footnote{\textit{m}_H = 125.4$ GeV is measured from the combination of ATLAS $H \rightarrow \gamma\gamma$ and $H \rightarrow ZZ^{(*)} \rightarrow \ell\ell\ell\ell$ channels. More details will be given in Chapter 11.} are listed in Tables 10.1 and 10.2 for the 7 TeV and 8 TeV data, respectively. The total expected numbers of signal events per category $N_S$ are also shown. The expected contamination of $ggF$ and VBF in the $VH E_T^{\text{miss}}$ category is larger in 7 TeV data than in 8 TeV data due to the poorer resolution of the $E_T^{\text{miss}}$ reconstruction algorithm used in the 7 TeV analysis.

The number of events observed in data in each category is reported in Table 10.3 separately for the 7 TeV and 8 TeV data. The impact of the event categorization described in the previous sections on the uncertainty in the combined signal strength is estimated on a representative signal plus MC background sample generated under the SM hypothesis. The event categorization is found to provide a 20% reduction of the total uncertainty with respect to an inclusive analysis.
Table 10.1: Signal efficiencies $\epsilon$, which include geometrical and kinematic acceptances, and expected signal event fractions $f$ per production mode in each category of the Coupling Analysis for $\sqrt{s} = 7$ TeV and $m_H = 125.4$ GeV. The second-to-last row shows the total efficiency per production process summed over the categories and the overall average efficiency in the far right column. The total number of selected signal events expected in each category $N_S$ is reported in the last column while the total number of selected events expected from each production mode is given in the last row.
<table>
<thead>
<tr>
<th>Category</th>
<th>$ggF$ (%)</th>
<th>VBF (%)</th>
<th>$WH$ (%)</th>
<th>$ZH$ (%)</th>
<th>$t\bar{t}H$ (%)</th>
<th>$bbH$ (%)</th>
<th>$t\bar{t}q\bar{b}$ (%)</th>
<th>$tHW$ (%)</th>
<th>$N_S$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Central low $p_T$</td>
<td>14.1</td>
<td>92.3</td>
<td>7.5</td>
<td>4.0</td>
<td>6.5</td>
<td>1.5</td>
<td>7.2</td>
<td>1.0</td>
<td>135.5</td>
</tr>
<tr>
<td>Central high $p_T$</td>
<td>9.9</td>
<td>73.3</td>
<td>2.5</td>
<td>15.7</td>
<td>1.9</td>
<td>5.5</td>
<td>2.0</td>
<td>3.4</td>
<td>11.3</td>
</tr>
<tr>
<td>Forward low $p_T$</td>
<td>21.6</td>
<td>91.7</td>
<td>11.9</td>
<td>4.1</td>
<td>12.3</td>
<td>1.9</td>
<td>13.0</td>
<td>1.2</td>
<td>16.1</td>
</tr>
<tr>
<td>Forward high $p_T$</td>
<td>1.3</td>
<td>71.9</td>
<td>3.6</td>
<td>16.2</td>
<td>3.2</td>
<td>6.4</td>
<td>3.3</td>
<td>3.9</td>
<td>208.6</td>
</tr>
<tr>
<td>VBF loose</td>
<td>0.4</td>
<td>41.9</td>
<td>7.2</td>
<td>56.5</td>
<td>0.2</td>
<td>0.6</td>
<td>0.2</td>
<td>0.4</td>
<td>9.3</td>
</tr>
<tr>
<td>VBF tight</td>
<td>0.1</td>
<td>19.0</td>
<td>6.4</td>
<td>80.5</td>
<td>&lt; 0.1</td>
<td>0.2</td>
<td>&lt; 0.1</td>
<td>0.1</td>
<td>5.7</td>
</tr>
<tr>
<td>VH hadronic</td>
<td>0.2</td>
<td>45.9</td>
<td>0.1</td>
<td>3.2</td>
<td>3.0</td>
<td>30.3</td>
<td>3.1</td>
<td>18.8</td>
<td>3.2</td>
</tr>
<tr>
<td>$VH E_T^{miss}$</td>
<td>&lt; 0.1</td>
<td>2.3</td>
<td>&lt; 0.1</td>
<td>0.3</td>
<td>1.3</td>
<td>36.9</td>
<td>3.0</td>
<td>51.0</td>
<td>&lt; 0.1</td>
</tr>
<tr>
<td>$VH$ one-lepton</td>
<td>&lt; 0.1</td>
<td>0.5</td>
<td>&lt; 0.1</td>
<td>0.2</td>
<td>4.8</td>
<td>89.8</td>
<td>0.6</td>
<td>6.3</td>
<td>&lt; 0.1</td>
</tr>
<tr>
<td>$VH$ dilepton</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
<td>1.3</td>
<td>99.1</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
</tr>
<tr>
<td>$t\bar{t}H$ hadronic</td>
<td>&lt; 0.1</td>
<td>7.3</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
<td>0.7</td>
<td>&lt; 0.1</td>
<td>1.3</td>
<td>6.9</td>
</tr>
<tr>
<td>$t\bar{t}H$ leptonic</td>
<td>&lt; 0.1</td>
<td>1.0</td>
<td>&lt; 0.1</td>
<td>0.2</td>
<td>&lt; 0.1</td>
<td>0.1</td>
<td>8.1</td>
<td>0.1</td>
<td>2.3</td>
</tr>
<tr>
<td>Total efficiency (%)</td>
<td>38.7</td>
<td>-</td>
<td>39.1</td>
<td>-</td>
<td>33.3</td>
<td>-</td>
<td>33.8</td>
<td>-</td>
<td>30.2</td>
</tr>
<tr>
<td>Events</td>
<td>342.8</td>
<td>28.4</td>
<td>10.7</td>
<td>6.4</td>
<td>1.8</td>
<td>3.6</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
<td>393.8</td>
</tr>
</tbody>
</table>

Table 10.2: Signal efficiencies $\epsilon$, which include geometrical and kinematic acceptances, and expected signal event fractions $f$ per production mode in each category of the Coupling Analysis for $\sqrt{s} = 8$ TeV and $m_H = 125.4$ GeV. The second-to-last row shows the total efficiency per production process summed over the categories and the overall average efficiency in the far right column. The total number of selected signal events expected in each category $N_S$ is reported in the last column while the total number of selected events expected from each production mode is given in the last row.
<table>
<thead>
<tr>
<th>Category</th>
<th>$\sqrt{s} = 7$ TeV</th>
<th>$\sqrt{s} = 8$ TeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Central low $p_Tt$</td>
<td>4400</td>
<td>24080</td>
</tr>
<tr>
<td>Central high $p_Tt$</td>
<td>141</td>
<td>806</td>
</tr>
<tr>
<td>Forward low $p_Tt$</td>
<td>12131</td>
<td>66394</td>
</tr>
<tr>
<td>Forward high $p_Tt$</td>
<td>429</td>
<td>2528</td>
</tr>
<tr>
<td>VBF loose</td>
<td>58</td>
<td>411</td>
</tr>
<tr>
<td>VBF tight</td>
<td>7</td>
<td>67</td>
</tr>
<tr>
<td>$VH$ hadronic</td>
<td>34</td>
<td>185</td>
</tr>
<tr>
<td>$VH$ $E_T^{miss}$</td>
<td>14</td>
<td>35</td>
</tr>
<tr>
<td>$VH$ one-lepton</td>
<td>5</td>
<td>38</td>
</tr>
<tr>
<td>$VH$ dilepton</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>$t\bar{t}H$ hadronic</td>
<td>3</td>
<td>15</td>
</tr>
<tr>
<td>$t\bar{t}H$ leptonic</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>17225</td>
<td>94566</td>
</tr>
</tbody>
</table>

Table 10.3: Number of selected events in each category of the *Coupling Analysis* and total for the 7 TeV and 8 TeV datasets in the mass range $105 - 160$ GeV.
10.2 Systematic uncertainties

The various types of systematic uncertainties are presented in this section according to the way they affect the determination of the signal strengths. The theoretical and experimental uncertainties on the yields of diphoton events from Higgs boson decays are discussed in Section 10.2.1. The systematic uncertainties affecting the event categorization due to migrations of signal events from or to other categories are presented in Section 10.2.2. The systematic uncertainties related to the photon energy scale and resolution are reported in Section 10.2.3. The systematic uncertainties due to potential spurious signals induced by systematic differences between the background parameterization and the background component of the data are obtained with the technique described in Section 7.2 and reported in Section 10.2.4.

10.2.1 Uncertainties on integrated signal yield

10.2.1.1 Theoretical uncertainties

The predicted total cross sections for the signal processes have uncertainties as listed in Table 10.4 for $m_H = 125.4$ GeV, separately for $\sqrt{s} = 7$ TeV and $\sqrt{s} = 8$ TeV. The uncertainties estimated by varying the QCD scales affect the production processes independently, apart from $WH$ and $ZH$ uncertainties, which are treated as fully correlated. For the $tHqb$ and $tHW$ production processes, the scale uncertainties are obtained by varying the renormalization and factorization scales by factors of 1/2 and 2 in the event generators (Section 4.2) and the PDF uncertainties are estimated by studying the impact of the variations within the CT10 [56] PDF set. For the other processes these uncertainties are taken from Reference [16]. The combined uncertainties on the effective luminosities for $gg$- and $qq$-initiated processes due to PDF and $\alpha_S$ uncertainties are independent, but they affect the relevant processes coherently. Both of these sets of uncertainties affect the 7 TeV and the 8 TeV cross sections coherently. The impact of scale and PDF uncertainties on the kinematic acceptance for signal events is found to be negligible relative to the impact of the uncertainties on the cross sections. The uncertainty on the $H \rightarrow \gamma\gamma$ branching ratio for $m_H = 125.4$ GeV is 5%.
<table>
<thead>
<tr>
<th>Process</th>
<th>QCD scale $\sqrt{s} = 7$ TeV</th>
<th>$\sqrt{s} = 8$ TeV</th>
<th>PDF+$\alpha_S$ $\sqrt{s} = 7$ TeV</th>
<th>$\sqrt{s} = 8$ TeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>$ggF$</td>
<td>$7.1$</td>
<td>$7.2$</td>
<td>$7.6$</td>
<td>$7.5$</td>
</tr>
<tr>
<td></td>
<td>$-7.8$</td>
<td>$-7.8$</td>
<td>$-7.1$</td>
<td>$-6.9$</td>
</tr>
<tr>
<td>$VBF$</td>
<td>$0.3$</td>
<td>$0.2$</td>
<td>$2.5$</td>
<td>$2.6$</td>
</tr>
<tr>
<td></td>
<td>$-0.3$</td>
<td>$-0.2$</td>
<td>$-2.1$</td>
<td>$-2.8$</td>
</tr>
<tr>
<td>$WH$</td>
<td>$1.0$</td>
<td>$1.0$</td>
<td>$2.6$</td>
<td>$2.4$</td>
</tr>
<tr>
<td></td>
<td>$-1.0$</td>
<td>$-1.0$</td>
<td>$-2.6$</td>
<td>$-2.4$</td>
</tr>
<tr>
<td>$ZH$</td>
<td>$2.9$</td>
<td>$3.1$</td>
<td>$2.6$</td>
<td>$2.5$</td>
</tr>
<tr>
<td></td>
<td>$-2.9$</td>
<td>$-3.1$</td>
<td>$-2.6$</td>
<td>$-2.5$</td>
</tr>
<tr>
<td>$t\bar{t}H$</td>
<td>$3.2$</td>
<td>$3.8$</td>
<td>$8.4$</td>
<td>$8.1$</td>
</tr>
<tr>
<td></td>
<td>$-9.3$</td>
<td>$-9.3$</td>
<td>$-8.4$</td>
<td>$-8.1$</td>
</tr>
<tr>
<td>$b\bar{b}H$</td>
<td>$10$</td>
<td>$10$</td>
<td>$6.2$</td>
<td>$6.1$</td>
</tr>
<tr>
<td></td>
<td>$-15$</td>
<td>$-15$</td>
<td>$-6.2$</td>
<td>$-6.1$</td>
</tr>
<tr>
<td>$tHqb$</td>
<td>$7$</td>
<td>$6$</td>
<td>$4$</td>
<td>$4$</td>
</tr>
<tr>
<td></td>
<td>$-6$</td>
<td>$-5$</td>
<td>$-4$</td>
<td>$-4$</td>
</tr>
<tr>
<td>$tHW$</td>
<td>$7$</td>
<td>$9$</td>
<td>$10$</td>
<td>$10$</td>
</tr>
<tr>
<td></td>
<td>$-6$</td>
<td>$-7$</td>
<td>$-10$</td>
<td>$-10$</td>
</tr>
</tbody>
</table>

Table 10.4: Theoretical uncertainties (in %) on cross sections for Higgs boson production processes at $\sqrt{s} = 7$ TeV and $\sqrt{s} = 8$ TeV for $m_H = 125.4$ GeV in the Coupling Analysis.

10.2.1.2 Experimental uncertainties

The expected signal yields are affected by the experimental systematic uncertainties listed below.

1. The uncertainties on the integrated luminosities are 1.8% for the 7 TeV data and 2.8% for the 8 TeV data [112]. They are treated as uncorrelated.

2. The trigger efficiencies in data are determined by combining the results from two different measurements. The first measurement is performed with photons in $Z \rightarrow \ell\ell\gamma$ events, where
ℓ is an electron or a muon. These events are collected with lepton-based triggers, making the photon candidates in these samples unbiased with respect to the trigger. The second measurement, based on the bootstrap technique described in Reference [101], is performed on a background-corrected photon sample selected only by a first-level trigger, which has an efficiency of 100% for signal-like photons in events that pass the diphoton selection criteria. Both measurements are dominated by statistical uncertainties. The uncertainties on the trigger efficiencies based on these measurements are estimated to be 0.2% for both the 7 TeV and 8 TeV data and are fully uncorrelated.

3. The uncertainty on the photon identification efficiency for the 8 TeV data is derived from measurements performed with data using three different methods [85] that cover the full $E_T$ spectrum relevant for this analysis. In the first method, the efficiency is measured in a pure and unbiased sample of photons obtained by selecting radiative $Z \to \ell\ell\gamma$ decays without using the photon identification to select the photon, and where $\ell$ is an electron or a muon. In the second method, the photon efficiency is measured using $Z \to e^+e^-$ data by extrapolating the properties of electron showers to photon showers using MC events [85]. In the third method, the photon efficiency is determined from a data sample of isolated photon candidates from prompt $\gamma j$ production after subtracting the measured fraction of $jj$ background events. The combined uncertainty on the photon identification efficiency in data relative to MC simulation ranges between 0.5% and 2.0% depending on the $E_T$ and $\eta$ of the photon and on whether the photon is unconverted or converted and reconstructed with one or two tracks. For the 7 TeV data, more conservative uncertainties, ranging from 4% to 7%, are used because of the stronger correlation of the neural-network-based identification algorithm with the photon isolation, and because it relies more strongly on the correlations between the individual shower shape variables. Because these two effects complicate the measurement of the identification performance in data, conservative uncertainties, taken as the full difference between the efficiencies measured in data and the ones predicted by simulation, are used. The uncertainties on the signal yield due to the uncertainty on the photon identification efficiency are 8.4% for the 7 TeV data and 1.0% for the 8 TeV data and are treated as uncorrelated.
4. The uncertainty on the isolation efficiency is conservatively taken as the full size of the applied correction described in Section 5.1.4. The effect on the signal yield varies among categories (depending on their photon $E_T$ spectrum). These uncertainties, which range between 1.3% and 2.3%, are estimated with the 8 TeV dataset and are assumed to be the same in the 7 TeV data but uncorrelated between the two datasets.

5. Finally, uncertainties on the signal yields due to the photon energy scale and primary vertex selection are found to be negligible relative to the ones discussed above.

The estimated values of the experimental uncertainties for both datasets are summarized in Table 10.5. Larger uncertainties, also shown in the table, on the photon identification and isolation selection efficiencies are assigned to $t\bar{t}H$ categories and $VH$ hadronic category. The presence of large hadronic activity (high jet multiplicity) in these events, which is partially correlated with the photon selection and isolation efficiency, makes it difficult to measure the efficiencies precisely.

<table>
<thead>
<tr>
<th>Uncertainty source</th>
<th>$\sqrt{s} = 7$ TeV</th>
<th>$\sqrt{s} = 8$ TeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Luminosity</td>
<td>1.8</td>
<td>2.8</td>
</tr>
<tr>
<td>Trigger</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Photon Id.</td>
<td>8.4(9.3)</td>
<td>1.0(4.1)</td>
</tr>
<tr>
<td>Isolation</td>
<td>1.3–2.3(3.8)</td>
<td>1.3–2.3(3.8)</td>
</tr>
</tbody>
</table>

Table 10.5: Relative systematic uncertainties on the inclusive yields (in %) for the 7 TeV and 8 TeV datasets. The numbers in parentheses refer to the uncertainties applied to $t\bar{t}H$ and $VH$ categories. The ranges of the category-dependent uncertainties due to the isolation efficiency are reported.

### 10.2.1.3 Sizes of MC samples

While the MC statistics are decent in general, in some categories requiring distinct topologies (for example the presence of lepton(s) or high multiplicity of jets) the MC statistics are significantly reduced for certainly production processes, resulting in non-negligible statistical uncertainties. The impact of these uncertainties on the individual signal strength parameters is estimated for each event category by analyzing representative signal MC samples containing both Higgs boson signal
and continuum background: the signal the sample size is fixed to the one expected in data by the SM predictions, and for the background to the observed numbers of events. The uncertainties that contribute more than 0.1% in quadrature to the total expected uncertainties are retained. The 14 uncertainties that contribute more than 0.1% in quadrature to the total expected uncertainties are propagated, but their contribution is at the level of 1% or less, which is much smaller than the expected statistical uncertainties on the individual signal strengths.

10.2.2 Uncertainties on signal events migration between categories

The impacts of theoretical and experimental uncertainties on the predicted contributions from the various Higgs boson production processes to each event category are summarized in the following.

10.2.2.1 Theory uncertainties

1. The uncertainty on the Higgs boson production cross section through gluon fusion in association with two or more jets is estimated by applying an extension of the Stewart–Tackmann method [113] to predictions made by the MCFM [65] generator. An uncertainty of 20% is assigned to the $ggF$ component in the VBF loose, VBF tight, and $VH$ hadronic categories. Since the VBF categories make use of the azimuthal angle between the diphoton and dijet systems, which is sensitive to the presence of a third jet, additional uncertainties are introduced for the $ggF$ contribution in these categories using a technique described in Reference [16]. These uncertainties are found to be 25% and 52% for the VBF loose and tight categories, respectively.

2. The presence of additional hadronic activity from the underlying event may produce significant migrations of $ggF$ events to the VBF and $t\bar{t}H$ hadronic categories. The uncertainties on the UE modeling are conservatively estimated as the full change in signal migration in MC simulation with and without the UE. The uncertainties are 5–6% of the 18–41% component of $ggF$ in the VBF categories, and 60% of the 8–11% $ggF$ contribution in the $t\bar{t}H$ hadronic category. In addition, the presence of the UE directly affects the $t\bar{t}H$ yield in the $t\bar{t}H$ hadronic and $t\bar{t}H$ leptonic categories by 11% and 3%, respectively. The differences
between the uncertainties for the 7 TeV and 8 TeV data are small. Tables 10.1 and 10.2 show details of the nominal yields of the signal processes in the event categories. The impacts of these uncertainties are small compared with the statistical uncertainties on the signal strengths for these categories.

3. The uncertainty on the modeling of the $p_T$ spectrum of the Higgs boson for the $ggF$ process can cause migrations of events between the low and the high $p_{T\ell}$ categories. The size of the effect has been checked using the HRE52.1 prediction by varying the renormalization, factorization, and two resummation scales. The uncertainties for the high $p_{T\ell}$ categories are estimated from the absolute values of the largest changes in the event categorization caused by the scale variations. Events in the low $p_{T\ell}$ categories are assigned an uncertainty according to the Stewart–Tackmann procedure. The size of the effect varies among categories; it is as large as about 24% in the high $p_{T\ell}$ categories.

4. The VBF selection uses angular variables $\Delta\phi_{jj}$ and $\eta^*$ that involve the two leading jets, as discussed in Section 10.1.0.3. The second jet in the generation of $ggF$ events by POWHEG-BOX+PYTHIA8 predominantly comes from the parton shower generated by PYTHIA8; therefore, the angular correlation between the two jets is not well modeled. The uncertainty due to this modeling is taken to be the difference in the event categorization caused by re-weighting the events in the POWHEG-BOX sample to reproduce the $p_T$ spectrum of the Higgs boson predicted by MNNLO HJJ, which models the angular correlation between the first and second jet produced in gluon fusion to NLO accuracy. The mis-modeling of $\Delta\phi_{jj}$ ($\eta^*$) typically changes the number of $ggF$ events in the VBF tight and loose categories by at most 11.2% (6.6%) and 8.9% (4.8%), respectively.

5. Additional uncertainties are estimated for production processes contributing significantly to the $t\bar{t}H$ categories due to acceptance changes observed when varying the renormalization and factorization scales. The uncertainty on $t\bar{t}H$ production itself is 2% (1%) in the $t\bar{t}H$ leptonic (hadronic) category. An uncertainty of 50% is attributed to the $ggF$ contribution in the $t\bar{t}H$ sensitive categories while an uncertainty of 4–8% is attributed to the $WH$, $tHqb$ and $tHW$ contributions to account for the sensitivity of the acceptance to scale changes. The impact is independent for the three $t\bar{t}H$ and $tH$ production processes, but coherent in
the two \( t\bar{t}H \) event categories and for \( \sqrt{s} = 7 \) TeV and 8 TeV. In addition, the uncertainties on the \( ggF \), VBF and \( WH \) contributions to the \( t\bar{t}H \) categories are assumed to be 100\% to account for the uncertainty on the heavy flavor (HF) fraction in these production processes. The overall impact of these large uncertainties on \( \mu_{t\bar{t}H} \) is about 10\% (and much less for the other signal strength measurements), due to the small contributions from \( ggF \), VBF and \( WH \) production to the \( t\bar{t}H \) categories (Tables 10.1 and 10.2).

10.2.2.2 Experimental uncertainties

The following potential sources of signal migration between categories caused by experimental effects are investigated.

1. Uncertainties related to jet and \( E_T^{\text{miss}} \) reconstruction affect the predicted distributions of signal events from the various production modes among the categories. The effect of the uncertainty on the jet energy scale, jet energy resolution and jet vertex fraction is estimated by varying individually each component of the uncertainties [117]. The effect of the \( E_T^{\text{miss}} \) energy scale and resolution uncertainty is estimated by varying independently the uncertainty in the energy scale and resolution of each type of physics object entering the calculation of \( E_T^{\text{miss}} \) as well as the uncertainty on the scale and resolution of the soft term [99]. There are 20 and 5 uncorrelated components that account for the jet- and \( E_T^{\text{miss}} \)-related uncertainties, respectively. Tables 10.6 and 10.7 show the impact of the jet and \( E_T^{\text{miss}} \) uncertainties. To simplify the presentation of the results, categories and processes for which each source of uncertainty has a similar impact are merged. These uncertainties are fully correlated between the 7 TeV and 8 TeV datasets.

2. The impact of the uncertainty in the \( b \)-tagging efficiency on the migration of events to and from the \( t\bar{t}H \) categories is decomposed into 10 (3) independent contributions in the 8 TeV (7 TeV) data analysis. The uncertainty on the \( t\bar{t}H \) yield in the \( t\bar{t}H \) categories from the uncertainty on the \( b \)-tagging efficiency ranges from 1 to 3\%. The uncertainties affecting other production processes that have the largest impact on the yield in the \( t\bar{t}H \) categories are 20-30\% of the \( ggF \) component in the hadronic category and 6-7\% to the \( WH \) contribution in the leptonic channel.
3. The total impact of the lepton reconstruction, identification and isolation uncertainties on any of the selection efficiencies and event fractions of the signal production processes for the event categories in Tables 10.1 and 10.2 is found to be below 1%.

<table>
<thead>
<tr>
<th>Category</th>
<th>$ggF$</th>
<th>VBF</th>
<th>$\bar{t}H$</th>
<th>$WH+ZH$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Central+Forward low $p_Tt$</td>
<td>0.1</td>
<td>2.9</td>
<td>4.0</td>
<td>0.1</td>
</tr>
<tr>
<td>Central+Forward high $p_Tt$</td>
<td>1.1</td>
<td>4.5</td>
<td>3.5</td>
<td>1.4</td>
</tr>
<tr>
<td>VBF loose</td>
<td>12</td>
<td>4.4</td>
<td>7.6</td>
<td>13</td>
</tr>
<tr>
<td>VBF tight</td>
<td>13</td>
<td>9.1</td>
<td>6.3</td>
<td>17</td>
</tr>
<tr>
<td>$VH$ hadronic</td>
<td>2.8</td>
<td>4.1</td>
<td>9.5</td>
<td>2.5</td>
</tr>
<tr>
<td>$VH \ E_T^{miss}$</td>
<td>2.6</td>
<td>9.0</td>
<td>1.2</td>
<td>0.2</td>
</tr>
<tr>
<td>$VH$ one-lepton</td>
<td>4.9</td>
<td>6.2</td>
<td>2.8</td>
<td>0.5</td>
</tr>
<tr>
<td>$VH$ dilepton</td>
<td>0</td>
<td>0</td>
<td>5.1</td>
<td>1.0</td>
</tr>
<tr>
<td>$t\bar{t}H$ hadronic</td>
<td>11</td>
<td>21</td>
<td>7.3</td>
<td>22</td>
</tr>
<tr>
<td>$t\bar{t}H$ leptonic</td>
<td>37</td>
<td>7.7</td>
<td>0.5</td>
<td>7.4</td>
</tr>
</tbody>
</table>

Table 10.6: Relative uncertainties (in %) on the Higgs boson signal yield in each category of the Coupling Analysis and for each production process induced by the combined effects of the systematic uncertainties on the jet energy scale, jet energy resolution and jet vertex fraction. These uncertainties are approximately the same for the 7 TeV and the 8 TeV data.

10.2.3 Uncertainties on signal mass resolution and mass scale

10.2.3.1 Diphoton mass resolution

The precise determination of the uncertainty on the signal strengths due to the diphoton mass resolution is a key point in this analysis. It defines the range over which the signal model width is allowed to change in the fit, thus directly affecting the estimation of the number of signal events. The energy resolution and its uncertainty for photons are estimated by extrapolating from the ones for electrons. The electron energy resolution and its uncertainty are measured in data using $Z \rightarrow e^+e^-$ events that, however, can only provide constraints for electrons with $p_T \simeq 40$ GeV. The extrapolation from electrons to photons and to different energy ranges relies on an accurate
Table 10.7: Relative uncertainties (in %) on the Higgs boson signal yield in each category of the Coupling Analysis and for each production process induced by systematic uncertainty on the $E_T^{\text{miss}}$ energy scale and resolution. The uncertainties, which are approximately the same for the 7 TeV and 8 TeV data, are obtained by summing in quadrature the impacts on the signal yield of the variation of each component of the $E_T^{\text{miss}}$ energy scale within its uncertainty.

<table>
<thead>
<tr>
<th>Category</th>
<th>$ggF+$VBF</th>
<th>$t\bar{t}H$</th>
<th>$WH$</th>
<th>$ZH$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Untagged</td>
<td>0.0</td>
<td>0.2</td>
<td>0.1</td>
<td>0.2</td>
</tr>
<tr>
<td>VBF loose</td>
<td>0.0</td>
<td>1.0</td>
<td>0.1</td>
<td>0.2</td>
</tr>
<tr>
<td>VBF tight</td>
<td>0.0</td>
<td>2.7</td>
<td>1.1</td>
<td>0.0</td>
</tr>
<tr>
<td>$VH$ hadronic</td>
<td>0.0</td>
<td>0.7</td>
<td>0.0</td>
<td>0.1</td>
</tr>
<tr>
<td>$VH$ $E_T^{\text{miss}}$</td>
<td>35</td>
<td>1.1</td>
<td>1.3</td>
<td>0.9</td>
</tr>
<tr>
<td>$VH$ one-lepton</td>
<td>4.5</td>
<td>0.6</td>
<td>0.4</td>
<td>4.0</td>
</tr>
<tr>
<td>$VH$ dilepton</td>
<td>0.0</td>
<td>2.0</td>
<td>0.0</td>
<td>0.1</td>
</tr>
<tr>
<td>$t\bar{t}H$ hadronic</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>$t\bar{t}H$ leptonic</td>
<td>1.9</td>
<td>0.1</td>
<td>1.0</td>
<td>3.0</td>
</tr>
</tbody>
</table>

modeling of the resolution in the detector simulation. In the model used in this analysis, the total resolution is described in terms of four energy-dependent contributions [82]:

1. the asymptotic resolution at high energy, i.e. the constant term;
2. the intrinsic sampling fluctuations of the calorimeter;
3. the effect of passive material upstream of the calorimeter;
4. the electronic and pileup noise.

The effects on the various categories due to the four contributions to the uncertainty in the mass resolution are summarized in Table 10.8 for the 8 TeV data: the typical relative uncertainty on the diphoton mass resolution obtained from the sum in quadrature of these contributions is 10 – 15% for $m_H \simeq 125$ GeV. The uncertainties for the 7 TeV data are very similar except for the reduced size of the pileup contribution, which ranges from 0.9% to 1.4%. These four contributions are
uncorrelated while each contribution affects both of the parametric width parameters $\sigma_{CB}$ and $\sigma_{GA}$ in the signal model (Section 7.1) for all the categories and for both the 7 TeV and 8 TeV data coherently.

<table>
<thead>
<tr>
<th>Category</th>
<th>Constant term</th>
<th>Sampling term</th>
<th>Material modeling term</th>
<th>Noise term</th>
</tr>
</thead>
<tbody>
<tr>
<td>Central low $p_{Tt}$</td>
<td>7.5</td>
<td>2.6</td>
<td>4.9</td>
<td>2.6</td>
</tr>
<tr>
<td>Central high $p_{Tt}$</td>
<td>9.6</td>
<td>5.6</td>
<td>6.2</td>
<td>1.7</td>
</tr>
<tr>
<td>Forward low $p_{Tt}$</td>
<td>9.9</td>
<td>1.3</td>
<td>6.0</td>
<td>2.1</td>
</tr>
<tr>
<td>Forward high $p_{Tt}$</td>
<td>12</td>
<td>2.8</td>
<td>7.8</td>
<td>1.9</td>
</tr>
<tr>
<td>VBF loose</td>
<td>9.4</td>
<td>2.6</td>
<td>6.0</td>
<td>2.1</td>
</tr>
<tr>
<td>VBF tight</td>
<td>10</td>
<td>3.8</td>
<td>6.5</td>
<td>2.1</td>
</tr>
<tr>
<td>$VH$ hadronic</td>
<td>11</td>
<td>4.0</td>
<td>7.2</td>
<td>1.6</td>
</tr>
<tr>
<td>$VH E_{T}^{\text{miss}}$</td>
<td>11</td>
<td>3.6</td>
<td>7.4</td>
<td>1.7</td>
</tr>
<tr>
<td>$VH$ one-lepton</td>
<td>9.8</td>
<td>2.8</td>
<td>6.3</td>
<td>2.1</td>
</tr>
<tr>
<td>$VH$ dilepton</td>
<td>9.5</td>
<td>2.7</td>
<td>6.2</td>
<td>2.1</td>
</tr>
<tr>
<td>$t\bar{t}H$ hadronic</td>
<td>9.6</td>
<td>3.6</td>
<td>6.3</td>
<td>1.9</td>
</tr>
<tr>
<td>$t\bar{t}H$ leptonic</td>
<td>9.5</td>
<td>3.4</td>
<td>6.2</td>
<td>2.1</td>
</tr>
</tbody>
</table>

Table 10.8: Systematic uncertainties on the diphoton mass resolution for the 8 TeV data (in %) due to the four contributions described in the text. For each category of the Coupling Analysis, the uncertainty is estimated by using a simulation of the Higgs boson production process which makes the largest contribution to the signal yield.

10.2.3.2 Diphoton mass scale

The uncertainties on the diphoton mass scale affect the position of the signal mass peak through variations of the peak of the Crystal Ball ($\mu_{CB}$) and Gaussian ($\mu_{GA}$) components of the signal model (Section 7.1). The dominant systematic uncertainties on the position of the mass peak arise from uncertainties on the photon energy scale. These uncertainties, discussed in detail in References. [82,118], are propagated to the diphoton mass distribution in the signal model for each
of the twelve categories. The total uncertainty on the position of the mass peak from the photon energy scale systematic uncertainties ranges from 0.18% to 0.31% depending on the category. A second contribution, varying from 0.02% to 0.31%, comes from the choice of the background model and is evaluated using the technique presented in Reference \[118\]. Finally, the systematic uncertainty on the mass scale related to the reconstruction of the diphoton vertex is estimated to be 0.03% for all the categories. As to be discussed in Section 10.3, the uncertainty on the diphoton mass scale is expected to flatten the dependence of $\mu$ as a function of $m_H$ in the region around the true value of $m_H$.

10.2.4 Uncertainties on background model

The background parameterizations are selected using MC samples or control samples of data as described in the following.

For the four untagged, the two VBF, the $VH$ hadronic and $E_\text{miss}$ categories, the background parameterizations are tested with a mixture of $\gamma\gamma$, $\gamma j$ and $\gamma j$ samples with detector effect smearing as mentioned in Chapter 4. They are mixed based on composition studies based on a double two-dimensional sideband method as discussed in Section 6.2, and the overall normalization of each template is determined to be the observed number of events summarized in Table 10.3.

For the $VH$ $E_\text{miss}$ category, since the effect of the $E_\text{miss}$ cut on the background shape is found to be negligible, it is not applied to the MC events. The background samples for the $VH$ one-lepton category are also obtained from the MC $\gamma\gamma$ and $\gamma j$ events introduced previously, where one jet is treated as a lepton for the category selection.

An example of the diphoton invariant mass distributions in data and a MC background sample is shown in Figure 10.6(a) for the Central low $p_Tt$ category. For each category, the simulation describes the distributions of the data sufficiently well (apart from the signal region $m_{\gamma\gamma} \sim 125$ GeV) to be used to select the parameterization of the background model and to assess the corresponding systematic uncertainty on the signal yield.

A sample of fully simulated $Z\gamma\gamma$ events is used for the $VH$ dilepton category since the contributions from $Z\gamma+$jets and $Z+$jets events are estimated to be negligible after the event selection.
Figure 10.6: (a) The distributions of diphoton invariant mass \( m_{\gamma\gamma} \) in the untagged Central low \( p_T \) category in data (points), and simulation samples for the \( \gamma\gamma \), \( \gamma j \) and \( jj \) components of the continuum background (shaded cumulative histograms). The lower plot shows the ratio of data to simulation. (b) Ratio of the fitted number of signal events to the number expected for the Standard Model \( \mu_{sp}(m_H) \) as a function of the test mass \( m_H \) for the untagged Central low \( p_T \) category. A single fit per value of \( m_H \) is performed on the representative pure MC background sample described in the text with signal plus a variety of background parameterizations (exp1, exp2, exp3 for the exponentials of first, second or third-order polynomials, respectively, and bern3, bern4, bern5 for third, fourth and fifth-order Bernstein polynomials, respectively). The bias criteria discussed in Section 7.2 are indicated by the dashed lines.

For the \( t\bar{t}H \) categories, the background parameterizations are tested on data control samples obtained by inverting photon identification criteria, isolation and the \( b \)-tagging, replacing the electron(s) with jet(s) and/or loosening the requirement on the number of jets. Multiple background templates are prepared and two typical ones are shown in Figure 10.7.

The selection of the parameterization for the background model follows the procedure discussed in Section 7.2. The fit range for the distributions of \( m_{\gamma\gamma} \) is from 105 GeV to 160 GeV for all categories. The spurious signals are evaluated in the mass range between 119 GeV and
Figure 10.7: Comparison of the $m_{\gamma\gamma}$ distributions in data in the signal and control regions for $t\bar{t}H$ hadronic and $t\bar{t}H$ leptonic categories. The background shapes are extracted from data in control regions obtained by removing b-tagging requirement, relaxing the number of jets requirement and replacing leptons with jets (in $t\bar{t}H$ leptonic category only).

135 GeV, which was decided a priori to cover a region of approximately five times the expected signal mass resolution on either side of the value of $m_H$ measured by ATLAS in the $H \rightarrow \gamma\gamma$ channel \cite{119}. The spurious signal normalized to the expected number of signal events is shown in Figure 10.6(b) for different candidate background models as functions of the test mass $m_H$ for the Central low $p_Tt$ category. The candidate parameterizations include polynomials on the index of the exponential and Bernstein polynomials \cite{114}. The bands representing the criteria are also shown.

As shown in Table 10.9 all the categories in the Coupling Analysis can be modeled either by exponential or exponential of second-order polynomial. The former works for categories with low statistics (all the non-$ggF$ categories and Central high $p_Tt$ category), while the latter is only need for high statistics categories. The largest spurious signal in the mass range between 119 GeV and 135 GeV of a chosen parameterization is assigned as the systematic uncertainty for background modeling.

For $VH E_T^{\text{miss}}$, $VH$ one-lepton, $VH$ dilepton and both $t\bar{t}H$ categories, the expected number of data events in the 7 TeV data sideband has very high chance to be less than two (an exponential function needs to be constrained by at least two events). To ensure the 7 TeV background modeling
is working properly, the exponential slopes in these categories are correlated between the 7 TeV and 8 TeV. In $t\bar{t}H$ categories additional systematic uncertainty is assigned on this assumption.

<table>
<thead>
<tr>
<th>Category</th>
<th>Model</th>
<th>$\sqrt{s} = 7$ TeV</th>
<th>$\sqrt{s} = 8$ TeV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N_{\text{spur}}$</td>
<td>$\mu_{\text{spur}}$</td>
<td>$N_{\text{spur}}$</td>
</tr>
<tr>
<td>Central low $p_{Tt}$</td>
<td>Exp. of 2nd order pol.</td>
<td>1.1</td>
<td>0.041</td>
</tr>
<tr>
<td>Central high $p_{Tt}$</td>
<td>Exponential</td>
<td>0.1</td>
<td>0.029</td>
</tr>
<tr>
<td>Forward low $p_{Tt}$</td>
<td>Exp. of 2nd order pol.</td>
<td>0.6</td>
<td>0.016</td>
</tr>
<tr>
<td>Forward high $p_{Tt}$</td>
<td>Exp. of 2nd order pol.</td>
<td>0.3</td>
<td>0.088</td>
</tr>
<tr>
<td>VBF loose</td>
<td>Exponential</td>
<td>0.2</td>
<td>0.091</td>
</tr>
<tr>
<td>VBF tight</td>
<td>Exponential</td>
<td>&lt; 0.1</td>
<td>0.031</td>
</tr>
<tr>
<td>$VH$ hadronic</td>
<td>Exponential</td>
<td>0.1</td>
<td>0.14</td>
</tr>
<tr>
<td>$VH$ $E_{T}^{\text{miss}}$</td>
<td>Exponential</td>
<td>0.1</td>
<td>0.18</td>
</tr>
<tr>
<td>$VH$ one-lepton</td>
<td>Exponential</td>
<td>&lt; 0.1</td>
<td>0.094</td>
</tr>
<tr>
<td>$VH$ dilepton</td>
<td>Exponential</td>
<td>&lt; 0.1</td>
<td>0.080</td>
</tr>
<tr>
<td>$t\bar{t}H$ hadronic</td>
<td>Exponential</td>
<td>0.1</td>
<td>0.86</td>
</tr>
<tr>
<td>$t\bar{t}H$ leptonic</td>
<td>Exponential</td>
<td>&lt; 0.1</td>
<td>0.10</td>
</tr>
</tbody>
</table>

Table 10.9: List of the functions chosen to model the background distributions of $m_{\gamma\gamma}$ in the Coupling Analysis, and the associated systematic uncertainties on the signal amplitudes in terms of spurious signal ($N_{\text{spur}}$) and its ratio to the predicted number of signal events in each category ($\mu_{\text{spur}}$) for the twelve categories and the 7 TeV and 8 TeV datasets.

### 10.3 Results

#### 10.3.1 Diphoton invariant mass spectra

The observed diphoton invariant mass $m_{\gamma\gamma}$ distribution for the sum of the 7 TeV and 8 TeV data is shown in Figure [10.8] for the inclusive case. It is also shown for untagged (Figure [10.9]), VBF (Figure [10.10]), $VH$ (Figure [10.11]) and $t\bar{t}H$ (Figure [10.12]) categories. The results of signal plus background fits to these spectra with $m_H$ set to 125.4 GeV are shown together with the separate
signal and background components. Both the signal plus background and background-only curves reported here are obtained from the sum of the individual curves in 7 TeV and 8 TeV categories.

Figure 10.8: Distribution of the invariant mass of diphoton candidates after all selections in the Coupling Analysis for the combined 7 TeV and 8 TeV data sample. The solid red curve shows the fitted signal plus background model where the Higgs boson mass is fixed at 125.4 GeV. The background component of the fit is shown with the dotted blue curve. The signal component of the fit is shown with the solid black curve. Both the signal plus background and background-only curves reported here are obtained from the sum of the individual curves in 7 TeV and 8 TeV categories. The bottom panel shows the data relative to the background component of the fitted model.
Figure 10.9: Diphoton invariant mass spectra observed in the 7 TeV and 8 TeV data in the untagged categories of the Coupling Analysis: Central low $p_T\ell\ell$ (a), Central high $p_T\ell\ell$ (b), Forward low $p_T\ell\ell$ (c), and Central high $p_T\ell\ell$ (d).
Figure 10.10: Diphoton invariant mass spectra observed in the 7 TeV and 8 TeV data in the VBF categories of the Coupling Analysis: VBF loose (a) and VBF tight (b).
Figure 10.11: Diphoton invariant mass spectra observed in the 7 TeV and 8 TeV data in the \( VH \) categories of the Coupling Analysis: \( VH \) hadronic (a), \( VH \ E_{T}^{\text{miss}} \) (b), \( VH \) one-lepton (c) and \( VH \) dilepton (d).
Figure 10.12: Diphoton invariant mass spectra observed in the 7 TeV and 8 TeV data in the $t\bar{t}H$ categories of the *Coupling Analysis*: $t\bar{t}H$ leptonic (a) and $t\bar{t}H$ hadronic.
10.3.2 Signal strength measurements

The signal strengths are measured with the procedure described in Chapter 8. The profile of the negative log-likelihood ratio of the combined signal strength $\mu$ for $m_{H} = 125.4$ GeV is shown in Figure 10.13.

![Figure 10.13: The profile of the negative log-likelihood ratio $\lambda(\mu)$ of the combined signal strength $\mu$ for $m_{H} = 125.4$ GeV. The observed result is shown by the solid curve, the expectation from the Standard Model by the dashed curve. The intersections of the solid and dashed curves with the horizontal dashed line at $\lambda(\mu) = 1$ indicate the 68% confidence intervals of the observed and expected results, respectively.](image)

The local significance of the observed combined excess of events is $5.2 \sigma$ ($4.6 \sigma$ expected). The combined signal strength is measured to be

$$\mu = 1.17 \pm 0.27$$

$$= 1.17 \pm 0.23 \, \text{(stat.)} \pm 0.10 \, \text{(syst.)} \pm 0.12 \, \text{(theory)}$$

(10.1)
The signal strengths measured in the individual event categories are shown in Figure 10.14 (a). The signal strengths measured in the four groups of categories based on production modes described in Section 10.1 are presented in Figure 10.14 (b). All of the individual and grouped signal strengths are compatible with the combined signal strength.

Figure 10.14: The signal strength for a Higgs boson of mass \( m_H = 125.4 \text{ GeV} \) decaying via \( H \to \gamma\gamma \) as measured (a) in the individual categories of the *Coupling Analysis*, and (b) in groups of categories sensitive to individual production modes for the combination of the 7 TeV and 8 TeV data together with the combined signal strength. The vertical hatched band indicates the 68% confidence interval of the combined signal strength. The vertical dashed line at unity indicates the Standard Model expectation. The vertical dashed red line indicates the limit below which the fitted signal plus background mass distribution for the \( t\bar{t}H \) hadronic category becomes negative for some mass in the fit range. The \( VH \) dilepton category is not shown because with only two events in the combined sample, the fit results are not meaningful.

The impacts of the main sources of systematic uncertainty presented in Section 10.2 on the combined signal strength parameter measurement are presented in Table 10.10. They are determined from the difference in quadrature between the nominal uncertainty and change in the 68% CL range on \( \mu \) when the corresponding nuisance parameters are fixed to their best fit values. The sums of the squares of the theoretical uncertainties linked to the QCD scales, PDFs, and \( H \to \gamma\gamma \)
branching ratio account for approximately 50% of the square of the total systematic uncertainty. The dominant experimental uncertainty is from the photon energy resolution, which represents approximately 30% of the total systematic uncertainty (as above in terms of its contribution to the square of the total systematic uncertainty). In the fit to extract the signal strengths, the post-fit values of the most relevant nuisance parameters (those apart from the ones of the background model) do not show significant deviations from their prefit input values.

<table>
<thead>
<tr>
<th>Uncertainty group</th>
<th>$\sigma_{\text{syst.}}^{\mu}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theory (yield)</td>
<td>0.09</td>
</tr>
<tr>
<td>Experimental (yield)</td>
<td>0.02</td>
</tr>
<tr>
<td>Luminosity</td>
<td>0.03</td>
</tr>
<tr>
<td>MC statistics</td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td>Theory (migrations)</td>
<td>0.03</td>
</tr>
<tr>
<td>Experimental (migrations)</td>
<td>0.02</td>
</tr>
<tr>
<td>Resolution</td>
<td>0.07</td>
</tr>
<tr>
<td>Mass scale</td>
<td>0.02</td>
</tr>
<tr>
<td>Background shape</td>
<td>0.02</td>
</tr>
</tbody>
</table>

Table 10.10: Main systematic uncertainties $\sigma_{\text{syst.}}^{\mu}$ on the combined signal strength parameter $\mu$ measured from the *Coupling Analysis*. The values for each group of uncertainties are determined by subtracting in quadrature from the total uncertainty the change in the 68% confidence level range on $\mu$ when the corresponding nuisance parameters are fixed to their best fit values. The experimental uncertainty on the yield does not include the luminosity contribution, which is accounted for separately.
In addition to the combined signal strength, the signal strengths of the primary production processes are determined by exploiting the sensitivities of the analysis categories to specific production processes, and found to be (see also Figure 10.15):

\[
\mu_{ggF} = 1.32 \pm 0.38
\]

\[= 1.32 \pm 0.32 \text{ (stat.)} +0.13_{-0.09} \text{ (syst.)} +0.19_{-0.11} \text{ (theory)} \quad (10.2)
\]

\[
\mu_{VBF} = 0.8 \pm 0.7
\]

\[= 0.8 \pm 0.7 \text{ (stat.)} +0.2_{-0.1} \text{ (syst.)} +0.2_{-0.3} \text{ (theory)} \quad (10.3)
\]

\[
\mu_{WH} = 1.0 \pm 1.6
\]

\[= 1.0 \pm 1.5 \text{ (stat.)} +0.3_{-0.1} \text{ (syst.)} +0.2_{-0.3} \text{ (theory)} \quad (10.4)
\]

\[
\mu_{ZH} = 0.1 +3.7_{-0.1}
\]

\[= 0.1 +3.6_{-0.1} \text{ (stat.)} +0.7_{-0.0} \text{ (syst.)} +0.1_{-0.0} \text{ (theory)} \quad (10.5)
\]

\[
\mu_{t\bar{t}H} = 1.6 +2.7_{-1.8}
\]

\[= 1.6 +2.6_{-1.8} \text{ (stat.)} +0.6_{-0.4} \text{ (syst.)} +0.5_{-0.2} \text{ (theory)} \quad (10.6)
\]

In this measurement, both \(\mu_{t\bar{t}H}\) and \(\mu_{b\bar{b}H}\) are fixed to the SM expectations at unity. The correlation between the fitted values of \(\mu_{ggF}\) and \(\mu_{VBF}\) has been studied by still fixing both \(\mu_{t\bar{t}H}\) and \(\mu_{b\bar{b}H}\) to 1 and profiling\(^2\) the remaining signal strengths \(\mu_{ZH}\), \(\mu_{WH}\), and \(\mu_{t\bar{t}H}\). The best-fit values of \(\mu_{ggF}\) and \(\mu_{VBF}\) and the 68% and 95% CL contours are shown in Figure 10.16.

In order to test the production through VBF, \(VH\) and \(t\bar{t}H\) processes independent of the \(H \rightarrow \gamma\gamma\) branching ratio, the ratios \(\mu_{VBF}/\mu_{ggF}\), \(\mu_{VH}/\mu_{ggF}\), and \(\mu_{t\bar{t}H}/\mu_{ggF}\) are fitted separately by fixing \(\mu_{t\bar{t}H}\) and \(\mu_{b\bar{b}H}\) to unit and profiling the remaining signal strengths. The measured ratios are

\[
\mu_{VBF}/\mu_{ggF} = 0.6 +0.8_{-0.5}. \quad (10.7)
\]

\[
\mu_{VH}/\mu_{ggF} = 0.6 +1.1_{-0.6}. \quad (10.8)
\]

\[
\mu_{t\bar{t}H}/\mu_{ggF} = 1.2 +2.2_{-1.4}. \quad (10.9)
\]

They are not significantly different from zero, and are consistent with the SM predictions of unity. Likelihood scans of these ratios are presented in Figure 10.17.

\(^2\) Profiling here means maximizing the likelihood with respect to all parameters apart from the parameters of interest \(\mu_{ggF}\) and \(\mu_{VBF}\).
Figure 10.15: Measured signal strengths, for a Higgs boson of mass $m_H = 125.4$ GeV decaying via $H \to \gamma\gamma$, of the different Higgs boson production modes and the combined signal strength $\mu$ obtained with the combination of the 7 TeV and 8 TeV data in the Coupling Analysis. The vertical dashed line at unity indicates the Standard Model expectation. The vertical dashed line at the left end of the $\mu_{ZH}$ result indicates the limit below which the fitted signal plus background mass distribution becomes negative for some mass in the fit range.
Figure 10.16: The two-dimensional best-fit value of \((\mu_{VBF}, \mu_{ggF})\) for a Higgs boson of mass \(m_H = 125.4\) GeV decaying via \(H \rightarrow \gamma\gamma\) when fixing both \(\mu_{tH}\) and \(\mu_{b\bar{b}H}\) to 1 and profiling all the other signal strength parameters in the Coupling Analysis. The 68% and 95% confidence level contours are shown with the solid and dashed lines, respectively. The result is obtained for \(m_H = 125.4\) GeV and the combination of the 7 TeV and 8 TeV data.
Figure 10.17: Measurements of the $\mu_{VBF}/\mu_{ggF}$, $\mu_{VH}/\mu_{ggF}$ and $\mu_{ttH}/\mu_{ggF}$ ratios and their total errors for a Higgs boson mass $m_H = 125.4$ GeV in the *Coupling Analysis*. For a more complete illustration, the log-likelihood curves from which the total uncertainties are extracted are also shown: the best fit values are represented by the solid vertical lines, with the total $\pm 1\sigma$ and $\pm 2\sigma$ uncertainties indicated by the dark- and light-shaded band, respectively. The likelihood curve and uncertainty bands for $\mu_{VH}/\mu_{ggF}$ stop at zero because below this the hypothesized signal plus background mass distribution in the $VH$ dilepton channel becomes negative (unphysical) for some mass in the fit range.
10.3.3 Search for $t\bar{t}H$ production process and constraints on Yukawa coupling between top quark and Higgs boson

A search for the $t\bar{t}H$ production can be conducted in the $t\bar{t}H$ categories \[41\]. The $CL_s$-based 95% CL exclusion upper limits have been set for $t\bar{t}H$ production times $H \rightarrow \gamma\gamma$ branching ratio following the procedure discussed in Section 8.2. The results based on asymptotic assumptions are found to be consistent with limits derived from ensembles of pseudo-experiments. The observed and expected upper limits for $\mu_{t\bar{t}H}$ at $m_H = 125.4$ GeV are summarized in Figure 10.18 as well as in Table 10.11 where the expected limits assume $\mu_{t\bar{t}H} = 0$. The non-$t\bar{t}H$ Higgs boson production modes, including $tH$, are fixed to their SM expectations with corresponding theory and experimental uncertainties assigned. An upper limit of 6.7 times the SM cross section times BR($H \rightarrow \gamma\gamma$) is observed. Upper limits at 95% CL are also set on the signal strength of the sum of all $H \rightarrow \gamma\gamma$ processes, $\mu$, and the observed (expected) limit is 5.7 (3.8).

<table>
<thead>
<tr>
<th></th>
<th>Observed limit</th>
<th>Expected limit</th>
<th>$+2\sigma$</th>
<th>$+1\sigma$</th>
<th>$-1\sigma$</th>
<th>$-2\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Combined (with systematics)</td>
<td>6.7</td>
<td>4.9</td>
<td>11.9</td>
<td>7.5</td>
<td>3.5</td>
<td>2.6</td>
</tr>
<tr>
<td>Combined (statistics only)</td>
<td>4.7</td>
<td>10.5</td>
<td>7.0</td>
<td>3.4</td>
<td>2.5</td>
<td></td>
</tr>
<tr>
<td>Leptonic (with systematics)</td>
<td>10.7</td>
<td>6.6</td>
<td>16.5</td>
<td>10.1</td>
<td>4.7</td>
<td>3.5</td>
</tr>
<tr>
<td>Leptonic (statistics only)</td>
<td>6.4</td>
<td>15.1</td>
<td>9.6</td>
<td>4.6</td>
<td>3.4</td>
<td></td>
</tr>
<tr>
<td>Hadronic (with systematics)</td>
<td>9.0</td>
<td>10.1</td>
<td>25.4</td>
<td>15.6</td>
<td>7.3</td>
<td>5.4</td>
</tr>
<tr>
<td>Hadronic (statistics only)</td>
<td>9.5</td>
<td>21.4</td>
<td>14.1</td>
<td>6.8</td>
<td>5.1</td>
<td></td>
</tr>
</tbody>
</table>

Table 10.11: Observed and expected 95% confidence level upper limits on the $t\bar{t}H$ production cross section times BR($H \rightarrow \gamma\gamma$) relative to the Standard Model prediction at $m_H = 125.4$ GeV. All other Higgs boson production cross sections, including the cross section for $tH$ production, are set to their respective SM expectations. In addition, the expected limits corresponding to $+2\sigma$, $+1\sigma$, $-1\sigma$, and $-2\sigma$ variations are shown. The expected limits are calculated for the case where $t\bar{t}H$ production is not present. The results are given for the combination of leptonic and hadronic categories with all systematic uncertainties included, and also for leptonic and hadronic categories separately. Expected limits are also derived for the case of statistical uncertainties only.
Figure 10.18: Observed and expected 95% confidence level upper limits on the $t\bar{t}H$ production cross section times BR($H \to \gamma\gamma$). All other Higgs boson production cross sections, including the cross section for $tH$ production, are set to their respective Standard Model expectations. While the expected limits are calculated for the case where $t\bar{t}H$ production is not present, the lines denoted by “SM signal injected” show the expected 95% confidence level limits for a dataset corresponding to continuum background plus SM Higgs boson production. The limits are given relative to the SM expectations and at $m_H = 125.4$ GeV.

These results are also interpreted as 95% CL limits on the coupling modifier $\kappa_t$ of the top–Higgs Yukawa coupling. Variations in $\kappa_t$ not only change the production cross sections of the $t\bar{t}H$ and $tH$ processes, but also affect the BR($H \to \gamma\gamma$), and the cross sections of the other Higgs production processes [16]. Figure 10.19 illustrates the dependence of the $t\bar{t}H$ and $tH$ cross sections and of the BR($H \to \gamma\gamma$) on $\kappa_t$. For $\kappa_t = 0$, the $t\bar{t}H$ process is turned off, and the top quark contribution to $tH$ production and to the loop-induced $H \to \gamma\gamma$ decay is removed, leaving mainly the contribution from $W$ bosons. For values of $\kappa_t < 0$, on the other hand, the interference between contributions from $W$ bosons and top quarks to $tH$ production and to the BR($H \to \gamma\gamma$) becomes constructive, thus enhancing the two processes with respect to their respective SM expectations.

3 More details of the $\kappa$-framework can be found in Appendix A.
Accidental cancellations of the contributions of top quarks and $W$ bosons to the loop-induced $H \rightarrow \gamma\gamma$ decay lead to a minimum of the $\text{BR}(H \rightarrow \gamma\gamma)$ around a value of $\kappa_t = +4.7$. The combined selection efficiency differs slightly for the three values of $\kappa_t$ for which $tHqb$ and $tHW$ MC samples were generated. From these, the efficiency at different values of $\kappa_t$ in the range $[-3, +10]$ is calculated by combining re-weighted MC samples with $\kappa_t = +1, 0$ and $-1$. The weight for each sample is assigned in such a way that the cross-section value from the combination follows the prediction shown in Figure 10.19. The largest relative difference with respect to the efficiency at $\kappa_t = +1$ over the entire range is found to be $14\%$ ($20\%$) for $tHqb$ ($tHW$) production.

![Figure 10.19](image)

Figure 10.19: Production cross sections for $t\bar{t}H$ and $tH$ divided by their Standard Model expectations as a function of the scale factor to the top quark-Higgs boson Yukawa coupling, $\kappa_t$. Production of $tH$ comprises the $tHqb$ and $tHW$ processes. Also shown is the dependence of the $\text{BR}(H \rightarrow \gamma\gamma)$ with respect to its SM expectation on $\kappa_t$.

All $H \rightarrow \gamma\gamma$ processes are considered and 95% CL limits are set on the total Higgs boson production cross section times $\text{BR}(H \rightarrow \gamma\gamma)$ with respect to the SM cross section for different values of $\kappa_t$. Coupling strengths other than $\kappa_t$ are set to their respective SM values. The continuum background plus SM Higgs boson production ($\kappa_t = +1$) is taken as alternative hypothesis.
The observed and expected limits on $\kappa_t$ at $m_H = 125.4$ GeV are summarized in Figure 10.20, where the observed (expected) lower and upper limits on $\kappa_t$ at 95% CL are $-1.3$ and $+8.0$ ($-1.2$ and $+7.8$). The expected limits assume $\kappa_t = +1$. The form of the limit curve shown in Figure 10.20 is the result of the different dependencies of the different Higgs boson production processes as well as the $\text{BR}(H \rightarrow \gamma\gamma)$ on $\kappa_t$. The negative log-likelihood scan of $\kappa_t$ is shown in Figure 10.21 and it is consistent with the SM expectation of unity. Although two different values of $\kappa_t$ exist with the same total number of expected events, there are no double minima at zero shown in Figure 10.20 because different relative contributions from the Higgs boson production processes in different categories have lifted the degeneracy of the likelihood.

Figure 10.20: Observed and expected 95% confidence level upper limits on the inclusive Higgs production cross section with respect to the Standard Model cross section times $\text{BR}(H \rightarrow \gamma\gamma)$ for different values of $\kappa_t$ at $m_H = 125.4$ GeV, where $\kappa_t$ is the strength parameter for the top quark-Higgs boson Yukawa coupling. All Higgs boson production processes are considered for the inclusive production cross section. The expected limits are calculated for the case where $\kappa_t = +1$. The $CL_s$ alternative hypothesis is given by continuum background plus Standard Model Higgs boson production.
Figure 10.21: Negative log-likelihood scan of $\kappa_t$ at $m_H = 125.4$ GeV, where $\kappa_t$ is the strength parameter for the top quark–Higgs boson Yukawa coupling.

10.3.4 Combination with other decay channels

While more details from ATLAS–CMS combined measurement of Higgs boson couplings based on Run 1 data can be found in Reference [120], here two sets of results will be highlighted to demonstrate the power of the $H \rightarrow \gamma\gamma$ channel in combined Higgs boson coupling measurements. The $\kappa$-framework is intensively involved in the following results, and readers can find in Appendix A more discussions.

The first set of results are the 2D likelihood contours in the $(\kappa_\gamma, \kappa_g)$ plane, where $\kappa_\gamma$ and $\kappa_g$ are the coupling modifiers to the effective vertices $H \rightarrow \gamma\gamma$ and $gg \rightarrow H$, respectively. Since these two processes are loop-induced, in some BSM scenarios new particles may contribute to the loop processes. If it is assumed that all the couplings to SM particles are the same as in the SM, and the new particles are heavy such that there are no BSM decays of the Higgs boson, (i.e. only the $ggF$ production and $H \rightarrow \gamma\gamma$ decay loops may be affected by the presence of additional particles), the results are shown in Figure 10.22. The data is in very good compatibility with the SM prediction at $\kappa_\gamma = 1$ and $\kappa_g = 1$. 
Figure 10.22: Negative log-likelihood contours at 68% and 95% confidence level in the $(\kappa_\gamma, \kappa_g)$ plane for the combination of ATLAS and CMS and for each experiment separately, as obtained from the fit to the parameterization constraining all the other coupling modifiers to their Standard Model values and assuming $\text{BR}_{\text{BSM}} = 0$.

The second set of results are the 2D likelihood contours in the $(k_V, k_F)$ plane, where $k_V$ and $k_F$ are the coupling modifiers which are assumed to be uniformly applied to $W/Z$ bosons (couplings originated from EWSB) and fermions (Yukawa couplings), respectively. Though the LHC experiments are not sensitive to the absolute sign of $k_V$ and $k_F$, the ambiguity of their relative sign can be resolved through interference effects in $H \rightarrow \gamma\gamma$ decay, $tH$ production (as discussed in Section 10.3.3), and $ggZH$ production (mentioned in Section 2.1). Assuming in addition that only SM particles couples to the Higgs sector, the results are shown in Figure 10.23. As one can see from Figure 10.23(a), while other decay channels shown almost symmetric contour pattern between the $k_F$ positive and negative branches, the $H \rightarrow \gamma\gamma$ channel uniquely shows obvious asymmetry,
suggesting that most of the sensitivity for lifting the sign degeneracy between $k_V$ and $k_F$ at 5 $\sigma$ level shown in Figure 10.23 (b) comes from this process.

Figure 10.23: (a) Negative log-likelihood contours at 68% and 95% confidence level in the $(\kappa_F, \kappa_V)$ plane for the combination of ATLAS and CMS and for the individual decay channels, as well as for their combination ($\kappa_F$ versus $\kappa_V$ shown in black), without any assumption about the relative sign of the coupling modifiers. (b) Observed (solid line) and expected (dashed line) negative log-likelihood scans for the global $\kappa_F$ parameter, corresponding to the combination of all decay channels. The red (green) horizontal lines at the $-2\Delta \ln \Lambda$ value of 1 (4) indicate the value of the profile likelihood ratio corresponding to a 1 $\sigma$ (2 $\sigma$) confidence level interval for the parameter of interest.
Chapter 11

Measurement of Higgs boson mass

11.1 Measurement in diphoton decay channel by ATLAS

In this section, a brief summary of the Higgs boson mass measurement in the $H \rightarrow \gamma \gamma$ channel based on LHC Run 1 dataset by the ATLAS experiment (Mass Analysis) will be given. Readers can refer to Reference [118] for more details.

The Mass Analysis is based on the same selected diphoton data sample used for the Coupling Analysis (Chapter 10). The categorization applied is optimized to reduce systematic uncertainty on the measurement of $m_H$. First of all, the events are divided into two groups, one for events with both photons unconverted, and the other for events with at least one converted photon. Each group is then classified according to the $\eta$ of two photons into Central (both photon with $|\eta| < 0.75$), Transition (at least one photon with $1.3 < |\eta| < 1.75$), and Rest categories. Finally, the Central and Rest categories are further split into low $p_{Tt}$ ($< 70$ GeV) and high $p_{Tt}$ (otherwise) ones. In total ten categories are introduced to the 7 TeV and the 8 TeV data each.

The signal modeling has been discussed in Section 7.1. The background models are selected based on the same smeared MC used for the untagged categories of the Coupling Analysis. Exponential functional form has been chosen for the four high $p_{Tt}$ categories with low statistics, whereas the rest six categories with high statistics are modeled by exponential of second-order polynomial.

The expected signal rate, mass resolution and background in each category is summarized in Table 11.1. Small differences in mass resolution arise from the differences in the effective constant term measured with $Z\rightarrow e^+e^-$ events and from the lower pile-up level in the 7 TeV data. In the 8 TeV data which dominate the sensitivity of the measurement, the expected resolution of the signal peak quantified by half of the smallest mass window which contains 68% of the total signal varies from 1.2 GeV to 2.4 GeV.
The systematic uncertainties affecting the mass measurement are summarized in Table 11.2. The total systematic uncertainty on the measured mass is 0.22%, dominated by the uncertainty on the photon energy scale.

The measured Higgs boson mass in the $H \rightarrow \gamma\gamma$ channel is

$$m_H = 125.98 \pm 0.42\text{(stat)} \pm 0.28\text{(syst)} \text{ GeV}$$

$$= 125.98 \pm 0.50 \text{ GeV}. \quad (11.1)$$

The $H \rightarrow \gamma\gamma$ channel is combined with $H \rightarrow ZZ^{(*)} \rightarrow \ell\ell\ell\ell$ channel (invariant mass spectrum shown in Figure 11.1) by ATLAS to give the ATLAS Run 1 Higgs boson mass measurement result used in the Coupling Analysis:

$$m_H = 125.36 \pm 0.37 \text{(stat)} \pm 0.18 \text{(syst)} \text{ GeV}$$

$$= 125.36 \pm 0.41 \text{ GeV}. \quad (11.2)$$

In the combined measurement of the Higgs boson mass, the signal strength scale factors in each channel is floating independently as a nuisance parameter to reducing the dependence of the results on assumptions about the Higgs boson production cross section times decay branching ratio with the mass. Only $H \rightarrow \gamma\gamma$ and $H \rightarrow ZZ^{(*)} \rightarrow \ell\ell\ell\ell$ channels are included in the combined measurement because these two channels are the only ones which have both excellent mass resolution and sensitivity (same for the CMS measurements to be discussed). The interference effect between signal and continuum background in the $H \rightarrow \gamma\gamma$ channel has been discussed in Section 4.2 to be small. The effect in the $H \rightarrow ZZ^{(*)} \rightarrow \ell\ell\ell\ell$ channel is expected to be even much smaller [121]. These interference effects are thus neglected in the combined measurement and also in the ATLAS–CMS combined measurement to be discussed.
Figure 11.1: Distribution of the four-lepton invariant mass for the selected candidates in the $m_{4\ell}$ range from 80 GeV to 170 GeV for the combined 7 TeV and 8 TeV data samples. Superimposed are the expected distributions of a SM Higgs boson signal for $m_H = 124.5$ GeV normalized to the measured signal strength, as well as the expected $ZZ^*$ and reducible backgrounds.
<table>
<thead>
<tr>
<th>Category</th>
<th>$n_{\text{sig}}$</th>
<th>FWHM [GeV]</th>
<th>$\sigma_{\text{eff}}$ [GeV]</th>
<th>$b$ in $\pm 68%$</th>
<th>$s/b$ [%]</th>
<th>$s/\sqrt{b}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\sqrt{s}=8$ TeV</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inclusive</td>
<td>402.</td>
<td>3.69</td>
<td>1.67</td>
<td>10670</td>
<td>3.39</td>
<td>3.50</td>
</tr>
<tr>
<td>Unconverted central low $p_{Tt}$</td>
<td>59.3</td>
<td>3.13</td>
<td>1.35</td>
<td>801</td>
<td>6.66</td>
<td>1.88</td>
</tr>
<tr>
<td>Unconverted central high $p_{Tt}$</td>
<td>7.1</td>
<td>2.81</td>
<td>1.21</td>
<td>26.0</td>
<td>24.6</td>
<td>1.26</td>
</tr>
<tr>
<td>Unconverted rest low $p_{Tt}$</td>
<td>96.2</td>
<td>3.49</td>
<td>1.53</td>
<td>2624</td>
<td>3.30</td>
<td>1.69</td>
</tr>
<tr>
<td>Unconverted rest high $p_{Tt}$</td>
<td>10.4</td>
<td>3.11</td>
<td>1.36</td>
<td>93.9</td>
<td>9.95</td>
<td>0.96</td>
</tr>
<tr>
<td>Unconverted transition</td>
<td>26.0</td>
<td>4.24</td>
<td>1.86</td>
<td>910</td>
<td>2.57</td>
<td>0.78</td>
</tr>
<tr>
<td>Converted central low $p_{Tt}$</td>
<td>37.2</td>
<td>3.47</td>
<td>1.52</td>
<td>589</td>
<td>5.69</td>
<td>1.38</td>
</tr>
<tr>
<td>Converted central high $p_{Tt}$</td>
<td>4.5</td>
<td>3.07</td>
<td>1.35</td>
<td>20.9</td>
<td>19.4</td>
<td>0.88</td>
</tr>
<tr>
<td>Converted rest low $p_{Tt}$</td>
<td>107.2</td>
<td>4.23</td>
<td>1.88</td>
<td>3834</td>
<td>2.52</td>
<td>1.56</td>
</tr>
<tr>
<td>Converted rest high $p_{Tt}$</td>
<td>11.9</td>
<td>3.71</td>
<td>1.64</td>
<td>144.2</td>
<td>7.44</td>
<td>0.89</td>
</tr>
<tr>
<td>Converted transition</td>
<td>42.1</td>
<td>5.31</td>
<td>2.41</td>
<td>1977</td>
<td>1.92</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td>$\sqrt{s}=7$ TeV</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inclusive</td>
<td>73.9</td>
<td>3.38</td>
<td>1.54</td>
<td>1752</td>
<td>3.80</td>
<td>1.59</td>
</tr>
<tr>
<td>Unconverted central low $p_{Tt}$</td>
<td>10.8</td>
<td>2.89</td>
<td>1.24</td>
<td>128</td>
<td>7.55</td>
<td>0.85</td>
</tr>
<tr>
<td>Unconverted central high $p_{Tt}$</td>
<td>1.2</td>
<td>2.59</td>
<td>1.11</td>
<td>3.7</td>
<td>30.0</td>
<td>0.58</td>
</tr>
<tr>
<td>Unconverted rest low $p_{Tt}$</td>
<td>16.5</td>
<td>3.09</td>
<td>1.35</td>
<td>363</td>
<td>4.08</td>
<td>0.78</td>
</tr>
<tr>
<td>Unconverted rest high $p_{Tt}$</td>
<td>1.8</td>
<td>2.78</td>
<td>1.21</td>
<td>13.6</td>
<td>11.6</td>
<td>0.43</td>
</tr>
<tr>
<td>Unconverted transition</td>
<td>4.5</td>
<td>3.65</td>
<td>1.61</td>
<td>125</td>
<td>3.21</td>
<td>0.36</td>
</tr>
<tr>
<td>Converted central low $p_{Tt}$</td>
<td>7.1</td>
<td>3.28</td>
<td>1.44</td>
<td>105</td>
<td>6.06</td>
<td>0.62</td>
</tr>
<tr>
<td>Converted central high $p_{Tt}$</td>
<td>0.8</td>
<td>2.87</td>
<td>1.25</td>
<td>3.5</td>
<td>21.6</td>
<td>0.40</td>
</tr>
<tr>
<td>Converted rest low $p_{Tt}$</td>
<td>21.0</td>
<td>3.93</td>
<td>1.75</td>
<td>695</td>
<td>2.72</td>
<td>0.72</td>
</tr>
<tr>
<td>Converted rest high $p_{Tt}$</td>
<td>2.2</td>
<td>3.43</td>
<td>1.51</td>
<td>24.7</td>
<td>7.98</td>
<td>0.40</td>
</tr>
<tr>
<td>Converted transition</td>
<td>8.1</td>
<td>4.81</td>
<td>2.23</td>
<td>365</td>
<td>2.00</td>
<td>0.38</td>
</tr>
</tbody>
</table>

Table 11.1: Summary of the expected number of signal events in the 105 – 160 GeV mass range ($n_{\text{sig}}$), the full width at half maximum (FWHM) of mass resolution, half of the smallest range containing 68% of the signal events ($\sigma_{\text{eff}}$), number of background events $b$ in the smallest mass window containing 90% of the signal ($\sigma_{\text{eff}90}$), and the ratio $s/b$ and $s/\sqrt{b}$ with $s$ being the expected number of signal events in the window containing 90% of signal events for the Mass Analysis. $b$ is derived from the fit of the data in the 105 – 160 GeV mass range. The value of $m_H$ is taken to be 126 GeV and the signal yield is assumed to be the expected Standard Model value. The estimates are shown separately for the 7 TeV and 8 TeV datasets and for the inclusive sample as well as for each of the categories.
Table 11.2: Summary of the relative systematic uncertainties (in %) on the $H \rightarrow \gamma\gamma$ mass measurement for the different categories described in the text. The first seven rows give the impact of the photon energy scale systematic uncertainties grouped into seven classes.
11.2 ATLAS–CMS combined measurement

The ATLAS and CMS Collaborations have independently measured the Higgs boson mass $m_H$ using the samples of $pp$ collision data collected in LHC Run 1 during 2011 and 2012. Combined results in the context of the separate experiments, as well as those in the individual channels, are presented in References [118]-[122]-[124]. As $m_H$ is a unconstrained fundamental parameter of the SM and is essential for the measurement of other Higgs boson properties, it is paramount to further enhance the precision of the measurement of $m_H$ by combining the datasets from the two experiments.

![Graphs showing CMS $H \rightarrow \gamma \gamma$ and $H \rightarrow ZZ^{(*)} \rightarrow \ell \ell \ell \ell$ analyses based on Run 1 dataset.]

Figure 11.2: Invariant mass spectra from CMS $H \rightarrow \gamma \gamma$ (a) and $H \rightarrow ZZ^{(*)} \rightarrow \ell \ell \ell \ell$ (b) analyses based on Run 1 dataset.

The invariant mass spectra from CMS analyses are shown in Figure 11.2. The analysis strategies used by ATLAS and CMS are quite similar in both $H \rightarrow \gamma \gamma$ and $H \rightarrow ZZ^{(*)} \rightarrow \ell \ell \ell \ell$ channels. In the combined fit, the signal strength parameters are also floating independently between two decay channels. In addition, the signal strength in the $H \rightarrow \gamma \gamma$ channel is split into two independent free parameters, $\mu_{\gamma \gamma}^{ggF+t\bar{t}H}$ and $\mu_{\gamma \gamma}^{VBF+VH}$. The production processes involving Higgs...
boson couplings to fermions, namely $ggF$ and $t\bar{t}H$, are scaled with the $\mu_{ggF+t\bar{t}H}$ factor. The production processes involving couplings to vector bosons, namely VBF and $VH$, are scaled with the $\mu_{VBF+VH}$ factor. This split is not introduced in ATLAS combined measurement discussed in the last section, because ATLAS $H \rightarrow \gamma\gamma$ analysis has little sensitivity to separate different production modes. Nevertheless, since the CMS $H \rightarrow \gamma\gamma$ analysis contains very similar categorization as used for the ATLAS coupling analysis discussed in Chapter [10], it is pertinent to further reduce the dependence of the results on assumptions about the Higgs boson couplings. The signal strength parameter in the $H \rightarrow ZZ(\ast) \rightarrow \ell\ell\ell\ell$ channel ($\mu^4\ell$) is not split for $H \rightarrow ZZ(\ast) \rightarrow \ell\ell\ell\ell$ analyses because the $m_H$ measurement in this case is found to exhibit almost no sensitivity to the different production mechanisms. The procedure based on the two scale factors $\mu_{ggF+t\bar{t}H}$ and $\mu_{VBF+VH}$ for the $H \rightarrow \gamma\gamma$ channel results in a shift of about 40 MeV in the ATLAS $H \rightarrow \gamma\gamma$ result reported in Equation (11.1), leading to a shift of 20 MeV in the ATLAS combined mass measurement result reported in Equation (11.2).

Combining the ATLAS and CMS data for the $H \rightarrow \gamma\gamma$ and $H \rightarrow ZZ(\ast) \rightarrow \ell\ell\ell\ell$ channels, the mass of the Higgs boson is determined to be

$$m_H = 125.09 \pm 0.24 \text{ GeV}$$

$$= 125.09 \pm 0.21 \text{ (stat.)} \pm 0.11 \text{ (syst.)} \text{ GeV}. \tag{11.3}$$

By the time this thesis is written, Equation (11.3) still represents the best knowledge on the Higgs boson mass, which is consistent with the values of $m_H$ derived from the less precise $WW$ and $\tau\tau$ Higgs boson decay modes [125–128]. The result shows that the uncertainties in the $m_H$ measurement are dominated by the statistical term, even when the Run 1 data sets of ATLAS and CMS are combined. Figure [11.3] shows the negative log-likelihood ratio scans as a function of $m_H$, with all nuisance parameters profiled (solid curves), and with the nuisance parameters fixed to their best-fit values (dashed curves).

The combined ATLAS and CMS results for $m_H$ measured in the separate $H \rightarrow \gamma\gamma$ and $H \rightarrow ZZ(\ast) \rightarrow \ell\ell\ell\ell$ channels are

$$m_H^{\gamma\gamma} = 125.07 \pm 0.29 \text{ GeV}$$

$$= 125.07 \pm 0.25 \text{ (stat.)} \pm 0.14 \text{ (syst.)} \text{ GeV} \tag{11.4}$$

1 Unlike ATLAS, CMS uses the same $H \rightarrow \gamma\gamma$ analysis to study both Higgs boson mass and couplings.
Figure 11.3: Scans of twice the negative log-likelihood ratio $-2 \ln \Lambda(m_H)$ as functions of the Higgs boson mass $m_H$ for the ATLAS and CMS combination of the $H \to \gamma\gamma$ (red), $H \to ZZ^{(*)} \to \ell\ell\ell\ell$ (blue), and combined (black) channels. The dashed curves show the results accounting for statistical uncertainties only, with all nuisance parameters associated with systematic uncertainties fixed to their best-fit values. The 1 and 2 standard deviation limits are indicated by the intersections of the horizontal lines at 1 and 4, respectively, with the log-likelihood scan curves.

The corresponding likelihood ratio scans are also shown in Figure 11.3.

A summary of the results from the individual analyses and their combinations is presented in Figure 11.4. The mutual compatibility of the $m_H$ results from the four individual channels is tested using a likelihood ratio with four masses in the numerator and a common mass in the denominator, and thus three degrees of freedom. The three signal strengths are profiled in both the numerator and denominator of the likelihood ratio. The resulting compatibility, defined as the asymptotic $p$-value (Section 8.2) of the fit, is 10%. Allowing the ATLAS and CMS signal strengths to vary

$$m_H^{4\ell} = 125.15 \pm 0.40 \text{ GeV}$$

$$= 125.15 \pm 0.37 \text{ (stat.)} \pm 0.15 \text{ (syst.) GeV}. \quad (11.5)$$
independently yields a compatibility of 7%. This latter fit results in an \( m_H \) value that is 40 MeV larger than the nominal result.

Figure 11.4: Summary of Higgs boson mass measurements from the individual analyses of ATLAS and CMS and from the combined analysis presented here. The systematic (narrower, magenta-shaded bands), statistical (wider, yellow-shaded bands), and total (black error bars) uncertainties are indicated. The (red) vertical line and corresponding (gray) shaded column indicate the central value and the total uncertainty of the combined measurement, respectively.

The compatibility of the combined ATLAS and CMS mass measurement in the \( H \rightarrow \gamma\gamma \) channel with the combined measurement in the \( H \rightarrow ZZ(\ast) \rightarrow \ell\ell\ell\ell \) channel is evaluated using the variable \( \Delta m_{\gamma Z} \equiv m_{H}^{\gamma\gamma} - m_{H}^{4\ell} \) as the parameter of interest, with all other parameters, including \( m_H \), profiled. Similarly, the compatibility of the ATLAS combined mass measurement in the two channels with the CMS combined measurement in the two channels is evaluated using the variable \( \Delta m_{exp.} \equiv m_{H}^{ATLAS} - m_{H}^{CMS} \). The observed results, \( \Delta m_{\gamma Z} = -0.1 \pm 0.5 \) GeV and \( \Delta m_{exp.} = 0.4 \pm 0.5 \) GeV, are both consistent with zero within 1 \( \sigma \). The difference between the mass values in the two experiments is \( \Delta m_{\gamma\gamma}^{exp.} = 1.3 \pm 0.6 \) GeV (2.1 \( \sigma \)) for the \( H \rightarrow \gamma\gamma \) channel and \( \Delta m_{4\ell}^{exp.} = -0.9 \pm 0.7 \) GeV (1.3 \( \sigma \)) for the \( H \rightarrow ZZ(\ast) \rightarrow \ell\ell\ell\ell \) channel. The combined results exhibit a greater degree of compatibility than the results from the individual decay channels because the \( \Delta m_{exp.} \) value has opposite signs in the two channels.
The correlation between the signal strength and the measured mass is explored with two-dimensional likelihood scans as functions of $\mu$ and $m_H$. The three signal strengths are assumed to be the same: $\mu_{99F+ttH}^{\gamma\gamma} = \mu_{VBF+VH}^{\gamma\gamma} = \mu^{\ell\ell} \equiv \mu$, and thus the ratios of the production cross sections times branching fractions are constrained to the SM predictions. The 68% CL confidence regions derived from asymptotic assumptions (Section 8.2) are shown in Figure 11.5 for each individual measurement, as well as for the combined result.

Figure 11.5: Summary of likelihood scans in the two-dimensional plane of signal strength $\mu$ versus Higgs boson mass $m_H$ for the ATLAS and CMS experiments. The 68% confidence level contours of the individual measurements are shown by the dashed curves and of the overall combination by the solid curve. The markers indicate the respective best-fit values. The Standard Model signal strength is indicated by the horizontal line at $\mu = 1$.

Constraining all signal yields to their SM predictions results in an $m_H$ value that is about 70 MeV larger than the nominal result with a comparable uncertainty. The increase in the central value reflects the combined effect of the higher-than-expected $H \rightarrow ZZ^{(*)} \rightarrow \ell\ell\ell\ell$ measured signal strength and the increase of the $H \rightarrow ZZ$ branching fraction with $m_H$. Thus, the fit assuming SM couplings forces the mass to a higher value in order to accommodate the value $\mu = 1$ expected in the SM.
The observed uncertainties in the combined measurement can be compared with expectations. The latter are evaluated by generating two Asimov data sets \[106\]. The first Asimov data set is a "prefit" sample, generated using \( m_H = 125.0 \) GeV and the SM predictions for the couplings, with all nuisance parameters fixed to their nominal values. The second Asimov data set is a "postfit" sample, in which \( m_H \), the three signal strengths \( \mu_{\gamma\gamma}^{H} \), \( \mu_{VBF,H}^{V} \), and \( \mu_{4\ell} \), and all nuisance parameters are fixed to their best-fit estimates from the data. The expected uncertainties for the combined mass are

\[
\delta m_{H_{\text{prefit}}} = \pm 0.24 \text{ GeV} = \pm 0.22 \text{ (stat.)} \pm 0.10 \text{ (syst.) GeV} \tag{11.6}
\]

for the prefit case and

\[
\delta m_{H_{\text{postfit}}} = \pm 0.22 \text{ GeV} = \pm 0.19 \text{ (stat.)} \pm 0.10 \text{ (syst.) GeV} \tag{11.7}
\]

for the postfit case. Both are very similar to the observed uncertainties reported in Equation (11.3).

Since the discovery of the Higgs boson, both experiments have improved their understanding of the electron, photon, and muon measurements \[82, 92, 123, 129-131\], leading to a significant reduction of the systematic uncertainties in the mass measurement. Nevertheless, the treatment and understanding of systematic uncertainties is an important aspect of the individual measurements and their combination. Based on the results from the individual experiments, the dominant systematic uncertainties for the combined \( m_H \) result are expected to be those associated with the energy or momentum scale and its resolution: for the photons in the \( H \rightarrow \gamma\gamma \) channel and for the electrons and muons in the \( H \rightarrow ZZ^{(*)} \rightarrow \ell\ell\ell\ell \) channel \[118, 122, 123\]. These uncertainties are assumed to be uncorrelated between the two experiments since they are related to the specific characteristics of the detectors as well as to the calibration procedures, which are fully independent except for negligible effects due to the use of the common Z boson mass to specify the absolute energy and momentum scales. Other experimental systematic uncertainties \[118, 122, 123\] are similarly assumed to be uncorrelated between the two experiments. Uncertainties in the theoretical predictions and in the measured integrated luminosities are treated as fully and partially correlated, respectively.

---

2 An Asimov data set is a representative event sample that provides both the median expectation for an experimental result and its expected statistical variation, in the asymptotic approximation, without the need for an extensive MC-based calculation.
To evaluate the relative importance of the different sources of systematic uncertainty, the nuisance parameters are first grouped according to their correspondence to three broad classes of systematic uncertainty:

- uncertainties in the energy or momentum scale and resolution for photons, electrons, and muons (“scale”),
- theoretical uncertainties, e.g. uncertainties in the Higgs boson cross section and branching fractions, and in the normalization of SM background processes (“theory”),
- other experimental uncertainties (“other”).

The uncertainties associated with the different classes of nuisance parameters are defined by the difference in quadrature between the uncertainties resulting from consecutive scans, where iterative fits are performed with the different classes of nuisance parameters cumulatively held fixed to their best-fit values as discussed in Section 8.2. The statistical uncertainty is determined from the final scan, with all nuisance parameters associated with systematic terms held fixed. The result is

\[ m_H = 125.09 \pm 0.21 \text{ (stat.)} \pm 0.11 \text{ (scale)} \pm 0.02 \text{ (other)} \pm 0.01 \text{ (theory)} \text{ GeV}, \tag{11.8} \]

from which it is seen that the systematic uncertainty is indeed dominated by the energy and momentum scale terms.

The relative importance of the various sources of systematic uncertainty is further investigated by dividing the nuisance parameters into yet-finer groups, with each group associated with a specific underlying effect, and evaluating the impact of each group on the overall mass uncertainty. The matching of nuisance parameters to an effect is not strictly rigorous because nuisance parameters in the two experiments do not always represent exactly the same effect and in some cases multiple effects are related to the same nuisance parameter. A few experiment-specific groups of nuisance parameters are defined. For example, ATLAS includes a group of nuisance parameters to account for the inaccuracy of the background modeling for the \( H \rightarrow \gamma\gamma \) channel. To model the background, ATLAS uses specific analytic functions in each category as discussed in the last section, while CMS simultaneously considers different background parameterizations \([132]\). The systematic uncertainty in \( m_H \) related to the background modeling in CMS is estimated to be negligible \([122]\).
The impact of groups of nuisance parameters is evaluated starting from the contribution of each individual nuisance parameter to the total uncertainty. This contribution is defined as the mass shift $\delta m_H$ observed when re-performing the maximum likelihood fit after fixing the nuisance parameter in question to its best-fit value increased or decreased by 1 standard deviation ($\sigma$) in its distribution, which corresponds to the contribution of that particular nuisance parameter to the final uncertainty. The impact of a group of nuisance parameters is estimated by summing in quadrature the contributions from the individual parameters.

The impacts $\delta m_H$ due to each of the considered effects are listed in Table 11.3. The results are reported for the four individual channels, both for the data and (in parentheses) the prefit Asimov data set. The row labeled “Systematic uncertainty (sum in quadrature)” shows the total sums in quadrature of the individual terms in the table. The row labeled “Systematic uncertainty (nominal)” shows the corresponding total systematic uncertainties derived using the subtraction in quadrature method discussed in connection with Equation (11.3). The two methods to evaluate the total systematic uncertainty are seen to agree within 10 MeV, which is comparable with the precision of the estimates. The two rightmost columns of Table 11.3 list the contribution of each group of nuisance parameters to the uncertainties in the combined mass measurement, for ATLAS and CMS separately.

The statistical and total uncertainties are summarized in the bottom section of Table 11.3. Since the weight of a channel in the final combination is approximately determined by the inverse of the squared uncertainty, the relative weights for the combined result are estimated to be 19% ($H \rightarrow \gamma\gamma$) and 18% ($H \rightarrow ZZ(\ast) \rightarrow \ell\ell\ell\ell$) for ATLAS, and 40% ($H \rightarrow \gamma\gamma$) and 23% ($H \rightarrow ZZ(\ast) \rightarrow \ell\ell\ell\ell$) for CMS. These weights are reported in the last row of Table 11.3, along with the expected values.

Figure 11.6 presents the impact of each group of nuisance parameters on the total systematic uncertainty in the mass measurement of ATLAS, CMS, and their combination. For the individual ATLAS and CMS measurements, the results in Figure 11.6 are approximately equivalent to the sum in quadrature of the respective $\delta m_H$ terms in Table 11.3 multiplied by their analysis weights, after normalizing these weights to correspond to either ATLAS only or CMS only. The ATLAS and CMS combined results in Figure 11.6 are the sum in quadrature of the combined results in Table 11.3.
The results in Table 11.3 and Figure 11.6 establish that the largest systematic effects for the mass uncertainty are those related to the determination of the energy scale of the photons, followed by those associated with the determination of the electron and muon momentum scales. Since the CMS $H \rightarrow \gamma\gamma$ channel has the largest weight in the combination, its impact on the systematic uncertainty of the combined result is largest.

Figure 11.6: The impacts $\delta m_H$ (see text) of the nuisance parameter groups in Table 11.3 on the ATLAS (left), CMS (center), and combined (right) mass measurement uncertainty. The observed (expected) results are shown by the solid (empty) bars.
### Table 11.3: Systematic uncertainties $\delta m_H$ (see text) associated with the indicated effects for each of the four input channels, and the corresponding contributions of ATLAS and CMS to the systematic uncertainties of the combined result. “ECAL” refers to the electromagnetic calorimeters. The numbers in parentheses indicate expected values obtained from the prefit Asimov data set discussed in the text. The uncertainties for the combined result are related to the values of the individual channels through the relative weight of the individual channel in the combination, which is proportional to the inverse of the respective uncertainty squared. The top section of the table divides the sources of systematic uncertainty into three classes, which are discussed in the text. The bottom section of the table shows the total systematic uncertainties estimated by adding the individual contributions in quadrature, the total systematic uncertainties evaluated using the nominal method discussed in the text, the statistical uncertainties, the total uncertainties, and the analysis weights, illustrative of the relative weight of each channel in the combined $m_H$ measurement.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Scale uncertainties:</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ATLAS ECAL non-linearity or CMS photon non-linearity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Material in front of ECAL</td>
<td>0.14 (0.16)</td>
<td>–</td>
<td>0.02 (0.04)</td>
</tr>
<tr>
<td>ECAL longitudinal response</td>
<td>0.12 (0.13)</td>
<td>–</td>
<td>0.02 (0.03)</td>
</tr>
<tr>
<td>ECAL lateral shower shape</td>
<td>0.09 (0.08)</td>
<td>–</td>
<td>0.02 (0.02)</td>
</tr>
<tr>
<td>Photon energy resolution</td>
<td>0.03 (0.01)</td>
<td>–</td>
<td>0.02 (&lt;0.01)</td>
</tr>
<tr>
<td>ATLAS $H \to \gamma\gamma$ background modeling</td>
<td>0.05 (0.05)</td>
<td>–</td>
<td>0.01 (0.01)</td>
</tr>
<tr>
<td>CMS electron energy scale and resolution</td>
<td>0.05 (0.04)</td>
<td>0.03 (0.02)</td>
<td>0.02 (0.01)</td>
</tr>
<tr>
<td>Muon momentum scale and resolution</td>
<td>–</td>
<td>0.03 (0.04)</td>
<td>0.01 (0.01)</td>
</tr>
<tr>
<td><strong>Other uncertainties:</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ATLAS $H \to \gamma\gamma$ vertex and conversion reconstruction</td>
<td>0.04 (0.03)</td>
<td>–</td>
<td>0.01 (0.01)</td>
</tr>
<tr>
<td>Integrated luminosity</td>
<td>0.01 (&lt;0.01)</td>
<td>&lt;0.01 (&lt;0.01)</td>
<td>&lt;0.01 (&lt;0.01)</td>
</tr>
<tr>
<td>Additional experimental systematic uncertainties</td>
<td>0.03 (&lt;0.01)</td>
<td>&lt;0.01 (&lt;0.01)</td>
<td>0.02 (&lt;0.01)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Systematic uncertainty (sum in quadrature)</td>
<td>0.27 (0.27)</td>
<td>0.04 (0.04)</td>
<td>0.15 (0.17)</td>
</tr>
<tr>
<td>Systematic uncertainty (nominal)</td>
<td>0.27 (0.27)</td>
<td>0.04 (0.05)</td>
<td>0.15 (0.17) 0.17 (0.14)</td>
</tr>
<tr>
<td>Statistical uncertainty</td>
<td>0.43 (0.45)</td>
<td>0.52 (0.66)</td>
<td>0.31 (0.32) 0.42 (0.57)</td>
</tr>
<tr>
<td>Total uncertainty</td>
<td>0.51 (0.52)</td>
<td>0.52 (0.66)</td>
<td>0.34 (0.36) 0.45 (0.59)</td>
</tr>
<tr>
<td>Analysis weights</td>
<td>19% (22%)</td>
<td>18% (14%)</td>
<td>40% (46%) 23% (17%)</td>
</tr>
</tbody>
</table>
Chapter 12

Search for high mass scalar resonance in diphoton decay channel

The search for a new scalar resonance in the diphoton final state has been conducted by the ATLAS Experiment based on the LHC Run 1 dataset [133]. The increase of center-of-mass energy in LHC Run 2 allows to push the search range to even higher mass. To reduce model dependency, the search is conducted on the inclusive $m_{\gamma\gamma}$ spectra of data collected during 2015 and 2016 separately. The reason not to merge the two years’ datasets is due to the fact that a notable excess has been observed in the 2015 dataset [43], and 2016 dataset thus need to be separated out to provide an independent cross check of the excess.

12.1 Systematic uncertainties

The systematic uncertainties used in the search analyses are summarized in Table 12.1. The experimental uncertainties on the integrated signal yield are similar to the ones used in the Measurement Analyses, and have only marginal impact on the analysis results. The uncertainty on the correction factor $C$ (2.8%) is estimated based on variations from using different production modes (VBF and associated production with vector boson or top quark pair) and also different decay width for the calculation. The relative uncertainty in the signal mass resolution is mostly driven by the uncertainty in the constant term of the energy resolution, which is the dominant contribution at high energy, and varies as a function of the mass from 17% at a mass of 200 GeV to 40% at a mass of 2 TeV. The photon energy scale uncertainty is about 0.5%, and is not used for most of the results since the hypothesized new particle mass is scanned.

As for the background modeling study, the background template is prepared using MC simulation for the $\gamma\gamma$ background component, and using data control regions for the $\gamma j$ and $\gamma j$ contributions. The data control samples are selected with at least one of the two photons failing the tight
<table>
<thead>
<tr>
<th>Source</th>
<th>Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Signal yield</strong></td>
<td></td>
</tr>
<tr>
<td>Luminosity</td>
<td>±2.1% (2015), ±3.7% (2016)</td>
</tr>
<tr>
<td>Trigger</td>
<td>±0.63%</td>
</tr>
<tr>
<td>Photon identification</td>
<td>±1−2%, mass-dependent</td>
</tr>
<tr>
<td>Isolation efficiency</td>
<td>±1−4%</td>
</tr>
<tr>
<td>Scalar production process</td>
<td>±2.8%</td>
</tr>
<tr>
<td>Photon energy scale</td>
<td>negligible</td>
</tr>
<tr>
<td>Photon energy resolution</td>
<td>negligible</td>
</tr>
<tr>
<td><strong>Signal modeling</strong></td>
<td></td>
</tr>
<tr>
<td>Photon energy resolution</td>
<td>$^{+17%}<em>{-17%}$ (at $m_X = 200$ GeV) − $^{+35%}</em>{-38%}$ (at $m_X = 2$ TeV)</td>
</tr>
<tr>
<td>Photon energy scale</td>
<td>±0.5%−±0.7%</td>
</tr>
<tr>
<td>Pile-up</td>
<td>negligible</td>
</tr>
<tr>
<td><strong>Background</strong></td>
<td></td>
</tr>
<tr>
<td>Spurious Signal for 2015</td>
<td>$3 \times 10^{-3} (6.4 \times 10^{-3}) − 3.6 (7.7)$ events, NWA</td>
</tr>
<tr>
<td>(2016 (12.4 fb$^{-1}$)</td>
<td>$8 \times 10^{-2} (17.2 \times 10^{-2}) − 20 (43)$ events, LWA $\alpha = 10%$</td>
</tr>
</tbody>
</table>

Table 12.1: Summary of systematic uncertainties on the signal and background considered in the Search Analysis.

 photon identification criteria but still pass the loose ones[1]. To overcome the problem of having limit statistics in the control samples, the $m_{\gamma\gamma}$ shapes of the control samples are parameterized by various smooth functions. Different components of the background are then ensembled based on the decomposition study mentioned in Section[6.3] for the spurious signal study. The spurious signals are evaluated for all the hypothesized masses ($m_X$) and widths ($\Gamma_X$) to be searched, ranging from 200 GeV to 2400 GeV in $m_X$ and from 4 MeV to 10% of $m_X$ for $\Gamma_X$. The background functional form is selected to be

$$f(x; b, a) = N(1 - x^{1/3})^b x^a,$$  \hspace{1cm} (12.1)

[1] Multiple sets of loose criteria are used in this analysis as cross checks.
where \( x = \frac{m_{\gamma\gamma}}{\sqrt{s}} \), \( b \) and \( a \) are free parameters controlling the shape, and \( N \) is the free normalization factor. The fit range is chosen to be starting from 150 GeV when analyzing the 2015 data, and is raised to 180 GeV when analyzing the 2016 or the combined dataset in order to satisfy the spurious signal criterion mentioned in Chapter 7.2. Since the MC statistics are quite limited for the \( \gamma\gamma \) component, before they are implemented in the likelihood model the raw spurious signals are parameterized with a smooth envelope function for conservativeness.

12.2 Results

12.2.1 Diphoton invariant mass spectra

Figure 12.1 shows the diphoton invariant mass distributions together with the background-only fits, for events selected in the 2015 and in the 2016 data separately. The invariant mass distribution including events selected from both years’ data is shown in Figure 12.2.

12.2.2 Compatibility with the background-only hypothesis

The 2015 data were first published in Reference [43]. Since then the data have been re-analyzed with improved photon reconstruction algorithms. The photon calibration applied has also been updated with 13 TeV data collected. In addition, the signal model has been switched from POWHEG to MADGRAPH5_AMC@NLO to overcome the unphysical shoulder in POWHEG signal model which shows up at very large width. The significance of the largest excess above the background-only hypothesis in 2015 data hence is slightly reduced to 3.4 \( \sigma \). The corresponding signal mass is 730 GeV with a relative width of 8%.

In the 2016 data, no significant deviation from the background-only hypothesis is observed at the value of the mass corresponding to the most significant excess in 2015 data. The compatibility between the 2016 data and the best fit signal associated to the largest excess in the 2015 data is investigated by assuming a signal mass and width determined from the smallest local \( p_0 \) in the 2015 data. The compatibility between the signal cross sections extracted from the 2015 and 2016 datasets is at the level of 2.7 \( \sigma \), due to the absence of a significant excess in the 2016 dataset near 730 GeV.
Figure 12.1: Invariant mass distribution of the selected diphoton candidates in the Search Analysis, with the background-only fit overlaid, for (a) 2015 data and (b) 2016 data. The difference between the data and this fit is shown in the bottom panel. The arrow shown in the lower panel indicates a values outside the range with more than one standard deviation. There is no data event with $m_{\gamma\gamma} > 2500$ GeV.
Figure 12.2: Distribution of the diphoton invariant mass of the selected events in the Search Analysis, with the background-only fit. The difference between the data and this fit is shown in the bottom panel. The arrow shown in the lower panel indicates a values outside the range with more than one standard deviation. There is no data event with $m_{\gamma\gamma} > 2500$ GeV.
The two datasets are then combined to compute local compatibility with the background-only hypothesis as a function of the hypothesized resonance mass and width, as shown in Figure 12.3. Figure 12.4 illustrates the local compatibility as a function of the assumed mass for a few values of the assumed resonance width, comparing the results observed with the 2015 dataset only, the 2016 dataset only and the combined dataset.

![ATLAS Preliminary](image)

Figure 12.3: Compatibility, in terms of local significance $\sigma$, with the background-only hypothesis as a function of the assumed signal mass and width for a scalar resonance.

In the combined dataset, the largest deviation over the background-only hypothesis is observed at a mass of 1600 GeV for an assumed narrow width, corresponding to a local significance of 2.4 $\sigma$. The corresponding global significance is smaller than one standard deviation. In the 700 – 800 GeV mass range the largest local significance is 2.3 $\sigma$ for a mass near 710 GeV and a relative width of 10%.

### 12.2.3 Limits on fiducial cross section

Limits on the cross section times branching ratio to diphoton are derived. The limits are interpreted in a nearly model-independent way in terms of the cross section within the fiducial acceptance defined in Section 7.1.2.
Figure 12.4: Observed local $p_0$ values as a function of the assumed scalar resonance mass $m_X$, for different values of decay widths $\Gamma_X$: (a) narrow-with ($\Gamma_X = 4$ MeV), (b) $\Gamma_X/m_X = 2\%$, (c) $\Gamma_X/m_X = 6\%$, and (d) $\Gamma_X/m_X = 10\%$.

Figure 12.5 shows the limits on the signal fiducial cross section times branching ratio to two photons for a scalar particle as a function of the assumed signal mass and for different values of the signal width. For a narrow decay width, the limits on the fiducial cross section times branching ratio range from 15 fb near a mass of 200 GeV to 0.2 fb at 2400 GeV.
Figure 12.5: Upper limits on the fiducial cross section times branching ratio to two photons of a scalar particle produced at $\sqrt{s} = 13$ TeV as a function of its mass $m_X$, for different values of decay widths $\Gamma_X$: (a) narrow-with ($\Gamma_X = 4$ MeV), (b) $\Gamma_X/m_X = 2\%$, (c) $\Gamma_X/m_X = 6\%$, and (d) $\Gamma_X/m_X = 10\%$. 
Chapter 13

Conclusion

With 4.8 fb$^{-1}$ of $pp$ collision data collected at $\sqrt{s} = 7$ TeV in 2011, and 5.9 fb$^{-1}$ data collected at 8 TeV in 2012 by the ATLAS detector at the LHC, an excess of $4.5\,\sigma$ deviation from the background-only hypothesis is observed near 126.5 GeV in the diphoton final state. Along with the excesses observed in the $H \rightarrow ZZ^{(*)} \rightarrow \ell\ell\ell\ell$ and $H \rightarrow WW^{(*)} \rightarrow \ell\nu\ell\nu$ channels, the observation of a Higgs-like particle is established at $6.0\,\sigma$ level.

With more data accumulated during LHC Run 1, the measurements of Higgs boson couplings and mass are conducted in the $H \rightarrow \gamma\gamma$ channel by the ATLAS experiment based on 4.5 fb$^{-1}$ of $pp$ collision data at $\sqrt{s} = 7$ TeV collected in 2011, and 20.3 fb$^{-1}$ data at $\sqrt{s} = 8$ TeV collected in 2012. The combined signal strength is measured to be $\mu = 1.17^{+0.28}_{-0.26}$ at $m_H = 125.4$ GeV, which is in good agreement with SM expectation at unity within uncertainty. The signal strength parameters for individual Higgs boson production processes are also measured and found to be consistent with SM predictions. The results from ATLAS $H \rightarrow \gamma\gamma$ analysis are then combined with other decay channels from both ATLAS and CMS experiments, and no obvious deviation from SM expectation is found. The mass of the Higgs boson is first measured in $H \rightarrow \gamma\gamma$ and $H \rightarrow ZZ^{(*)} \rightarrow \ell\ell\ell\ell$ channels, and then combined between the two channels and also between ATLAS and CMS experiments to maximize the statistical power. The combined mass is measured to be $m_H = 125.09 \pm 0.24$ GeV.

With LHC center-of-mass energy increased to 13 TeV, a search for high mass BSM scalar resonance is performed based on 15.4 fb$^{-1}$ of $pp$ collision data collected during 2015 and 2016. While a notable wide excess is first found in the 2015 dataset (3.2 fb$^{-1}$) near 750 GeV, it is not confirmed by the 2016 data with much higher integrated luminosity (12.4 fb$^{-1}$). Limits are set on the production cross section times branching ratio of such resonances.
Most of the measurements of the Higgs boson properties reported in this thesis are limited by statistical uncertainties. With about 100 fb\(^{-1}\) of \(pp\) collision data to be collected in the ongoing LHC Run 2, better precision on the Higgs boson properties measurements will be achieved. The searches conducted at high mass will also lead to more solid understanding of physics at TeV scale.
APPENDIX
Coupling modifiers

Following the LO tree level motivated framework (\(\kappa\)-framework) recommended in Reference [16], measurements of coupling scale factors are implemented in the coupling studies detailed in Section 10.3. This framework is based on the assumptions below.

- The signals observed in the different search channels originate from a single narrow resonance. The case of several, possibly overlapping, resonances in the signal region is not considered.

- The width of the assumed Higgs boson is neglected; i.e. the zero-width approximation is used. Hence the product \(\sigma \times BR(i \rightarrow H \rightarrow f)\) can be decomposed in the following way for all channels:

\[
\sigma \times BR(i \rightarrow H \rightarrow f) = \frac{\sigma_i \cdot \Gamma_f}{\Gamma_H},
\]

where \(\sigma_i\) is the production cross section through the initial state \(i\), \(\Gamma_f\) the partial decay width into the final state \(f\) and \(\Gamma_H\) the total width of the Higgs boson.

- Only modifications of couplings strengths, i.e. of absolute values of couplings, are taken into account, while the tensor structure of the couplings is assumed to be the same as in the SM. This means in particular that the observed state is assumed to be a CP-even scalar as in the SM.

The LO-motivated coupling scale factors \(\kappa_j\) are defined in such a way that the cross section \(\sigma_j\) and the partial decay width \(\Gamma_j\) associated with the SM particle \(j\) scale with the factor \(\kappa_j^2\) when compared to the corresponding SM prediction. The effective scale factors \(\kappa_\gamma\) and \(\kappa_g\) for the loop-induced processes \(H \rightarrow \gamma\gamma\) and \(ggF\) can be treated as a function of more fundamental coupling scale factors \(\kappa_t, \kappa_W, \kappa_b\), and similarly for all the other particles that contribute to these SM loop
processes. In such cases, the scaled fundamental couplings are propagated through the loop calculations, including all interference effects, using the functional form derived from the SM.

Considering only SM particles, to a very good approximation, the typical expressions for Higgs boson production with $m_H = 125.09$ GeV are:

$$\sigma_{ggF} \sim 1.06 \cdot \kappa_t^2 + 0.01 \cdot \kappa_b^2 - 0.07 \cdot \kappa_t \kappa_b,$$

(A.2)

$$\sigma_{VBF} \sim 0.74 \cdot \kappa_W^2 + 0.26 \cdot \kappa_Z^2,$$

(A.3)

$$\sigma_{WH/ZH} \sim \kappa_W^2,$$

(A.4)

$$\sigma_{tH/bbH} \sim \kappa_t^2,$$

(A.5)

$$\sigma_{tHqb} \sim 3.40 \cdot \kappa_t^2 + 3.56 \cdot \kappa_W^2 - 5.96 \cdot \kappa_t \kappa_W,$$

(A.6)

$$\sigma_{tHW} \sim 1.84 \cdot \kappa_t^2 + 1.57 \cdot \kappa_W^2 - 2.41 \cdot \kappa_t \kappa_W,$$

(A.7)

For Higgs boson decay partial and total widths, the expressions are:

$$\Gamma_{WW/ZZ} \sim \kappa_W^2,$$

(A.9)

$$\Gamma_{\tau\tau/bb/\mu^+\mu^-} \sim \kappa_{\tau/b/\mu}^2,$$

(A.10)

$$\Gamma_{\gamma\gamma} \sim 1.59 \cdot \kappa_W^2 + 0.07 \cdot \kappa_t^2 - 0.66 \cdot \kappa_W \kappa_t,$$

(A.11)

$$\Gamma_H \sim 0.57 \cdot \kappa_b^2 + 0.22 \cdot \kappa_W^2 +$$

$$0.09 \cdot \kappa_g^2 + 0.06 \cdot \kappa_r^2 + 0.03 \cdot \kappa_Z^2 + 0.03 \cdot \kappa_c^2 +$$

$$0.0023 \cdot \kappa_{\gamma}^2 + 0.0016 \cdot \kappa_{(Z\gamma)}^2 + 0.0001 \cdot \kappa_{s}^2 + 0.00022 \cdot \kappa_{\mu}^2.$$

(A.12)
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