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Abstract

A search for massive resonances decaying to a $Z$ boson and a photon is performed in events with a hadronically decaying $Z$ boson candidate, separately in light-quark and $b$ quark decay modes, identified using jet substructure and advanced $b$ tagging techniques. Results are based on samples of proton-proton collisions collected with the CMS detector at the LHC at center-of-mass energies of 8 and 13 TeV, corresponding to integrated luminosities of 19.7 and 2.7 fb$^{-1}$, respectively. The results of the search are combined with those of a similar search in the leptonic decay modes of the $Z$ boson, based on the same data sets. Spin-0 resonances with various widths and with masses in a range between 0.2 and 3.0 TeV are considered. No significant excess is observed either in the individual analyses or the combination. The results are presented in terms of upper limits on the production cross section of such resonances and constitute the most stringent limits to date for a wide range of masses.

1 Introduction

Searches for resonant production of new particles, postulated in theories beyond the standard model (SM), are a cornerstone of the CERN LHC physics program. Of particular interest are searches for resonances decaying into a pair of massive SM gauge bosons (WW, WZ, ZZ, with the most recent results described in Refs. [1–4]), as well as final states with photons, such as $W\gamma$, $Z\gamma$, and $\gamma\gamma$. The search in the diphoton final state (together with the results from the WW and ZZ channels) played a key role in the discovery of the H(125) boson by the ATLAS and CMS Collaborations [5–7] in 2012.

In general, any resonance decaying into the $\gamma\gamma$ or ZZ channels should also have a $Z\gamma$ decay mode, with the relative branching fractions fixed by the SU(2)$_L$ couplings of the new resonance. Resonances with a spin of 0, 1, or 2 that can decay via the $Z\gamma$ channel feature in a variety of proposed theoretical extensions of the SM. Examples include: technicolor [8], extended Higgs boson sector [9, 10], extra spatial dimension [11, 12], and little Higgs [13] models, as well other beyond the SM theories. The $Z\gamma$ mode is also an important, and yet to be established, decay of the Higgs boson. In particular, the H(125) boson is expected to decay in the $Z\gamma$ channel with a branching fraction of 0.16%, compared to the 0.23% and 2.67% branching fractions in the $\gamma\gamma$ and ZZ channels, respectively [14]. Thus, if a new resonance is observed in one or both of these final states, the analysis of the $Z\gamma$ channel may provide crucial information on its nature.

In this Letter we describe a search for spin-0 $Z\gamma$ resonances in the hadronic decay channel of the Z boson, as well as a combination with the previously published results of an analogous search in the leptonic decay channels [15]. The analysis and the combination are based on data sets recorded with the CMS detector at the LHC in proton-proton collisions at center-of-mass energies of 8 and 13 TeV, corresponding to integrated luminosities of 19.7 and 2.7 fb$^{-1}$, respectively.

We look for a resonance with a relatively narrow width appearing on top of a smooth $Z\gamma$ invariant mass spectrum constructed with an energetic photon and with the Z boson decay products corresponding to the largest branching fraction: $Z \rightarrow q\bar{q}$. While a search in the leptonic Z boson decay modes has lower SM background, resulting in a higher sensitivity for new resonance masses less than about 1 TeV, for higher mass values it is the hadronic Z boson decay channel that dominates the sensitivity.

Depending on the mass of a new resonance, the Z boson decay products may be reconstructed as two resolved jets, or as a single jet resulting from the merging of the two quark jets. The fraction of events corresponding to the merged topology, which has low SM backgrounds, increases with the mass of the resonance. In this analysis we focus on relatively high invariant masses of a hypothetical resonance $X \rightarrow Z\gamma$, and therefore consider only the merged jet topology. We use jet substructure techniques and advanced tagging methods to infer the presence of a subjet originating from b quark fragmentation. This allows us to distinguish a signal from the dominant background from direct photon and QCD multijet production, with one of the jets spuriously passing jet substructure requirements. The background is determined directly from a fit to data.

Previous searches for resonances decaying into $Z\gamma$ have been pursued by the L3 Collaboration at the CERN LEP [16] and the D0 Collaboration at the Fermilab Tevatron [17, 18]. At the LHC, searches for such resonances have been carried out by the ATLAS Collaboration at $\sqrt{s} = 7$ TeV [19] and 8 TeV [20] in the context of technicolor-like spin-1 resonances or extended Higgs sector spin-0 resonances, as well as by the ATLAS and CMS Collaborations using the combined 7 and 8 TeV data sets in the context of a search for $H \rightarrow Z\gamma$ decay [21, 22]. All these
analyses have been performed in the dilepton ($e^+e^-$ and $\mu^+\mu^-$) decay channels of the Z boson. Recently, the ATLAS Collaboration completed a search for high-mass spin-0 $Z\gamma$ resonances at $\sqrt{s} = 13$ TeV in the combination of leptonic and hadronic Z boson decay channels, also using jet substructure techniques, but without identification of b quarks within the jet [23].

2 The CMS detector

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diameter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintillator hadron calorimeter (HCAL), each composed of a barrel and two endcap sections. Forward calorimeters extend the pseudorapidity coverage provided by the barrel and endcap detectors up to $|\eta| < 5$. Muons are measured in gas-ionization detectors embedded in the steel flux-return yoke outside the solenoid.

The silicon tracker measures charged particles within the pseudorapidity range $|\eta| < 2.5$. For nonisolated particles of $1 < p_T < 10$ GeV and $|\eta| < 1.4$, the track resolutions are typically 1.5% in $p_T$ and 25–90 (45–150) $\mu$m in the transverse (longitudinal) impact parameter [24].

In the region $|\eta| < 1.74$, the HCAL cells have widths of 0.087 in pseudorapidity and 0.087 in azimuth ($\phi$). In the $\eta$-$\phi$ plane, and for $|\eta| < 1.48$, the HCAL cells map on to 5×5 arrays of ECAL crystals to form calorimeter towers projecting radially outwards from close to the nominal interaction point. For $|\eta| > 1.74$, the coverage of the towers increases progressively to a maximum of 0.174 in $\Delta\eta$ and $\Delta\phi$.

The first level of the CMS trigger system, composed of custom hardware processors, uses information from the calorimeters and muon detectors to select the most interesting events in a fixed time interval of 3.2 $\mu$s. The high-level trigger (HLT) processor farm further decreases the event rate from around 100 kHz to less than 1 kHz, before data storage.

A detailed description of the CMS detector, together with a definition of the coordinate system used and the relevant kinematic variables, can be found in Ref. [25].

3 Event selection and Monte Carlo simulation

The data sets used in the analysis correspond to integrated luminosities of 19.7 and 2.7 fb$^{-1}$ collected with the CMS detector in pp collisions at the LHC in 2012 ($\sqrt{s} = 8$ TeV) and 2015 ($\sqrt{s} = 13$ TeV), respectively. Events are selected with an online HLT algorithm, which requires one photon candidate, passing loose identification requirements, with $p_T > 150$ (165) GeV and $|\eta| < 2.5$ in 8 (13) TeV data. The trigger is fully efficient for reconstructed photons with $p_T > 170$ (180) GeV.

In the subsequent analysis, events are reconstructed using a particle-flow (PF) algorithm [26] that identifies each individual particle (photon, electron, muon, charged hadron, and neutral hadron) with an optimized combination of information from the various elements of the CMS detector. The energy of photons is obtained from the ECAL measurement. The energy of electrons is determined from a combination of the electron momentum at the primary interaction vertex as determined by the tracker, the energy of the corresponding ECAL cluster, and the energy sum of all bremsstrahlung photons spatially compatible with originating from the electron track. The energy of muons is obtained from the curvature of the corresponding track. The energy of charged hadrons is determined from a combination of their momentum
measured in the tracker and the matching ECAL and HCAL energy deposits, corrected for zero suppression effects and for the response function of the calorimeters to hadronic showers. Finally, the energy of neutral hadrons is obtained from the corresponding corrected ECAL and HCAL energy.

Events are required to have at least one reconstructed collision vertex within 24 cm along the beam axis and 2 cm in the plane transverse to the beams of the mean pp interaction position. The vertex with the highest sum of $p_T^2$ of all the associated tracks is taken to be the primary vertex in the event.

Photon candidates are reconstructed from the energy deposits in the ECAL and required to be within the barrel fiducial region of the detector ($|\eta| < 1.4442$) and have $p_T > 170$ (180) GeV in the 8 (13) TeV analysis, thus ensuring that the trigger is fully efficient. Events with a photon reconstructed in the endcap region ($1.566 < |\eta| < 2.5$) suffer from a large $\gamma$+jet background and do not add to the sensitivity of the analysis; therefore, they are not considered. Photon identification is based on a multivariate analysis, employing a boosted decision tree (BDT) algorithm. The input to the BDT algorithm contains shower shape and isolation variables, as well as variables that account for the dependencies of the shower shape and isolation variables on the additional interactions in the same or neighboring bunch crossings (pileup) [28]. In addition, a conversion-safe electron veto (CSEV) [28] is applied. Isolation variables are computed from PF candidates in a cone of radius $\Delta R = \sqrt{\Delta \phi^2 + \Delta \eta^2} < 0.3$ around the photon candidate. The photon BDT has been trained and optimized separately for 8 and 13 TeV data, so the standard working points are different for the two data sets. In each case we use a working point that corresponds to a typical photon reconstruction and identification efficiency of 90% in the photon $p_T$ range used in the analysis.

Large-cone jets are used to reconstruct hadronically decaying Lorentz-boosted Z boson candidates in the event. In both 8 and 13 TeV analyses, they are reconstructed using PF candidates. The 8 TeV analysis employs the Cambridge–Aachen (CA) clustering algorithm [29], while the 13 TeV analysis uses the anti-$k_T$ algorithm [30], both with a distance parameter of 0.8. The change in the default jet clustering algorithm for 13 TeV data was motivated by commissioning of new jet substructure triggers, which rely on the faster anti-$k_T$ algorithm.) Charged hadrons not originating from the primary vertex are not considered in jet clustering. Corrections based on the jet area [31] are applied to remove the energy contribution of neutral hadrons from pileup interactions. The energy of the jets is further corrected for the response function of the calorimeter. Jet energy corrections are derived from simulation and are confirmed with in situ measurements using the energy balance of dijet and $\gamma$+jet events [32, 33]. Additional quality criteria are applied to the jets in order to remove rare spurious noise patterns in the calorimeters, and also to suppress leptons misidentified as jets. All jets are required to have $p_T > 170$ (200) GeV and $|\eta| < 2.0$ in the 8 (13) TeV analysis. The requirement on the jet $\eta$ suppresses the background from $\gamma$+jet and QCD multijet events and ensures that the core of the jet is within the tracker volume of the CMS detector ($|\eta| < 2.5$). The latter requirement is important for subsequent b quark jet tagging. All jets are required to be separated from the photon candidate in the event by a minimum distance of $\Delta R > 1.1$.

To identify Z boson candidates, the reconstructed jet mass, evaluated after applying a jet pruning algorithm [34, 35], is used. The pruning technique reclusters jet constituents and reduces soft, large-angle QCD radiation, which would increase the mass of the jet. The algorithm first reclusters each jet starting from its original constituents with the CA algorithm and then discards soft and wide-angle radiation in each step of the iterative CA procedure. The same pruning algorithm parameters are used for 8 and 13 TeV data [36]. The pruned jet mass ($M_j$) is
computed from the sum of the four-momenta of the remaining constituents, and is corrected with the same factor as the one used to correct the jet energy. To select a Z boson candidate we require the pruned jet mass to be between 70 and 110 GeV (75 and 105 GeV) in 8 (13) TeV data. We note that the jet mass resolution [36] is not sufficient to resolve between the Z and W bosons decaying hadronically, with the decay products reconstructed as a single large-radius jet. However, since the backgrounds involving W bosons are very small, this does not affect the sensitivity of the analysis.

To further discriminate against the direct photon and QCD multijet backgrounds, pruned jets are split into two subjets by reversing the final iteration in the jet clustering algorithm. These subjets are classified as those originating or not originating from b quark fragmentation using the combined secondary vertex (CSV) b tagging algorithm [37–39]. The jet is identified as one consistent with a $Z \rightarrow b\bar{b}$ candidate if at least one of its subjets satisfies the medium working point of the CSV algorithm and the other subjet satisfies the loose working point. The medium and loose working points correspond to 70 and 85% (20 and 50%) b quark jet tagging efficiency for $p_T < 300$ GeV ($p_T = 1$ TeV), and 1–2% (10–15%) light-flavor quark or gluon jet misidentification rate. The b tagging efficiency in the simulation is corrected to match the one measured in data [38, 39].

In order to further enhance the signal sensitivity, a requirement on the photon $p_T$ with respect to the reconstructed invariant mass of the Z candidate and the photon is imposed: $p_T^\gamma / M_{j\gamma} > 0.34$. This requirement is similar to a selection on the scattering angle of the $\gamma+jet$ system, which peaks at higher values for signal than for the background, particularly in case of spin-0 resonances. The value of the cutoff is chosen to maximize the discovery potential for a narrow resonance over the considered mass range. It has 85–90% selection efficiency for the signal, and about 65% selection efficiency for the SM background, which is dominated by $\gamma+jet$ events, with the prompt photon and a light-flavored jet misidentified as a large radius, massive jet.

The events with a reconstructed photon and a large-cone jet consistent with a Z boson candidate are split into two categories: with or without a $Z \rightarrow b\bar{b}$ candidate. These two categories are mutually exclusive and are used simultaneously in the analysis. The summary of the selections is given in Table 1.

<table>
<thead>
<tr>
<th>Requirement</th>
<th>8 TeV</th>
<th>13 TeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trigger</td>
<td>$p_T^\gamma &gt; 150$ GeV, $</td>
<td>\eta^\gamma</td>
</tr>
<tr>
<td>Photon</td>
<td>$p_T^\gamma &gt; 170$ GeV, $</td>
<td>\eta^\gamma</td>
</tr>
<tr>
<td>Photon BDT</td>
<td>$&gt;0.133 (~90% efficiency)$</td>
<td>$&gt;0.374 (~90% efficiency)$</td>
</tr>
<tr>
<td>Jet</td>
<td>$p_T^j &gt; 170$ GeV, $</td>
<td>\eta^j</td>
</tr>
<tr>
<td>Pruned jet mass</td>
<td>$70 &lt; M_j &lt; 110$ GeV</td>
<td>$75 &lt; M_j &lt; 105$ GeV</td>
</tr>
<tr>
<td>$\Delta R_{j\gamma}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$p_T^\gamma / M_{j\gamma}$</td>
<td>$&gt;1.1$</td>
<td>$&gt;0.34$</td>
</tr>
<tr>
<td>b-tagged category</td>
<td>One subjet passing CSV medium; the other CSV loose</td>
<td></td>
</tr>
<tr>
<td>Antitagged category</td>
<td>Failing the above criterion</td>
<td></td>
</tr>
</tbody>
</table>

A Monte Carlo (MC) simulation, including the effects of pileup, is used to model the signal invariant mass peak and calculate the signal selection efficiency for various mass hypotheses between 0.65 and 3.0 TeV and for two width assumptions for a spin-0 resonance. One width assumption is termed “narrow”, and has the width set to 0.014% of the particle mass, and the second is referred to as “broad” with the width set to 5.6% of the mass. The first choice corre-
sponds to a resonance with a natural width much less than the detector resolution. The second
width value was chosen for direct comparison with the ATLAS Collaboration analysis [40] and
out here since it is not a resonance. We assume no interference between the signal and the SM Z\gamma
background.

Signal samples are generated with the leading order (LO) PYTHIA 8.205 generator [41] using
the CTEQ6L [22] (NNPDF3.0 [43]) parton distribution functions (PDFs) for the 8 (13) TeV anal-
ysis. In a second step, the PYTHIA 8 program is used to simulate hadronization and parton
showering using the tune 4C [44] (CUETP8M1 [45, 46]) for the 8 (13) TeV analysis.

In addition, simulated SM background processes are used to optimize the analysis sensitivity. The SM Z\gamma
and W\gamma backgrounds are small, together less than 2% of the dominant background
from light-flavor jets misidentified as massive jets in γ+jet and QCD multijet events (in the
latter case in addition another jet has to be misidentified as a photon), so we did not use SM
Z\gamma and W\gamma samples for this study. However, this contribution to the background is included
in the background estimate from data, as detailed in Section 5. In the 8 TeV analysis, the γ+jet
and QCD multijet events are simulated at LO using PYTHIA 6.126 [47] with tune Z2* [46, 48],
while the W+jets and Z+jets processes are simulated at LO with MADGRAPH v5.1.3.30 [49].
In both cases PYTHIA 6 is used to describe fragmentation and hadronization processes. In the
13 TeV analysis, all these samples are simulated at LO with MADGRAPH5_AMC@NLO v2.2.2 [50]
with the fragmentation and hadronization described by PYTHIA 8. The CMS detector response
is modeled with the GEANT4 package [51]. The effect of pileup is taken into account by superimposing minimum bias events on the hard scattering, with the multiplicity of additional
interactions adjusted to that observed in data. The average pileup in the 8 (13) TeV data sample
was 21 (12). Simulated events are processed with the same chain of reconstruction programs as
used for collision data.

4 Search strategy

The search focuses on the mass range from 0.65 to 3 TeV. At the lower edge of this mass range
about 50% of Z boson decays correspond to the merged jet topology; for resonance masses
above 2 TeV this fraction exceeds 90%. In order to profit from both the high acceptance and low
background, two exclusive search categories are formed in the analysis: a b-tagged category
with a large-cone jet required to be consistent with the Z → b\bar{b} decay (as described in the
previous section), and an antitagged category with the large-cone jet failing this requirement.
While the branching fraction of Z → b\bar{b} decay is only about 20% of all hadronic decays, and
there is an additional signal loss due to b tagging inefficiency, the background rejection due
to b tagging exceeds a factor of 100. Consequently, the sensitivity of the b-tagged category in
the low-mass range with large background is significant, leading to a sizable improvement (as
large as 50%) in the signal sensitivity by splitting an inclusive selection into the two categories.

Figure 1 shows the total selection and reconstruction efficiency for the X → Z\gamma decay mode of a
narrow resonance in the two analysis categories. The total signal efficiency increases from 17%
(12%) at 0.65 TeV to 20% (20%) at 2 TeV in the antitagged category for the 8 (13) TeV analysis,
and is between 2 and 3% for the masses below 2 TeV in the b-tagged category. At very high res-
sonance masses the b tagging efficiency drops owing to the inability of the b tagging algorithm
to disentangle individual jet components among highly boosted decay products. For a broad
resonance at high masses (>1.5 TeV) the effect of rapidly falling PDFs introduces a lower tail in
the mass distribution. The exact characteristics of this tail are very sensitive to the description
of the resonance line-shape. Therefore, in this search, we require that the mass of the resonance
corresponds to the core of the distribution, defined as a window centered on the maximum of
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the Crystal Ball [52] (CB) function. The window width is given by ±5 times the CB function parameter $\sigma$, describing the standard deviation of its Gaussian core. As a result, the efficiency of the analysis requirements, which include this request, for a heavy and broad resonance is lower than for a narrow one and drops to about 3% (0.3%) for the antitagged (b-tagged) category for a resonance mass of 3 TeV.

![Figure 1: Full selection and reconstruction efficiency (including $B(Z \to q\bar{q})$) of the two search categories for a narrow resonance signal as a function of its mass in the 8 TeV analysis (left) and 13 TeV analysis (right).](image)

5 Background and signal modeling

Using MC simulation and data studies based on a lower sideband of the jet mass distribution ($50 < M_j < 70$ GeV), we observed that the invariant mass distribution $M_{Z\gamma}$ of the SM background is smoothly falling and that the distributions of kinematic observables derived from the lower jet mass sideband match those for the signal selection. We further checked that the background shapes in the b-tagged and antitagged categories are consistent with each other.

Various families of functions to model the background shape have been tested in the lower jet mass sideband region, with selection requirements similar to those in the search region. The functions used to fit the background shape in the b-tagged and in the antitagged categories are chosen using the Fisher F-test. This test selects the optimal function by balancing the quality of the fit against the number of parameters required. In each case the following function is chosen:

$$\frac{dN}{dM_{Z\gamma}} = P_0 \left( \frac{M_{Z\gamma}}{\sqrt{s}} \right)^{P_1} + P_2 \log \left( \frac{M_{Z\gamma}}{\sqrt{s}} \right),$$

(1)

where $M_{Z\gamma}$ is the invariant mass of the photon and the large-cone jet, $\sqrt{s}$ is the center-of-mass energy, $P_0$ is a normalization parameter, and $P_1$, $P_2$ describe the shape of the invariant mass spectrum.

In order to check for the presence of a possible systematic bias from the choice of the functional form, several tests are carried out with alternative functional forms, with or without signal injection. For these tests, the mass spectra in the two analysis categories derived either from the low-mass sideband in data or from MC simulation are fitted with a variety of test functions.
The shapes obtained in these fits are used to generate pseudo-datasets with a total number of events randomly drawn from a Poisson distribution with the mean equal to the yields observed in data. Additionally, in a set of pseudo-experiments, signals with different mass values and cross sections close to the expected 95% confidence level (CL) limits are injected. The full spectrum is fitted with the chosen function of Eq. (1) together with a signal model, and the signal cross section is extracted. Distributions of the difference between the data and the fit divided by the overall uncertainty for the obtained signal cross sections are constructed, and their shapes are found to be consistent with a normal distribution with mean less than 0.5 and width consistent with unity. Thus, we conclude that any possible systematic bias from the choice of the functional form is small compared to the statistical uncertainty of the fit, and use the latter as the only uncertainty in the background prediction.

The observed $M_{Z\gamma}$ invariant mass distributions in data in the antitagged and b-tagged categories along with the corresponding fits are shown in Fig. 2 separately for 8 and 13 TeV data.

The signal shape is extracted from MC simulation for various signal hypotheses tested in the analysis. The shape is parameterized with the combination of a CB function and a Gaussian function in order to ensure a good description of the tails. To derive the signal shapes for the intermediate mass values where simulation points are not available, a linear morphing \cite{54} of the shapes obtained from the MC simulation is used. The typical $M_{Z\gamma}$ resonance core width is found to be 3 and 5% of the resonance mass for the narrow and broad resonance hypotheses, respectively.

6 Systematic uncertainties

Since the background estimation is obtained from a fit to the data, the only source of the systematic uncertainty in the background estimate is associated with the possible bias in the choice of the fit function. This potential bias is checked as described in Section 5 and is found to be negligible with respect to the statistical uncertainty in the background normalization.

For the signal selection efficiency, there are several sources of systematic uncertainties, which are summarized in Table 2. Most of the uncertainties affect the overall signal efficiency, and only the b tagging efficiency uncertainty can result in signal category migration. The latter is larger for the 13 TeV analysis owing to the relatively small sizes of control samples in data available for their derivation.

The uncertainties in the jet energy scale and resolution \cite{32, 33} are propagated to all relevant quantities, and affect both the signal yield and its shape. The overall effect of these uncertainties is found by changing the four-momenta of the jets by an amount equal to the uncertainty in their energy scale, or by smearing them with a resolution function, and carrying out the full analysis with modified quantities. The corresponding uncertainties in the signal yield are approximately 2.0 and 2.5%, respectively.

To account for a slight dependence of the pruned jet mass scale on the jet $p_T$, an uncertainty in the $Z$ boson tagging efficiency of 10 (5)% is applied in the 8 (13) TeV analysis.

The systematic uncertainties in the photon energy scale and identification efficiency are derived from $Z \rightarrow e^+e^-$ events. The uncertainty in the photon energy scale is found to be about 1% and it includes the uncertainty on the extrapolation to higher-$p_T$ photons. The ratio between the photon reconstruction and identification efficiencies in data and in the simulation is consistent with unity within the 2% systematic uncertainty up to a photon $p_T$ of 200 GeV, and within the 4% systematic uncertainty in the photon $p_T$ range from 0.2 to 1.0 TeV.
Figure 2: Fits to the $M_{Z\gamma}$ invariant mass spectra in the search region for the antitagged (left column) and b-tagged (right column) categories. Upper (lower) row corresponds to 8 (13) TeV data. The results of the fits to the two categories with the parametric background shape are shown. The lower panels show the difference between the data and the fit, divided by the statistical uncertainty in data $\sigma_{\text{stat}}$. For bins with a low number of data entries, the error bars correspond to the Garwood confidence intervals\cite{53}. The upper error bars for bins with zero data entries are shown only in the region up to the highest nonzero entry.
The uncertainties in the measurement of the integrated luminosity (2.6% \cite{55} and 2.7% \cite{56} in the 8 and 13 TeV analyses, respectively), trigger efficiency (2%), and pileup description (5%) affect the overall signal yield and are taken into account. Concerning the PDF modeling \cite{43}, only the resultant uncertainty in the signal acceptance (2%), and not the signal cross section, is included in the overall experimental uncertainty.

Table 2: Summary of the sources of systematic uncertainties, their magnitudes, effects on the signal yield, and affected quantities. The third column indicates the magnitude of the yield variation. The last column indicates if the source of the uncertainty affects the total signal yield, signal shape, or introduces a category migration. The numbers in parentheses correspond to the 13 TeV analysis (whenever there is a difference from the 8 TeV numbers).

<table>
<thead>
<tr>
<th>Source</th>
<th>Magnitude</th>
<th>Effects on the yield</th>
<th>Affected quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jet energy scale</td>
<td>2%</td>
<td>2%</td>
<td>yield &amp; shape</td>
</tr>
<tr>
<td>Jet energy resolution</td>
<td>8–10%</td>
<td>3.2 (2.8)%</td>
<td>yield &amp; shape</td>
</tr>
<tr>
<td>(M_T) mass range</td>
<td>10 (5)%</td>
<td>10 (5)%</td>
<td>yield</td>
</tr>
<tr>
<td>(b) tagging efficiency</td>
<td>5–30% (10–60%)</td>
<td>4–15% (15–35%)</td>
<td>migration</td>
</tr>
<tr>
<td>Photon energy scale, resolution</td>
<td>1%</td>
<td>1%</td>
<td>yield &amp; shape</td>
</tr>
<tr>
<td>Photon efficiency</td>
<td>0.2 (2)%</td>
<td>0.2 (2)%</td>
<td>yield</td>
</tr>
<tr>
<td>Electron veto efficiency</td>
<td>0.5 (2.5)%</td>
<td>0.5 (2.5)%</td>
<td>yield</td>
</tr>
<tr>
<td>Photon efficiency extrapolation</td>
<td>2%</td>
<td>2%</td>
<td>yield</td>
</tr>
<tr>
<td>Trigger efficiency</td>
<td>2%</td>
<td>2%</td>
<td>yield</td>
</tr>
<tr>
<td>Pileup</td>
<td>5%</td>
<td>0.6 (1)%</td>
<td>yield</td>
</tr>
<tr>
<td>Parton distribution functions</td>
<td>2%</td>
<td>2%</td>
<td>yield</td>
</tr>
<tr>
<td>Integrated luminosity</td>
<td>2.7 (2.6)%</td>
<td>2.7 (2.6)%</td>
<td>yield</td>
</tr>
</tbody>
</table>

7 Results

The \(M_{Z\gamma}\) invariant mass spectra observed in data in two categories for each data set (8 and 13 TeV), are fitted simultaneously under the background-only, as well as the combined background and signal hypotheses, for various signal mass and width assumptions. Both the 8 and 13 TeV data are well described by the background-only hypothesis. We see no statistically significant evidence for a signal in the entire mass range probed. The largest deviation is seen in 13 TeV data at a mass around 2 TeV with a local significance of 3.6 standard deviations for a narrow resonance hypothesis, which corresponds to a global significance of approximately 2.5 standard deviations assuming a narrow resonance and taking into account the full search range \cite{57}. This excess is not seen in 8 TeV data. The results are presented as upper limits on the new resonance production cross section times branching fraction to these \(Z\gamma\) final state. The limits are computed at 95% CL, using the asymptotic approximation \cite{58} of the CL_s criterion \cite{59,61}. Log-normal prior distributions for parameters are used to account for the systematic uncertainties in the signal and background yields, which are described in Section 6 and summarized in Table 2.

The expected and observed upper cross section limits for spin-0 resonances with the two benchmark widths from the combination of the antitagged and \(b\)-tagged categories are presented in Table 3 and Fig. 3. The table shows also individual limits from fits to a single category, illustrating the relative weights of the two categories for various masses.

The 8 and 13 TeV results can be combined assuming a particular production mechanism for a resonance decaying into the \(Z\gamma\) channel. Similar to the combination of \(Z\gamma\) searches in the leptonic decay channel of the \(Z\) boson \cite{15}, we assume that the hypothetical spin-0 resonance is
Figure 3: Expected and observed upper limits on the product of the cross section and branching fraction $B(X \to Z\gamma)$ for the production of a narrow (left) or broad (right) spin-0 resonance, obtained from the combination of antitagged and b-tagged categories in 8 TeV (upper) and 13 TeV (lower) data.
Table 3: Observed (expected) limits on the production cross section times branching fraction $B(X \rightarrow Z\gamma)$ for narrow resonances from each of the two categories of the analysis, as well as from their combination.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>8 TeV analysis</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>750</td>
<td>23 (28)</td>
<td>21 (32)</td>
<td>13 (20)</td>
</tr>
<tr>
<td>1000</td>
<td>9.7 (13)</td>
<td>36 (17)</td>
<td>13 (10)</td>
</tr>
<tr>
<td>2000</td>
<td>1.4 (1.7)</td>
<td>3.6 (4.7)</td>
<td>1.1 (1.5)</td>
</tr>
<tr>
<td>2500</td>
<td>2.0 (1.1)</td>
<td>3.5 (3.9)</td>
<td>1.6 (0.9)</td>
</tr>
<tr>
<td>3000</td>
<td>0.8 (1.0)</td>
<td>4.0 (4.3)</td>
<td>0.7 (0.8)</td>
</tr>
<tr>
<td>13 TeV analysis</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>750</td>
<td>149 (140)</td>
<td>94 (150)</td>
<td>74 (93)</td>
</tr>
<tr>
<td>1000</td>
<td>57 (61)</td>
<td>71 (87)</td>
<td>38 (46)</td>
</tr>
<tr>
<td>2000</td>
<td>27 (10)</td>
<td>63 (37)</td>
<td>25 (8.7)</td>
</tr>
<tr>
<td>2500</td>
<td>4.7 (6.6)</td>
<td>42 (41)</td>
<td>4.1 (5.8)</td>
</tr>
<tr>
<td>3000</td>
<td>4.4 (5.2)</td>
<td>51 (51)</td>
<td>3.9 (4.7)</td>
</tr>
</tbody>
</table>

produced exclusively via gluon fusion, which is a natural production mechanism for a spin-0 particle with Yukawa-like couplings to quarks. The combination takes into account the ratio of gluon-gluon parton luminosities at the two center-of-mass energies, as calculated with the NNPDF2.3 PDFs. This ratio increases from approximately 4.1 for an invariant mass of 650 GeV to 23.7 for a mass of 2.5 TeV. It was checked that the uncertainty in the ratio of parton luminosities at 13 and 8 TeV coming from the PDF uncertainties has negligible effect on the combined results in the range of masses probed. The combination is performed with the same CLs criterion as used to obtain results in the individual channels. We assume that all sources of systematic uncertainty, except for the one related to the photon energy scale, are completely uncorrelated between the analyses at the two energies. This is a reasonable assumption, given that the dominant sources of the systematic uncertainty are the statistical uncertainty in the background fit and b tagging efficiency uncertainties in the signal yield, both of which are determined independently in the 8 and 13 TeV data, and therefore are uncorrelated.

The results are expressed in terms of upper limits on a new resonance production cross section via gluon-gluon fusion mechanism at a center-of-mass energy of 13 TeV times branching fraction of the resonance decay in the $Z\gamma$ channel. The combined expected and observed 95% CL limits for narrow resonance production are shown in Fig. 4.

The results can be further combined with those from an analogous combined analysis in the leptonic $Z$ boson decay channels [15], using the same technique and assumptions. The results are shown in Fig. 5 assuming uncorrelated uncertainties between the leptonic and hadronic channels, except for the uncertainties in the integrated luminosity, PDFs, and photon energy scale and resolution, which are taken as fully correlated between the two analyses. Since the leptonic analysis uses a different photon identification algorithm, the photon efficiency uncertainties are expected to be uncorrelated between the leptonic and hadronic channels.

### 8 Summary

We have presented a search for new spin-0 resonances decaying to a $Z$ boson and a photon, where the $Z$ boson decays hadronically, in the mass range from 0.65 to 3.0 TeV, using 2012 and 2015 proton-proton collision data at center-of-mass energies of 8 and 13 TeV, respectively. The
Figure 4: Expected and observed limits on the product of the cross section at $\sqrt{s} = 13$ TeV and branching fraction $B(X \rightarrow Z\gamma)$ for the production of a narrow spin-0 resonance, obtained from the combination of the 8 and 13 TeV analyses in the hadronic decay channel, assuming a gluon fusion production mechanism.

Figure 5: Left: Expected and observed limits on the product of the cross section at $\sqrt{s} = 13$ TeV and branching fraction $B(X \rightarrow Z\gamma)$ for the production of a narrow spin-0 resonance, obtained from the combination of the 8 and 13 TeV analyses in hadronic and leptonic decay channels of the Z boson, assuming a gluon fusion production mechanism. Right: expected limits from the individual and combined analyses, showing the relative contribution of each channel. The discontinuities are due to the difference in the mass ranges used in the individual searches.

Jet substructure and subjet $b$ tagging techniques are used in order to enhance the sensitivity of the analysis. No significant deviation from the standard model prediction is found. Results are presented as upper limits at 95% confidence level on the product of the production cross...
section and the branching fraction of the $Z\gamma$ decay channel of a new resonance. The results of the searches at the two center-of-mass energies are combined assuming the mechanism for production of a new resonance is gluon fusion. These results are further combined with those of analogous searches in the leptonic decay channel of the $Z$ boson. The limits set in this analysis are the most stringent limits to date on $Z\gamma$ resonances in a wide range of masses.
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