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Abstract

A measurement of inclusive multijet event cross sections is presented from proton-
proton collisions recorded at /s = 8 TeV with the CMS detector and corresponding to
an integrated luminosity of 19.7 fb~. Jets are reconstructed with the anti-k; clustering
algorithm for a jet size parameter R = 0.7 in a phase space region ranging up to jet
transverse momenta p of 2.0 TeV and an absolute rapidity of |y| = 2.5. The inclusive
2-jet and 3-jet event cross sections are measured as a function of the average pt of the
two leading jets. The data are well described by predictions at next-to-leading order
in perturbative quantum chromodynamics and additionally are compared to several
Monte Carlo event generators. The strong coupling constant at the scale of the Z
boson mass is inferred from a fit of the ratio of the 3-jet over 2-jet event cross section
giving as(Mz) = 0.1150 + 0.0010 (exp) + 0.0013 (PDF) =+ 0.0015 (NP) *:0050 (scale).
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1 Introduction

Inelastic collisions of protons are viewed as interactions between their constituent partons,
the (anti-)quarks and gluons. Within the context of perturbative quantum chromodynamics
(pQCD), the cross section of a high-pt scattering process can be expressed as a sum of terms
with increasing powers of the strong coupling constant, ag, convoluted with the parton mo-
mentum distribution functions (PDFs) of the proton. The lowest-order a% term represents the
production of two-parton final states. Terms of higher-order a3, ... in the expansion signify the
existence of multi-parton final states. The theoretical description of the transition from strongly
interacting, colored partons to color-neutral hadrons, which are observable in detectors, relies
for this nonperturbative phase on models implemented in Monte Carlo (MC) event generators.
To relate the collimated sprays of colorless hadrons to the initiating partons, jet algorithms are
applied. These algorithms bundle together particles that are close in phase space and primar-
ily move into the same direction. Hence, the constructed jets preserve energy and momentum
of the initial partons so that the structure of the final jet system mirrors, to a large extent, the
topology of the initial partonic system.

The inclusive jet cross section, pp — jet + X, as a function of jet pr and rapidity y is a fun-
damental observable providing essential information about the PDFs and the strong coupling
constant. Corresponding measurements conducted by the experiments at the CERN LHC are
reported in Refs. [1-11]. The investigation of inclusive multijet event cross sections 0j_jet,
pp — ijets + X, as suggested here, permits more elaborate tests of QCD to be performed by
subdividing the observed jet event sample into classes according to the presumed minimal
power in ag necessary to describe theoretically such a topology. Moreover, the ratios of such
cross sections, Ry, = (;’::]7::, with m > n, are proportional to a¢ " while at the same time nu-
merous theoretical and experimental uncertainties cancel. Thus, they provide an ideal tool
to determine the strong coupling constant a;(Mz). A previous analysis of the ratio Rz, as
a function of the average transverse momentum, (pri2), of the two leading pr jets in the
event was performed at \/s = 7TeV by the CMS Collaboration and lead to an extraction
of as(Mz) = 0.1148 + 0.0055, where the dominant uncertainty stems from the estimation of

higher-order corrections to the next-to-leading order (NLO) prediction [12].

In this analysis, a measurement of inclusive 2- and 3-jet event cross sections is presented using
an event sample collected by the CMS experiment during 2012 at the LHC and corresponding
to an integrated luminosity of 19.7 fb ! of pp collisions at a centre-of-mass energy of 8 TeV. Jets
are reconstructed using the infrared- and collinear-safe anti-k; clustering algorithm [13] with
a jet size parameter R of 0.7. All jets are required to satisfy pr > 150GeV and |y| < 5.0. The
event sample is further reduced by requiring the two leading pr jets to lie in the central detector
region of |y| < 2.5.

The event scale is chosen as before to be the average transverse momentum of the two leading
jets, but will be referred to as Ht,/2 in this analysis. Fits of the strong coupling constant are
performed for the 2-jet and 3-jet event cross sections separately and for their ratio Rs;.

2 Event selection and reconstruction

The measurement uses data samples which were collected with six single-jet high-level triggers
(HLT) [14]. They are seeded by Level 1 (L1) triggers based on calorimetric information and
require at least one jet in the event with corrected jet pt > 80, 140, 200, 260, and 320 GeV. All
except the highest-threshold trigger were prescaled during the 2012 run. The efficiency of each
trigger is estimated using lower-pr-threshold triggers and it is found to be more than 99% in
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the Ht»/2 ranges, shown in Table 1 with the corresponding effective integrated luminosities.

Table 1: Trigger regions defined as ranges of the Hr,/2 for every single-jet trigger used in the
inclusive multijet cross section measurement along with the effective integrated luminosities.

HLT path Hrty/2range (GeV) Integrated Luminosity (pb_l)

PFJet80 120 — 188 2.12
PFJet140 188 — 263 5.57 x 10
PFJet200 263 — 345 2.61 x 10?
PFJet260 345 - 406 1.06 x 103
PFJet320 406 — 5000 1.97 x 10*

In the CMS experiment, all particles are reconstructed and identified using a particle-flow (PF)
algorithm, which combines the information from the individual subdetectors [15, 16]. The four-
vectors of particle candidates, reconstructed by the above technique, are used as input to the
anti-k; jet-clustering algorithm. The clustering is performed within the FASTJET package [17]
using four-momentum summation.

The reconstructed jets require additional energy corrections to account for residual nonunifor-
mities and nonlinearities in the detector response. These jet energy corrections [18] are derived
using simulated events, generated by PYTHIA 6.4 [19] with tune Z2* [20] and processed through
the CMS detector simulation based on GEANT4 [21], and in situ measurements with dijet, pho-
ton+jet, and Z+jet events. The jet energy corrections, which depend on the 7 (pseudorapidity)
and pr of the jet, are applied to the jet four-momentum vector as a multiplicative factor [18].
For a jet with a pt of 100 GeV, the typical correction is about 10%, and decreases with increas-
ing pr. An additional offset correction is applied to take into account the extra energy clustered
into jets from additional proton-proton interactions within the same or neighbouring bunch
crossings (in-time and out-of-time pileup) [18]. Pileup effects are important only for jets with
low pr and become negligible for jets with pr > 200 GeV. The current measurement is therefore
largely insensitive to pileup effects.

Each selected event is required to have at least one offline-reconstructed vertex [22] along
the beam line that is within 24 cm of the nominal interaction point. To suppress nonphys-
ical jets, i.e. jets resulting from noise in the electromagnetic calorimeter (ECAL) and/or the
brass/scintillator hadron calorimeter (HCAL), tight identification criteria [23] are applied :
each jet should contain at least two particles, one of which is a charged hadron, and the jet
energy fraction carried by neutral hadrons and photons should be less than 90%. These criteria
have an efficiency greater than 99% for physical jets. Jets not satisfying the tight identification
requirements are discarded.

A sample of multijet events is selected which has two or more jets with transverse momentum
greater than 150 GeV and |y| < 5.0 in the event. Events, in which the two leading pr jets have
ly| < 2.5 are selected. Further jets are counted only, if they lie within the same central rapidity
range of |y| < 2.5.

In QCD, pure jet events are balanced in pt and thus exhibit a low level of missing transverse
energy, which predominantly is caused by jet calibration and resolution effects of the detector.
Therefore, the ratio of missing transverse energy to the total transverse energy %, both de-
rived from the reconstructed particle-flow objects, is required to be less than 0.3 to select well

measured jet events.



3 Measurement of the inclusive 2-jet and 3-jet event cross sec-
tions

The inclusive differential multijet cross sections are measured as a function of the average
transverse momentum, Hr,/2 = %(PT,l + p12), where pr1 and pry denote the transverse
momenta of the two leading jets. For inclusive 2-jet events sufficient data are available up
to Hry/2 = 2TeV, while for inclusive 3-jet events (and the ratio R3;) the accessible range in
Hrt>/2 is limited to Hro/2 < 1.68 TeV. In the following, results for the inclusive 2-jet and 3-jet
event selections will be labelled asnj > 2 and nj > 3, respectively.

The inclusive differential jet event cross section is defined as :

do _ 1 Nevent
d(Hr2/2)  €Lintest A(Hr2/2)

@™

where € is the product of the trigger and jet selection efficiencies, which are greater than 99%,
Lint ff is the effective integrated luminosity, Nevent is the number of 2- or 3-jet events counted
inan Hr,/2 bin, and A (HT,z / 2) are the bin widths. The measurements are reported in units of
(pb/GeV).

To compare the measured cross sections with theoretical predictions at particle level, an unfold-
ing procedure based on the iterative D’Agostini method [24] as implemented in the ROOUN-
FOLD software package [25] is applied. This correction for detector resolution effects is regu-
larized by an early stopping after four iterations similarly as in a previously published 3-jet
measurement [26], which prevents the buildup of large-scale correlations. The response ma-
trix describes the mapping between the particle-level Hr,/2 spectrum and the reconstructed
Hr>/2 spectrum. To construct the response matrix, the particle-level Hr, /2 spectrum is taken
from a fit to the theoretically predicted Hry/2 spectrum. The reconstructed Hr; /2 spectrum is
obtained by smearing this particle-level prediction. The resolution in Hr,/2 is evaluated from
CMS detector simulation based on the MADGRAPH5 + PYTHIA6 MC event generator using
a jet-based smearing according to the jet energy resolution (JER). The JER from simulation is
corrected (increased) for residual differences between data and simulation following Ref. [18].

Figure 1 shows the response matrices derived using a Toy MC procedure for inclusive 2-jet
(left) and 3-jet events (right). The matrices are normalized to the number of generated events in
each column and are mostly diagonal with small off-diagonal elements describing migrations
between close-by Hr, /2 bins.

Through the unfolding procedure the final statistical uncertainties become correlated among
bins. The size of these correlations varies typically between 10 and 20%. As a consequence,
statistical fluctuations present in data before the unfolding might affect neighbouring bins af-
ter the unfolding. The fluctuations observed in the unfolded spectrum are compatible with the
statistical uncertainties of the underlying detector-level distributions and the statistical uncer-
tainty after unfolding increases with respect to the original one of the measured data.

The unfolding procedure is affected by uncertainties of the JER. Alternative response matrices,
which were built by varying the JER one standard deviation up and down [18], are used to
unfold the measured spectra for comparison and introduce a corresponding uncertainty on
the cross sections. In addition, to account for a model dependence of the theoretical Hrj/2
spectrum, two different functions are assumed when fitting the theoretically predicted Hr,/2
spectra. Finally, a supplementary uncertainty is attributed by comparison to an unfolding with
a 30% reduced resolution as compared to the one extracted from simulation. This accounts
for shortcomings in the detector simulation of the theory spectra leading to small nonclosures
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Figure 1: Response matrices derived using a Toy MC procedure for the inclusive 2-jet (left) and
3-jet event samples (right).

observed in the unfolding. All three uncertainties are added quadratically to give the unfolding
uncertainty, which increases from about 1% at low Hrt>/2 up to 2% at the high Ht>/2 end of
the cross sections.

The dominant detector-related contribution to the experimental systematic uncertainty of the
measured cross sections is caused by the jet energy corrections (JEC) [18]. The JEC uncertainty
ranges for inclusive 2-jet events from 3% to 10% and for inclusive 3-jet events from 3% to 8%,
respectively.

The uncertainty on the integrated luminosity, which propagates directly to the cross sections,
is 2.6% [27] and at low Hty/2 is of a similar size as the one from the JEC. To account for
residual effects of small inefficiencies from triggering and jet identification, an uncorrelated
uncertainty of 1% is assumed across all Ht /2 bins, similar as in previous CMS jet cross-section
measurements [8].

The total experimental systematic uncertainty on the measured cross section is obtained by
summing in quadrature the single contributions. The upper panels of Fig. 2 give an overview
of all experimental uncertainties affecting the cross section measurement for inclusive 2-jet (top
left) and 3-jet events (top right). The error bars indicate the statistical uncertainty after unfold-
ing. The colored lines represent the systematic uncertainties resulting from JEC, the luminosity,
residual effects, and the unfolding including JER effects. The total experimental uncertainty,
indicated by dashed black lines, is calculated by adding in quadrature all the sources of uncer-
tainty. Beyond about 1.4 (1.2) TeV the statistical uncertainty is dominating for the 2-jet (3-jet)
event cross sections, respectively.

The cross section ratio Ra; as a function of Hrp/2 is extracted from the ratio of unfolded dif-
ferential cross sections for each bin in Hty/2. The systematic experimental uncertainties are
propagated from the cross sections to the ratio taking into account correlations. The uncer-
tainties due to luminosity and residual effects cancel completely in this ratio. The statistical
uncertainty including bin-by-bin correlations and statistical correlations between the 3-jet and
2-jet event cross sections is derived by directly unfolding the measured ratio R3;. Figure 2
“bottom panel” presents an overview of all experimental uncertainties affecting the cross sec-
tion ratio R3;. The JEC and unfolding uncertainties for R3; amount to about 1-2% and ~ 1%,
respectively. The total uncertainty, calculated by adding in quadrature all individual sources
of uncertainty, is dominated by statistical effects beyond about 0.8 TeV in Hty/2.
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Figure 2: Overview of all experimental uncertainties affecting the inclusive 2-jet (top left) and
3-jet event cross sections (top right) and their ratio R3> (bottom). The error bars indicate the
statistical uncertainty after unfolding. The colored lines represent the systematic uncertain-
ties resulting from JEC, the luminosity, residual effects, and the unfolding including JER ef-
fects. Uncertainties due to luminosity and residual effects are cancelled completely in the ratio.
The total experimental uncertainty, indicated by dashed black lines, is calculated by adding in
quadrature all the sources of uncertainty.
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4 Theory predictions

Predictions at NLO accuracy in pQCD are computed with the NLOJET++ program version 4.1.3 [28,
29]. The results are provided within the framework of FASTNLO version 2.3 [30] for use within

fits. The renormalization and factorization scales y, and yis are chosen equal to Hy/2. PDF
sets at NLO available for a series of different assumptions on as(Mz) via the LHAPDF6 pack-

age [31] are listed in Table 2. All sets employ a variable-flavour number scheme with at most
five or six flavours apart from the ABM11 PDFs, which use a fixed-flavour number scheme
with Np = 5.

Out of these eight PDF sets the following three will not be considered further:

e At NLO, predictions based on ABM11 do not describe LHC jet data at small jet ra-
pidity, cf. Refs. [4, 5, 26, 32].

e The HERAPDF2.0 set exclusively fits HERA DIS data with only weak constraints on
the gluon PDEF.

e The range in values available for a;(Myz) is too limited for the NNPDF3.0 set.

PDF uncertainties are evaluated according to the prescriptions given for each PDF set. Un-
certainties on as(Myz) are not considered, since this value is later on determined from a fit to
the data. The PDF uncertainty as derived with the CT10 PDF set ranges from 2% to 30% for
inclusive 2- and 3-jet cross sections and from 2% to 7% for R3;.

Table 2: NLO PDF sets available via LHAPDF®6 for comparisons to data with various assump-
tions on the value of as(Myz). Sets existing already in LHC Run 1 (upper rows) and newer sets
for Run 2 (lower rows) are listed together with the corresponding number of flavours Nf, the
assumed masses M; and M7z of the top quark and the Z boson, respectively, the default values
of as(Mz), and the range in a;(My) variation available for fits. A * behind the as(My) values
signifies that the parameter was fixed, not fitted.

Base set Refs. Nr M; (GeV) Mz (GeV) as(Mz) as(Myz)range
ABM11 [33] 5 180 91.174 0.1180 0.110-0.130
CT10 [34] <5 172 91.188 0.1180* 0.112-0.127

MSTW2008 [35,36] <5 1010 91.1876 0.1202 0.110-0.130
NNPDF2.3 [37] <6 175 91.1876 0.1180*  0.114-0.124
CT14 [38] <5 172 91.1876 0.1180*  0.113-0.123
HERAPDF2.0 [39] <5 173 91.1876 0.1180*  0.110-0.130
MMHT2014  [40] <5 1010 91.1876 0.1180*  0.108-0.128
NNPDF3.0 [41] <5 173 91.2 0.1180*  0.115-0.121

The uncertainty related to unknown higher orders of the perturbative series is evaluated with
the conventional recipe of varying the default scale Hy; /2 chosen for i, and p ¢ independently
in the following six combinations: (u,/Ht2/2, pus/Ht2/2) = (1/2,1/2), (1/2,1), (1,1/2), (1,2),
(2,1) and (2,2). The maximal upwards and downwards deviations in cross section from the
central prediction are taken as scale uncertainty. This uncertainty ranges for inclusive 2-jet
events from 5% to 13%, for inclusive 3-jet events from 11% to 17% and for their ratio R3, from
6% to 8%.

The computation of the NLO predictions with NLOJET++ is also subject to statistical fluctu-
ations from the numerical integrations. For the inclusive 2-jet event cross sections this uncer-



tainty is smaller than about one per mille, while for the inclusive 3-jet event cross section it
amounts to 1-9 per mille.

Higher order effects of electroweak origin affect jet cross sections at large jet pr. These elec-
troweak (EWK) corrections have been calculated for the inclusive 1-jet and 2-jet case, cf. Ref. [42],
but are not yet known for 3-jet production. Therefore, they are considered for the 2-jet events,
while for the 3-jet event cross section and for the ratio they have been neglected.

The impact of nonperturbative (NP) effects, i.e. from multiple-parton interactions (MPI) and
hadronization, are evaluated by using samples obtained from different MC event generators
with a simulation of parton-shower and underlying-event (UE) contributions. The leading
order (LO) MC event generators HERWIG++ [43] with the default tune of version 2.3 and
PYTHIA6 [19] with tune Z2* are considered, and the dijet NLO prediction from POWHEG [44—46]
interfaced to PYTHIA8 with tune CUETSI1 [47] for full event generation. The cross section ratios
between a nominal event generation and a sample without hadronization and MPI effects are
taken as correction separately for inclusive 2-, and 3-jet events, and as their ratio for R3,. This
ratio is fitted by a power-law function. The differences in the correction factors obtained from
the various MC event generators are assigned as an uncertainty. The central correction factors
CNP are determined by the centre of the envelope which covers all predictions and half of the
spread is taken as the uncertainty.
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Figure 3: Fits to the nonperturbative corrections obtained for inclusive 2-jet (top left) and 3-
jet (top right) event cross sections and their ratio R3; (bottom) as a function of Hry,/2 within
ly| < 2.5 for the three investigated MC event generators.

The NP corrections are shown in Fig. 3 for the inclusive 2-jet (top left) and 3-jet event cross
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sections (top right) as well for Rz, (bottom). They amount to ~ 4-5% for inclusive 2-jet and
3-jet events and ~ 1% for Rz, at Ht2/2 ~ 300GeV and decrease for increasing Ht,/2. The
uncertainty assigned to the NP corrections is of the order of 1-2%. The non-perturbative effects
are reduced in the cross section ratio.
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Figure 4: Overview of theoretical uncertainties affecting the cross section prediction for inclu-
sive 2-jet (top left) and 3-jet events (top right) and their ratio Rz, (bottom), using the CT10 PDF
set. The total uncertainty is calculated by adding in quadrature the individual sources of un-
certainty. The statistical uncertainties of the NLO computations are too small to be visible and
are not shown.

The total theoretical uncertainties are evaluated as the quadratic sum of the scale, PDF, NP, and
statistical uncertainties. Figure 4 presents an overview of the theoretical uncertainties affecting
the cross section prediction for inclusive 2-jet (top left) and 3-jet events (top right) and their
ratio Rz (bottom), using the CT10 PDF set.

5 Comparison between measured cross sections and theory

Figure 5 shows the measured inclusive 2-jet and 3-jet event cross sections as a function of Hr, /2
after unfolding for detector effects. On the left, the measurements are compared to the NLO-
JET++ predictions using the CT10 PDF set, corrected for NP effects and in addition for EWK
effects in the 2-jet case. On the right, the comparison is made to the predictions from MAD-
GRAPHS + PYTHIA6 with tune Z2* (MG+P6 Z2%), corrected for EWK effects in the 2-jet case.
On a logarithmic scale, the data are in agreement with the NLO predictions over the whole
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Figure 5: Comparison of the inclusive 2-jet and 3-jet event cross sections as a function of Hr/2
to theoretical predictions. On the (left), the data (points) are shown together with NLOJET++
predictions (line) using the CT10 PDF set, corrected for NP and EWK (2-jet) or only NP ef-
fects (3-jet). On the (right), the data (points) are compared to predictions from MADGRAPHS +
PYTHIA6 with tune Z2* (line), corrected for EWK effects in the 2-jet case. The error bars corre-
spond to the total uncertainty, for which the statistical and systematic uncertainties are added
in quadrature.

range of Hr, /2 from 300 GeV up to 2.0 (2-jet) and 1.68 TeV (3-jet) respectively.

For better visibility the ratios of data over the NLOJET++ predictions using the CT10 PDF set
are shown in Fig. 6. The data are well described by the predictions within their uncertainty,
which is dominated at large Ht,/2 by PDF effects in the upwards and by scale variations in
the downwards direction. A trend towards an increasing systematic excess of the 2-jet data
with respect to theory, starting at about 1 TeV in Ht,/2, is remedied by the inclusion of EWK
corrections. In the 3-jet case the statistical precision of the data and the reach in Hry/2 is
insufficient to observe any effect. The alternative PDF sets MSTW2008 and NNPDF2.3 exhibit
a small underestimation of the cross sections at high Hr,/2.

As for the NP corrections, the POWHEG framework providing a NLO dijet calculation matched
to the parton showers of PYTHIAS is used for a comparison. Here, POWHEG + PYTHIAS are
employed with the CUETS1 and CUETM1 tunes. The ratios of data over theory from POWHEG
+ PYTHIA8 with tune CUETS1 are shown in Fig. 7. For comparison, the LO prediction from
PYTHIA6 with tune Z2*, the tree-level multi-leg improved prediction by MADGRAPHS5 + PYTHIA6
with tune Z2*, and the matched NLO prediction from POWHEG + PYTHIA8 with tune CUETM1
are shown as well. Significant discrepancies, which are cancelled to a large extent in the ra-
tio R3p, are visible in the comparison with the LO prediction from MADGRAPHS5 + PYTHIA6
with tune Z2%, in particular for small Hr,/2. In contrast, the employed dijet MC PYTHIA8 and
POWHEG + PYTHIAS better describe the 2-jet event cross section, but fail for the 3-jet case.

The cross section ratio Rz, as a function of Hty/2 is extracted from the data by dividing the
differential cross sections for each bin in Ht,/2. Figure 8 presents this ratio as obtained from
unfolded data in comparison to that from NLO pQCD. The error bars correspond to the total
experimental uncertainty.

For a better comparison of the behaviour of the 2- and 3-jet event cross sections and their ra-
tio Figs. 9-11 present the respective ratios with respect to theory for varying assumptions on
PDFs and a5(Mz). A small slope increasing with Hy, /2 is visible for most PDFs in both cross
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Figure 6: Ratio of data over theory using the CT10 PDF set for inclusive 2-jet (top left) and
inclusive 3-jet event cross sections (top right) and their ratio Rz, (bottom). For comparison
predictions employing two other PDF sets are also shown. The error bars correspond to the
statistical uncertainty of the data and the shaded rectangles to the total experimental systematic
uncertainty. The shaded band around unity represents the total uncertainty of the theory.
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Figure 7: Ratio of data over the prediction from POWHEG + PYTHIAS8 with tune CUETS1. For
comparison the alternative tune CUETM1 of POWHEG + PYTHIAS, the tree-level multi-leg im-
proved prediction by MADGRAPHS5 + PYTHIA6 with tune Z2*, and the LO MC predictions from
PYTHIAG6 tune Z2* are shown as well. The error bars correspond to the statistical uncertainty
of the data and the shaded rectangles to the total experimental systematic uncertainty. EWK
corrections have been accounted for in this comparison in the 2-jet case.



12 6 Fits of the strong coupling constant

0 0.35 E:MS Preliminary 19.7 fb™ (8 TeV)
x C anti-k R=0.7 _,_ pata/NP
0.3 W=<25 ~~CT10 0, (M,) = 0.112 - Min. Value
- —CT100,(M,) = 0.118
0250 ~~CT10 0 (M) = 0.127 - Max. Value
- 7[7*J7ﬁr47 = 77\‘“*;
2F =EE e
o2t e S e
C [,J;Jj:“* ‘L E i
T +\
E—
- =
0.1=2
=
0.05 I: I I I I I I |
300 400 500 600 1000 1680

H; ,/2 (GeV)

Figure 8: Cross section ratio R3; as a function of Ht,/2 calculated from data (solid circles)
in comparison to that from NLO pQCD (lines). The error bars correspond to the total exper-
imental uncertainty derived as quadratic sum from all uncertainty sources. The NLO pre-
dictions using the CT10 NLO PDF set corrected with NP corrections are shown for a series
of values assumed for a;(My) (dashed lines) together with the central prediction (solid line)
where as(Mz) = 0.118. The assumption on as(Myz) is varied in steps of 0.001 in the range of
0.112-0.127. For brevity, the relative factor of NP between data and theory has been indicated
as “Data/NP” in the legend.

sections. This effect is largely cancelled in the cross section ratio. Ra; exhibits a flat behaviour
with respect to the predictions for all five PDF sets in the whole range of Hy,/2 up to 1.68 TeV.

Moreover, the different sensitivity to as(My) caused by the leading power in ag in the expan-
sion of the 2-jet inclusive (o a%) and the 3-jet inclusive cross section (cx uc%), and their ratio (o tx};)
is clearly visible from the spread between the calculations for the smallest and largest value of
s (Mz) within the same PDF set when passing through Figs. 9-11. This also demonstrates the
potential of ratios R, withm —n > 1.

6 Fits of the strong coupling constant

As discussed in the previous section, the measured inclusive 2-jet and 3-jet event cross sections
and their ratio R3; can be used for a determination of the strong coupling constant « (Mz). The
value of a;(My) is determined by minimizing the x? between the experimental measurement
and the theoretical predictions. The fit procedure here follows closely the one previously used
in Refs. [12] and [48]. The x? is defined as:

XZ — MTC_lM, (2)

where M is the vector of the differences between the data (D?) and the theoretical values (T") in
each bin i,

M =D - T €)

and C is the covariance matrix including all experimental uncertainties as described in Section 3
and some theoretical uncertainties. More precisely, C = Cexp + Cyheo is defined as the sum of



13

_ o CMS Preliminary 19.7 fb™ (8 TeV) o CMS Preliminary 19.7 fb™ (8 TeV)
8 - anti-k R=0.7 nz2 S| - anti-k, R=0.7 n =2
5 - lyl<25 —— Data/(NP 0 EWK) '5 F oyl <25 —o— Data/(NP 0 EWK)
~ - ——CT10 o (M,) = 0.112 - Min. Value ~ - ——CT14 ay(M,) = 0.111 - Min. Value
O L —CT10a, (M) =0.118 (@) L — CT14a,(M,) =0.118
= 151 ~-CT104, (M) = 0.127 - Max. Value = 151 ~-CT14a,(M)) = 0.123 - Max. Value
o = o 3
o T e T | l
< I S < i I+
I I N e
| S EEEREEE e P EE e b e ey Py P e TR 14"# ‘T‘ || SRR S e e LLJL;#{L$+$ :{4 j
RS EsRRssEEAiiREREEE  0ER T LA s e s R IR EEE e R e
05 L L L L | 05 L L L L |
300 400 500 600 1000 1680 300 400 500 600 1000 1680
HT’2/2 (GeV) HT’2/2 (GeV)
2 CMS Preliminary 19.7 fb™* (8 TeV) 2 CMS Preliminary 19.7 fb™* (8 TeV)
8 - anti-k R=0.7 nz2 : - anti-k, R=0.7 nz2
g rolyl<25 —«— Data/(NP O EWK) 8 F oyl <25 —« Data/(NP O EWK)
= - ——MSTW2008 0o (M,) = 0.110 - Min. Value = - ——MMHT2014 a,(M,) = 0.108 - Min. Value
= = — MSTW2008 a,(M,) = 0.1202 % - — MMHT2014 o (M,) = 0.120
g 15 ——MSTW2008 a,(M,) = 0.130 - Max. Valug S 15+ ——MMHT2014 a(M,) = 0.128 - Max. Value
~— L N— L
(@) L O L
— g | B +
: e T - el
2 Lpbb T H’ T 2 it 4
o 1 ‘ S A s REREE e e o l,kgrﬁwrﬁfg‘kffﬂ 5 G e R EE R T = = t
® s S - T T L e e
n g - nd L
05 L L L L | 05 L L L L |
300 400 500 600 1000 1680 300 400 500 600 1000 1680
HT’2/2 (GeV) HT’2/2 (GeV)
CMS Preliminary 19.7 fb™ (8 TeV)
& 2
N - anti-k R=0.7 nz2
LL  lyl<25 —— Data/(NP O EWK)
E - ——NNPDF2.3 o (M,) = 0.114 - Min. Value
= = — NNPDF2.3 a (M) = 0.118
é 15 ——NNPDF2.3 oy(M,) = 0.124 - Max. Value
o L
| L
z | | +\ L
@] ,LT B
- ————— _ | .
9 1 = [ %, H?*J\ +* : Bal 7% I‘
= EESed g e e S,
m L
05 L L L L |
300 400 500 600 1000 1680

H, ,/2 (GeV)

Figure 9: Ratio of measured 2-jet inclusive event cross section (data points) over NLO theory
times NP corrections for various PDF sets at their respective default value for a;(Myz) (black
solid line at unity). The error bars correspond to the total experimental uncertainty. The NLO
predictions have been derived with the CT10 (top left), the CT14 (top right), the MSTW2008
(middle left), the MMHT2014 (middle right) and the NNPDF2.3 PDF sets (bottom) for the series
of assumptions on as(My) available for the respective PDF set as specified in Table 2. For
brevity, the relative factor of NP between data and theory has been indicated as “Data/NP” in
the legend.
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Figure 11: Ratio of measured Rz, ratio (data points) over NLO theory times NP corrections
for various PDF sets at their respective default value for a;(Mz) (black solid line at unity).
The error bars correspond to the total experimental uncertainty. The NLO predictions have
been derived with the CT10 (top left), the CT14 (top right), the MSTW2008 (middle left), the
MMHT2014 (middle right) and the NNPDF2.3 PDF sets (bottom) for the series of assumptions
on as(My) available for the respective PDF set as specified in Table 2. For brevity, the relative
factor of NP between data and theory has been indicated as “Data/NP” in the legend.
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covariances of experimental and theoretical sources of uncertainty as follows

Cexp — C OVExpStat + Z C OV]EC + C OVUnfolding 4 C OVLumi + C OVUncor , ( 4)

Ctheo — CovTheOStat + COVNP + COVPDF , (5)

where the labelled covariance matrices account for the following effects:

o CovPP5at: the statistical uncertainty of the data including correlations introduced
by the unfolding,

e CovIEC: the JEC systematic uncertainty,

o CovUnflding. the unfolding systematic uncertainty including the JER,
e Cov™™: the luminosity uncertainty,
e CovU™": a residual uncorrelated systematic uncertainty summarizing individual

causes such as trigger and identification inefficiencies, time dependence of the jet pr
resolution, and uncertainty on the trigger prescale factors,

o CovheoStt: the statistical uncertainty caused by numerical integrations in the cross
section computations,

e CovM': the systematic uncertainty of the NP corrections, and
e Cov'PF: the PDF uncertainty.

In fits of the ratio R3p, the luminosity and residual uncorrelated uncertainties cancel completely.
Partial cancellations between the other sources of uncertainty are taken into account in the fit.
The JEC, unfolding, and luminosity uncertainties are treated as multiplicative to avoid the
statistical bias that arises when estimating uncertainties from data.

The derivation of PDF uncertainties depends on each PDF set. The CT10 PDF set consists of
Ney = 26 eigenvectors with two PDF members per eigenvector k, which lead to the predictions
S,f that follow from PDF variations with respect to the plus and minus directions of eigenvector
k. Symmetric uncertainties as required by the use of covariance matrices are then computed

by [49]:

Nev
(AX)* = ;[X<s:> — X(S0))%, (6)
=1

I

where AX is the uncertainty of the cross section and X (Sf) is the predicted cross section for
each eigenvector orientation, + or —.

Scale uncertainties of the pQCD predictions are taken into account employing the offset method,
i.e. by performing separate fits with varying scale factors as described in the previous section.
The largest upwards and downwards deviations from the default factors are defined as the un-
certainty. At NLO such scale variations predominantly lead to smaller cross sections and also
a smaller ratio R3; as visible in Fig. 4. As a consequence the scale uncertainty in fits is equally
asymmetric, where smaller cross sections or ratios are compensated by an increase in the fitted
value for ag(Mz).

First, fits to the cross sections are performed, where the range in Ht,/2 is restricted to be
between 300 GeV and 1TeV to avoid the region close to the minimal pr threshold of 150 GeV
for each jet at low p and the onset of electroweak effects at high pr, which are available for
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the dijet case only. The results are reported in Table 3 for the 2-jet and 3-jet event cross sections.
For comparison, a simultaneous fit to both cross sections ignoring any correlations, and a fit to
their ratio fully accounting for correlations are given in Table 4. Also, EWK effects are assumed
to cancel in the ratio as do the luminosity and the uncorrelated uncertainty.

All cross section fits give compatible values for a;(Myz) in the range of 0.115-0.118; for the ratio
R3; somewhat smaller values are obtained. A common issue, except for the ratio fits, is the
rather small x2/ngor. A possible explanation is an overestimation of the residual uncorrelated
uncertainty of 1% that is cancelled for R3z;. If the fits are repeated with an assumed uncer-
tainty of 0.25% instead, the X%/ 1gof values lie around unity while the a;(Myz) values are still
compatible with the previous results but with slightly reduced uncertainties.

Table 3: Determination of a;(My) from the inclusive 2-jet and 3-jet event cross sections us-
ing five PDF sets at NLO. Only total uncertainties without scale variations are quoted. The
results are obtained from a simultaneous fit to all 19 Ht,/2 bins in the restricted range of
0.3 < Hrp/2 < 1.0TeV.

PDF set 2-jets 3-jets

as(Mz)  £Aas(Mz) x*/naot as(Mz) £Aas(Mz) x*/ndof
CT10 01174 00032  3.0/18 01169 00027  5.4/18
CT14 01160  0.0035  35/18 01159  0.0031  6.1/18

MSTW2008  0.1159 0.0025 53/18 0.1161 0.0021 6.7/18
MMHT2014 0.1165 0.0034 59/18  0.1166 0.0025 71/18
NNPDF2.3 0.1183 0.0025 9.7/18  0.1179 0.0021 9.1/18

Table 4: Determination of as(Myz) from the inclusive 2-jet and 3-jet event cross sections simul-
taneously and from their ratio R3; using five PDF sets at NLO. Only total uncertainties without
scale variations are quoted. The results are obtained from a simultaneous fit to all 38 (19) Hr»/2
bins in the restricted range of 0.3 < Ht,/2 < 1.0 TeV. For comparison, correlations between the
two cross sections are neglected in the simultaneous fit on the left, but fully taken into account
in the ratio fit on the right.

PDF set 2- & 3-jets R32

as(Mz) £Aas(Mz) x*/naot as(Mz) £Aas(Mz) x*/nof
CT10 0.1170 0.0026 82/37 0.1141 0.0028 19./18
CT14 0.1161 0.0029 9.1/37  0.1139 0.0032 15./18

MSTW2008  0.1161 0.0021 11./37  0.1150 0.0023 21./18
MMHT2014 0.1168 0.0025 11./37  0.1142 0.0022 19./18
NNPDF2.3 0.1188 0.0019 15./37  0.1184 0.0021 12./18

To investigate how the EWK corrections affect the fit results for as(Myz), the range in Hr,/2
is extended to 0.3 < Hyy/2 < 1.68TeV. Table 5 reports the values obtained for as(Myz) from
fits to the 2-jet event cross section in this range with or without EWK correction factors. The
largest impact is a reduction in x?/nq.¢, which indicates a better agreement when EWK effects
are included. In addition, a tendency to slightly smaller a;(Myz) values is observed without the
EWK corrections. For the ratio R3; it is expected that these effects are much reduced.

From Fig. 11 follows that only the PDF sets MSTW2008 and MMHT2014 provide a large enough
range in a;(Myz) values to ensure fits without extrapolation. The other three PDF sets are at
the limit such that reliable fits cannot be performed for all scale settings and/or bins in scale
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Table 5: Determination of as(Mz) from the inclusive 2-jet event cross section using five PDF
sets at NLO with (right) and without (left) EWK corrections. Only total uncertainties without
scale variations are quoted. The results are obtained from a simultaneous fit to all 29 Hr,/2
bins in the range of 0.3 < Hy,/2 < 1.68 TeV.

PDF set 2-jets, without EWK 2-jets, with EWK

s (Mz) +Aas(Mz) x*/nact  as(Mz) FAag(Mz) x*/naof
CT10 0.1163 0.0034 15./28  0.1165 0.0032 14./28
CT14 0.1137 0.0033 24./28  0.1144 0.0033 17./28

MSTW2008  0.1093 0.0028 27./28  0.1133 0.0023 19./28
MMHT2014 0.1127 0.0032 32./28  0.1141 0.0032 21./28
NNPDF2.3 0.1162 0.0024 31./28  0.1168 0.0024 23./28

Q = Hr, /2. Tables 6-8 give the complete results for MSTW2008 and MMHT2014 for the full
range in Hty/2 of 300 GeV up to 1.68 TeV, for scale variations in this range, and for subranges
in HT,2 / 2.

Using the MSTW2008 PDF set, which dates from before the LHC start, the strong coupling
constant finally is determined to

as(Mz) = 0.1150 £ 0.0010 (exp) = 0.0013 (PDF) = 0.0015 (NP) 70000 (scale)
= 0.1150 £ 0.0023 (all except scale) fg:gggg (scale).

The MMHT2014 PDF set, although using LHC jet data to determine the PDF parameters, leads
to a very similar result of

as(Mz) = 0.1142 £0.0010 (exp) = 0.0013 (PDF) = 0.0014 (NP) 099 (scale)
= 0.1142 £ 0.0022 (all except scale) 7505, (scale).

In contrast to fits at NLO using cross sections, where the scale uncertainty recipe usually leads
to a very asymmetric behaviour with the larger uncertainty towards smaller values of as(Mz),
this is inverted for the fits to the cross section ratio.

Table 9 provides in addition to the extracted as(Myz) value for each range in Hry/2 the as(Q)
values with total uncertainty as evolved to the respective cross-section averaged scale (Q) in
that range. The evolution is performed for five flavours at 2-loop order with the RUNDEC
program [50, 51]. The obtained as(Q) points are illustrated in Fig. 12 together with the world
average [52] and results from other measurements of the CMS [11, 12, 26, 48, 53], ATLAS [54],
DO [55, 56], H1 [57, 58], and ZEUS [59] experiments.

7 Summary

A measurement of the inclusive 2-jet (3-jet) event cross sections has been presented in a range
of 0.3 < Hr/2 < 2.0TeV (0.3 < Hry/2 < 1.68 TeV) for the average pr of the two leading jets at
central rapidity of |y| < 2.5. The data sample has been collected from proton-proton collisions
at 8 TeV centre-of-mass energy and corresponds to an integrated luminosity of 19.7 fb~'. The
data are found to be well described by calculations at NLO in pQCD complemented with NP
corrections that are important at low Hrt,/2. The upwards trend seen in the 2- and 3-jet data
at high Ht,/2 in comparison to the prediction at NLO QCD, is explained by the onset of EWK
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Table 6: Determination of as(My) from the ratio R3, using the two most compatible PDF sets
MSTW2008 and MMHT2014 at NLO. The results are obtained from a simultaneous fit to all 29
Hr>/2 bins in the full range of 0.3 < Ht/2 < 1.68 TeV.

Raz: A (M) x 1000

PDF set

as(Mz) exp PDF NP allexc.scale scale x2/ngo
MSTW2008 0.1150 410 +13 #£15 +23 fgo 26./28
MMHT2014 01142 +10 +13 +14  +22 49 94 /28

Table 7: Fitted values of a;(Mz) using R3; in the Hr,/2 range from 0.3 up to 1.68 TeV at the
central scale and for the six scale factor combinations for the two PDF sets MSTW2008 and
MMHT2014.

1y / Hra/2 ” /Hra/2 MSTW?2008 MMHT2014
as(Mz)  x*/ngot  as(Mz)  x*/nqo
1 1 0.1150 26./28 0.1142 24./28
1/2 1/2 0.1165 77./28 0.1160 73./28
2 2 0.1200 18./28 0.1191 18./28
1/2 1 0.1150 53./28 0.1136 48./28
1/2 0.1150 30./28 0.1142 28./28
1 2 0.1155 23./28 0.1147 22./28
2 1 0.1180 19./28 0.1175 19./28

Table 8: Uncertainty composition for as(Myz) from the determination of ag from the jet event
rate Rz in bins of Hty/2. The statistical uncertainty of the NLO computation is negligible in
comparison to any of the other sources of uncertainty. Electroweak corrections, significant only
at high Ht,/2, are assumed to cancel between the numerator and denominator.

Hty/2 MSTW2008: Aas(Mz) x 1000 MMHT2014: Aas(Mz) x 1000
(GeV) a;(Mz) exp PDF NP scale as(Mz) exp PDF NP scale

300-420  0.1157 +15 +14 +19 P 01158 414 +£10 +19 32
420-600  0.1153 11 +£14 +18 Y 01154 £11 +12 +17 °
600-1000  0.1134 +13 16 +19 22 01140 +12 +12 +18 P
1000-1680 0.1147 +29 +17 +18 % 01154 425 +14 +15 3¢
300-1680  0.1150 410 =£13 +15 % 01142 £10 +13 +14 ¥
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Table 9: Evolution of the strong coupling constant between the scale of the Z boson mass and
the cross-section averaged Hr,/2 scale (Q) for the separate determinations in each respective
fit range. The evolution is performed for five flavours at 2-loop order with the RUNDEC pro-
gram [50, 51].

Hry/2 (Q) as(Mz) as(Q) No. of data  x*/nqof
(GeV) (GeV) points
300-420 340  0.1157 75905 0.0969 "0 00 4 2.8/3
420-600 476  0.1153 70002 0.0928 *000% 6 6.1/5
600-1000 685  0.1134 T599%  0.0879 T5.90% 9 7.1/8
1000-1680 1114  0.1147 *5007%  0.0841 *50%57 10 5.4/9

CMS Preliminary

+0.0055

9:,0 0.28— —— CMS R, preliminary, s = 8TeV, ag(M ) =0.1150"
S - —e— CMS Ry, preliminary, Vs = 8TeV

0.26 — CMS Incl.Jet , (s = 8TeV
= —m— CMSR,,, s = 7TeV

0.24— CMS Incl.Jet , s = 7TeV
- —»— CMStt, Vs =7TeV

0.22— CMS 3-Jet Mass , Is = 7TeV
N —%— ATLAS TEEC, Is = 7 TeV

0.2+— —o— DO Incl.Jet

- DO Angular Correlation

0.18— H1
: —¢— ZEUS

0.16 :— - = = World Avg ag(M ) = 0.1181+ 0.0011

0.14—

0.12—

0.1—

0.08—

C 1 | | 1 1 1 1 | | 1 1 1 1 | | 1
5678 10 20 30 40 100 200 30 1000 2000
Q (GeVv)

Figure 12: The running as(Q) as a function of the scale Q is shown as obtained by using the
MSTW2008 NLO PDF set. The solid line and the uncertainty band are drawn by evolving the
extracted a;(Mz) values using the 2-loop 5-flavour renormalization group equations as imple-
mented in RUNDEC [50, 51]. The dashed line represents the evolution of the world average [52]
and the black circles correspond to the as(Q) determinations presented in Table 9. Results
from other measurements of CMS [11, 12, 26, 48, 53], ATLAS [54], DO [55, 56], H1 [57, 58], and
ZEUS [59] are superimposed.
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corrections in the 2-jet case. For the 3-jet event cross section these correction have not yet been
computed.

In the 3-jet to 2-jet cross section ratio the EWK corrections are assumed to cancel. In fact, NLO
QCD provides an adequate description of Rz, in the accessible range of Hr/2. In contrast, LO
tree-level MC predictions exhibit significant deviations.

Based on the observed agreement, the strong coupling constant is determined in a fit to the Rz,
measurement to

as(Mz) = 0.1150 £ 0.0010 (exp) = 0.0013 (PDF) = 0.0015 (NP) 70090 (scale)
= 0.1150 + 0.0023 (all except scale) 700050 (scale) .

using the MSTW2008 PDF set. Employing the MMHT2014 PDF set instead leads to very similar
results. Equally compatible determinations of a;(My) are achieved with separate fits to the
inclusive 2-jet and 3-jet event cross sections employing various PDF sets provided the range
in Hrp/2 is restricted to 0.3 < Hty/2 < 1.0TeV. The result for a;(My) is in agreement with
previous determinations obtained by the ATLAS and CMS collaborations [11, 12, 26, 48, 53, 54]
and with the world average value of a5(Mz) = 0.1181 + 0.0011 derived in Ref. [52].
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