Single-electron and single-photon sensitivity with a silicon Skipper CCD
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We have developed a non-destructive readout system that uses a floating-gate amplifier on a thick, fully depleted charge coupled device (CCD) to achieve ultra-low readout noise of $0.068\text{e}^-\text{rms/pix}$. This is the first time that discrete sub-electron readout noise has been achieved reproducibly over millions of pixels on a stable, large-area detector. This allows the precise counting of the number of electrons in each pixel, ranging from pixels with 0 electrons to more than 1500 electrons. The resulting CCD detector is thus an ultra-sensitive calorimeter. It is also capable of counting single photons in the optical and near-infrared regime. Implementing this innovative non-destructive readout system has a negligible impact on CCD design and fabrication, and there are nearly immediate scientific applications. As a particle detector, this CCD will have unprecedented sensitivity to low-mass dark matter particles and coherent neutrino-nucleus scattering, while future astronomical applications may include direct imaging and spectroscopy of exoplanets.

INTRODUCTION

Charge-coupled devices (CCDs) have proven essential for photon and other particle detection in many industrial and scientific applications [e.g. 1][2]. For photon detection, typical CCD sensors rely on the photoelectric effect to absorb incident photons in a silicon substrate and generate electron-hole pairs [2]. Energetic photons ($E \gtrsim 10\text{eV}$) produce multiple electron-hole pairs allowing for energy measurement, while lower energy photons may only generate one or a few electron-hole pairs. Moreover, massive particles can create electron-hole pairs either by directly interacting with valence-band electrons or by scattering off of silicon nuclei. In both regimes, precision measurements are limited by the readout noise of the CCD electronics. Electronic readout noise is added to the video signal by the CCD output amplifier, and results in variations in the charge assigned to each pixel [3]. Correlated double sampling techniques [5] dramatically reduce high-frequency readout noise, and are essential for modern CCD operation. However, low-frequency readout noise has remained a fundamental limitation on precision single-photon and single-electron counting in current CCDs.

In conventional scientific CCDs, low-frequency readout noise results in root-mean-squared (rms) variations in the measured charge per pixel at the level of $\sim 2\text{e}^-\text{rms/pix}$ [e.g. 3][7] and references therein. Janesick et al. [8] proposed that low-frequency readout noise could be reduced by using a floating gate output stage [9] to perform repeated measurements of the charge in each pixel. This multiple readout technique was implemented in the form of a “Skipper” CCD [8][10]; however, these early detectors suffered from spurious charge generation [11]. Here we couple the floating gate output stage of the Skipper CCD to a small-capacitance sense node and isolate both from parasitic noise sources in order to perform multiple, independent, non-destructive measurements of the charge in a single pixel. The result is a drastic reduction in low-frequency readout noise to the level of $0.068\text{e}^-\text{rms/pix}$ (as shown in Figure 1). At this noise level, the probability that the charge per pixel is mis-estimated by $>0.5\text{e}^-$ is $p \sim 10^{-13}$. This represents the first accurate single-electron counting on a large-format ($4126 \times 866$ pix) silicon detector.[2]

The low readout noise achieved by Skipper CCDs, coupled with a stable linear gain, allows charge measurement at the accuracy of individual electrons simultaneously in pixels with single electrons and thousands of electrons. This makes the Skipper CCD the most sensitive and robust electromagnetic calorimeter that can operate at temperatures above that of liquid nitrogen. It also allows the Skipper CCD to count individual optical and near-infrared photons. Because non-destructive readout is achieved without any major modifications to the CCD fabrication process, this new technology can be directly implemented in existing CCD manufacturing facilities at low cost. CCDs with sub-electron readout noise have a broad range of applications including particle physics (e.g., ultra-low-noise searches for dark matter and neutrinos) and astronomy (e.g., direct imaging and spectroscopy of exoplanets).

1 In contrast, a readout noise of $0.18\text{e}^-\text{rms/pix}$ has been demonstrated for a $4 \times 4$ pix mini-array of silicon depleted field effect transistors [12].
FIG. 1. Single-electron charge resolution using a Skipper CCD with 4000 samples per pixel (bin width of 0.03 e⁻). The measured charge per pixel is shown for pixels with low-light level illumination (top) and stronger illumination (bottom). Integer electron peaks can be distinctly resolved in both regimes contemporaneously. The peak at 0 e⁻ has rms noise of 0.068 e⁻/pix while the peak at 777 e⁻ has rms noise of 0.086 e⁻/pix. The Gaussian fits have $\chi^2 = 22.6/22$ and $\chi^2 = 19.5/21$, respectively. The two measurements demonstrate the single-electron sensitivity over a large dynamical range.

TECHNICAL DESCRIPTION

CCD detector

The detector studied here is a p-channel CCD fabricated on high resistivity (∼10 kΩ cm) n-type silicon that was fully depleted at a substrate voltage of 40 V. The sensor is 200 μm thick and composed of 15 μm × 15 μm square pixels arranged in a 4126 × 866 array. The characteristics of the Skipper CCD are collected in Table I. To reduce the number of electrons promoted to the silicon conduction band by thermal fluctuations (“dark current”), the sensor is operated at low temperatures. Here we operate the sensor at 140 Kelvin, but this could be lowered to ∼100 K before charge-transfer efficiency is significantly reduced. As we discuss further below, the dark current may be the limiting factor for some applications though significant investment has been made to minimize it [14, 15].

Figure 2 shows a simplified diagram of the Skipper CCD output stage. At $t_0$, all the charge is drained from the sense node (SN) to $V_{\text{drain}}$ by applying a pulse to the dump gate (DG), and the SN voltage is restored to $V_{\text{ref}}$ with a pulse to the reset gate (RG). At $t_1$, the summing-well gate (SG) phase is raised to transfer the charge packet to the SN and conclude the readout of the first sample. To take the second sample, the output gate (OG) and SG phase are lowered at $t_2$, moving the charge packet in the SN back under the SG phase and the reference voltage of the SN is restored applying a pulse to the RG. This cycle can be repeated to sample the same charge packet multiple times. A more detailed description of the Skipper output stage can be found in [11].

The CCD is divided into four rectangular regions of 2063 × 433 pixels, each of which is read by an independent amplifier possessing a distinct readout design. The most important difference between the readout designs tested is the size of the floating gate. Smaller floating gates have smaller capacitance and higher gain, but can be

<table>
<thead>
<tr>
<th>TABLE I. Skipper CCD Detector Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Characteristic</td>
</tr>
<tr>
<td>Format</td>
</tr>
<tr>
<td>Pixel Scale</td>
</tr>
<tr>
<td>Thickness</td>
</tr>
<tr>
<td>Operating Temperature</td>
</tr>
<tr>
<td>Number of Amplifiers</td>
</tr>
<tr>
<td>Dark Current</td>
</tr>
<tr>
<td>Readout Time (1 sample)</td>
</tr>
<tr>
<td>Readout Noise (1 sample)</td>
</tr>
<tr>
<td>Readout Noise (4000 samples)</td>
</tr>
</tbody>
</table>

a The upper limit on dark current comes from measurements on a similar CCD used by the DAMIC experiment [13].

FIG. 2. Simplified diagram of the Skipper CCD output stage. H1, H2 and H3 are the horizontal register clock phases. MR is a switch to reset the sense node to $V_{\text{ref}}$. M1 is a MOSFET in a source follower configuration. Due to its floating gate, the Skipper readout performs a non-destructive measurement of the charge at the SN.
subject to charge transfer inefficiency and reduced full-well capacity. However, none of the designs tested showed any adverse effects from reducing the size of the readout structures. The results discussed here were collected from the readout stage with the smallest floating gate, with an area of $15 \mu m \times 4 \mu m$. Additional improvements in the gain are expected from further reduction of the size of the floating gate, which will be explored in future generations of Skipper CCDs.

The output amplifiers of our chip have an impedance of $\sim 2 \, k\Omega$ and can only drive a short cable of a few cm without significant signal degradation. To reduce the load on these amplifiers, junction gate field-effect transistor (JFET) source followers that operate at low temperatures ($\sim 120 \, K$) were placed next to each analog output. The JFETs lower the output impedance making it possible to drive signals over a 50 cm flex circuit and reach precision operational amplifiers at room temperature. These operational amplifiers have a noise density of $1.1 \, nV/\sqrt{Hz}$ and are required to reduce the impact of internal sources of noise in the readout electronics.

**Readout electronics**

The readout electronics are based on the Monsoon system developed for the Dark Energy Camera [16, 17]. This system can be adapted to independently control the extra gates in the Skipper CCD and provides simultaneous digitization of the four amplifier channels of our sensor. To fully benefit from the multiple sampling capabilities of the Skipper CCD, the noise for each sample must be uncorrelated with the noise of the other samples. We found that the electronics initially showed high levels of correlated noise between samples. This problem was solved by replacing all switching power supplies with low-noise laboratory power supplies that have ripple noise $V_{\text{rms}} < 350 \, \mu V$ and peak-to-peak ripple voltage $V_{\text{pp}} < 2 \, mV$ [18].

**Signal processing and performance**

One major advantage of the non-destructive readout technique is that individual samples should be uncorrelated measurements of the charge in each pixel. For uncorrelated Gaussian readout noise, the optimal estimator for the measured pixel value is the average value of the samples taken. In this case, the standard deviation, $\sigma$, of the effective readout noise distribution after averaging $N$ samples per pixel is simply

$$\sigma = \frac{\sigma_1}{\sqrt{N}}, \quad (1)$$

where $\sigma_1$ is the standard deviation of the readout noise for a single sample of the pixel. Figure 3 shows that the measured performance of the Skipper CCD closely follows the prediction for uncorrelated Gaussian noise, deviating only slightly for $N \gtrsim 2000$ samples. The agreement between the theoretical prediction and the measured performance indicates that the assumption of uncorrelated Gaussian noise is valid, and more sophisticated signal processing techniques are not necessary.

Another advantage of non-destructive readout is that it is possible to dynamically configure the number of samples taken per pixel. This allows the readout noise to be adjusted on a per pixel basis. The simplest application of this procedure is to repeatedly sample a predetermined subset of pixels where low readout noise is desired, while reading out the rest of the detector quickly with fewer samples per pixel [2]. The flexibility of the non-destructive readout technique also allows the design of sampling schemes that are based on the value of a pixel. For example, the measured value from the first readout of a pixel can be used to determine the number of subsequent readout samples to be taken. In this way, the readout noise can be adjusted based on the amount of charge in a pixel. Dynamic sampling schemes can greatly reduce the readout time for the Skipper CCD when sub-electron noise is not required in all pixels simultaneously.

*Fig. 3. Measured readout noise as a function of the number of non-destructive readout samples per pixel for the Skipper CCD. Black points show the standard deviation of the empty pixels distribution as a function of the number of averaged samples. The red line is the theoretical expectation assuming independent, uncorrelated samples (Eq. (1)). The number of readout samples can be dynamically configured on a per pixel basis.*

\[2\] This approach of “skipping” a large number of pixels is the origin for the name “Skipper” CCD [4].
Readout Time

The Skipper CCD studied here has a single-sample readout noise of $\sigma_1 = 3.55 \, \text{e}^{-} \, \text{rms/pix}$ with a readout time of $10 \, \mu s / \text{pix/sample}$. To reach a readout noise of $\sigma < 0.1 \, \text{e}^{-} \, \text{rms/pix}$ requires $\sim 1200$ samples per pixel, corresponding to a readout time of $12 \, \mu s / \text{pix}$. The wide-format detector described here can be read out in 3 hours with 4 amplifiers. The readout time scales linearly with the number of samples and inversely with the square of the readout noise. The configurability of the Skipper readout allows the number of samples and readout time to be dynamically adjusted for applications where a larger readout noise is sufficient. In addition, there are several mechanisms that can be used to further reduce the readout time:

1. The single-sample readout noise and readout time can be decreased by using lower capacitance amplifiers with higher gain. Current CCDs using these amplifiers routinely reach $2 \, \text{e}^{-} \, \text{rms/pix}$ with a readout time of $4 \, \mu s$ per pixel per sample [7]. A Skipper CCD with this performance would be able to reach $\sigma < 0.1 \, \text{e}^{-} \, \text{rms/pix}$ 7.5 times faster than the device studied here.

2. The number of readout channels and amplifiers can be increased. Commercial devices are available with 16 amplifiers [19], and sensors with > 48 on-chip amplifiers are well within the reach of existing technology [20]. The readout time will decrease linearly with the number of amplifiers.

An $O(100)$ decrease in the Skipper CCD readout time can be envisioned by combining these two techniques. In addition, for specific applications a frame shifting readout would allow readout to be performed concurrently with the next exposure. Finally, as discussed in the previous section, the flexibility of the Skipper readout can greatly reduce the readout time for applications where only a fraction of the pixels require ultra-low readout noise.

Impact of dark current

For a detector with sub-electron readout noise, the dark current can become the dominant source of background in rare event searches. A Skipper CCD with readout noise $\sigma \lesssim 0.1 \, \text{e}^{-} \, \text{rms/pix}$ will misclassify a pixel with $n$ electrons as having $n + 1$ electrons with a probability of $p \sim 3 \times 10^{-7}$ ($5\sigma$). This probability can be further reduced by only keeping pixels with measured values that are less than $3\sigma$ away from an integer charge (i.e., only keeping pixels with measured values between $n - 0.3$ and $n + 0.3$, where $n$ is any non-negative integer). By applying this quality cut, the misclassification probability is reduced to $p \sim 10^{-12}$ ($\sim 7\sigma$), while the efficiency is kept above 99.7%. Under these conditions the sensor operates in the single-electron counting regime (i.e., it is a zero-noise detector), and readout noise no longer limits the energy/charge threshold of the sensor. In particular, the detector is sensitive to all particle interactions with energy deposition above the silicon band gap of 1.1 eV.

The number of dark-current electrons that accumulate in a pixel is expected to follow a Poisson distribution with a mean equal to the dark-current rate multiplied by the exposure time. The minimum exposure time for a zero-noise Skipper CCD is set by the readout time. The Skipper CCD described here can be read out in 3 hours with a readout noise of $\sigma = 0.1 \, \text{e}^{-} \, \text{rms/pix}$. Current experiments using fully depleted scientific CCDs similar to the Skipper CCD studied here have measured an upper limit on the dark-current rate of $\lesssim 10^{-3} \, \text{e}^{-} \, \text{pix}^{-1} \, \text{day}^{-1}$ [13], with no evidence for deviations from a Poisson distribution. Assuming the counts from the dark current follow a Poisson distribution, the upper limit on the expected number of pixels with a charge of $\geq 1 \, \text{e}^{-}$ ($\geq 2 \, \text{e}^{-}$) is $\sim 450$ ($\sim 0.03$) per exposure. However, the theoretically expected dark-current rate for a CCD operating at 120 K is $\sim 10^{-7}$ [4], which would predict 0.04 pixels with $\geq 1 \, \text{e}^{-}$ and $O(10^{-10})$ pixels with $\geq 2 \, \text{e}^{-}$ per exposure.

Depending on the application and the magnitude of the dark current, a faster readout time with larger noise may be preferred. For dark matter searches (see below) the most important parameter is the charge or energy threshold, which should be set as low as possible to capture as many dark matter events as possible [21]. The Skipper CCD tested here can be read in 1.5-hours with a noise of $0.14 \, \text{e}^{-} \, \text{rms/pix}$. At this noise level, a selection cut is required to avoid misclassification of the events in the right-tail of the lowest charge bin dominated by dark current events (leakage from the $1 \, \text{e}^{-}$ or $2 \, \text{e}^{-}$ bin, depending on the dark current). By requiring the measured charge be $> 0.84 \, \text{e}^{-}$ ($> 6\sigma$) above the dark-current bin, a rejection of $O(10^{6})$ is obtained while keeping a selection efficiency of 87% on the first significant bin ($2 \, \text{e}^{-}$ or $3 \, \text{e}^{-}$) for rare events searches.

To demonstrate the power of Skipper CCDs for rare event searches, consider a 100 g detector consisting of 80 3.5-Mpix Skipper CCDs, which are continuously read out for a total accumulated exposure time of 1 year. Table [11] shows the number of Skipper CCD pixels expected to exceed a given charge threshold (i.e., $1 \, \text{e}^{-}$, $2 \, \text{e}^{-}$, or $3 \, \text{e}^{-}$) for three different values of the dark current. The Skipper readout allows a threshold of $3 \, \text{e}^{-}$ to be achieved for a dark-current value comparable to the upper limit reported in similar CCD detectors [13], while a dark-current of $\lesssim 10^{-5} \, \text{e}^{-} \, \text{pix}^{-1} \, \text{day}^{-1}$ would reduce the expected number of pixels with $\geq 2 \, \text{e}^{-}$ from dark current to a negligible level. The number of dark-current events will decrease linearly with the readout time, assuming the total...
allow a threshold of \(2 \times 10^{-10}\) the theoretical expectation for the minimum dark-current rate is \(\sim\) a higher threshold of to create each additional electron-hole pair \([30, 31]\). The majority of dark matter-electron scattering events coil energy of about 4.7 eV (8.3 eV), would thus capture old of 2 e\(^{-}\) for dark matter masses above \(O\) \(3.6\) eV of energy above the silicon band gap is needed for dark matter-electron scattering events, while the theoretical expectation for the minimum dark-current rate is \(10^{-7}\) e\(^{-}\) day\(^{-1}\).

### Integrated Exposure is Fixed.

### Applications

#### Particle Physics

The ability to precisely count the number of electrons in a pixel with a threshold as low as 2 e\(^{-}\) or 3 e\(^{-}\) would have a significant and immediate impact on rare event searches. In particular, the Skipper CCD allows for the construction of a new dark matter direct detection experiment with unprecedented sensitivity to several classes of particle dark matter. This includes dark matter particles with masses \(\geq 1\) MeV that scatter off an electron \([21, 24]\), and bosonic dark matter particles (pseudoscalar, scalar, or vector particles) with masses greater than a few eV that get absorbed by an electron \([25, 28]\). Dark matter that scatters elastically off nuclei or that scatters inelastically off nuclei while emitting a photon \([29]\), can produce a measurable signal in a Skipper CCD for dark matter masses as low as a few hundred MeV or a few tens of MeV, respectively.

Sub-GeV dark matter can scatter off an electron in the valence band of silicon, promoting it to the conduction band. The typical recoil energy of the scattered electron is a few eV, with the dark-matter-electron scattering rate falling steeply for larger recoil energies. A threshold of \(2\) e\(^{-}\) (3 e\(^{-}\)), which corresponds to an electron recoil energy of about 4.7 eV (8.3 eV), would thus capture the majority of dark matter-electron scattering events for dark matter masses above \(O(\text{MeV})\) \([21]\) (this assumes that 3.6 eV of energy above the silicon band gap is needed to create each additional electron-hole pair \([30, 31]\)). The readout noise of previous silicon CCD detectors required a higher threshold of \(\sim 11\) e\(^{-}\) (40 eV) \([32]\). These detectors thus had a relatively high mass-threshold and limited cross-section sensitivity to dark matter-electron scattering \([21]\). A 2 e\(^{-}\) or 3 e\(^{-}\) threshold in silicon is also lower than previously achieved using xenon time projection chambers (TPCs), whose threshold is set by the minimum ionization energy of xenon of 12.1 eV. Moreover, while existing XENON10 data \([33]\) already constrain dark matter as light as \(\sim 5\) MeV \([34, 35]\), a detector-specific background limited the sensitivity and discovery potential of this experiment (further research is needed to determine whether this spurious background can be reduced in xenon TPCs \([36]\). In contrast, a Skipper CCD would have significant discovery potential and is expected to have no backgrounds for exposures of \(\sim 100\) gram-years or less, assuming similar radiogenic background levels as achieved in other experiments \([37, 40]\). Such a detector can thus explore orders of magnitude of new dark matter parameter space \([21]\).

Bosonic dark matter with masses as low as the silicon band gap could also be absorbed by an electron that is subsequently excited to the conduction band. In this inelastic process, the excitation energy is equal to the mass of the dark matter, and the lowest detectable mass is determined by the experimental threshold. The current best limits on dark-photon dark matter are set by the DAMIC experiment, which constrains masses down to 3 eV \([13]\). However, this measurement was dominated by the readout noise and had no discovery potential. A Skipper CCD would dramatically improve the sensitivity to such low-mass dark matter and allow for a discovery.

If dark matter scatters elastically off a nucleus, the resulting nuclear recoil can produce a measurable ionization signal for dark matter masses as low as a few hundred MeV. The precise mass threshold depends on the ionization efficiency, which is not accurately known at low energies. The dark matter can also scatter inelastically off a nucleus with the nucleus emitting a photon in the process. Depending on the energy of the photon, some number of electrons would be produced in a pixel. Further study is required, but a mass threshold below 100 MeV for detecting such an interaction is likely.

In addition to dark matter searches, CCD sensors have found an exciting new application as a target material for coherent neutrino-nucleus scattering \([41, 43]\). These experiments have a low event rate and do not require fast readout times. The Skipper CCDs would provide a lower energy threshold, allowing for the exploration of new neutrino parameter space and non-standard neutrino interactions \([44]\).

#### Astronomy

Silicon CCDs have ushered in an era of precision astronomy and cosmology. To assess the impact of Skipper CCDs for astronomical applications, we examine how...
the signal-to-noise ratio (SNR) per pixel depends on the readout noise. Specifically, we define

$$\text{SNR} = \frac{t_{\text{exp}}}{\sigma_{\text{tot}}}$$  \hspace{1cm} (2)

where $r_{\text{sig}}$ is the count rate of the signal source, $t_{\text{exp}}$ is the exposure time, and $\sigma_{\text{tot}}$ is the total noise contribution per pixel,

$$\sigma_{\text{tot}}^2 = (r_{\text{sig}} + r_{\text{bkg}})t_{\text{exp}} + r_{\text{dark}}t_{\text{exp}} + \sigma_{\text{read}}^2. \hspace{1cm} (3)$$

The first term in this equation corresponds to Poisson shot noise from the signal source and sky background (including other sources of incident light). The second term is a contribution from the dark current (generally sub-dominant for astronomical applications) and the last term is the readout noise per pixel, $\sigma_{\text{read}}$. In order to reach a given SNR threshold requires an exposure time expressed as,

$$t_{\text{exp}} = \frac{\text{SNR}^2 r}{2r_{\text{sig}}} \left(1 + \sqrt{1 + \frac{4r_{\text{sig}}^2 \sigma_{\text{read}}^2}{r^2 \text{SNR}^2}}\right). \hspace{1cm} (4)$$

where we have expressed the total counts rate, $r = (r_{\text{sig}} + r_{\text{bkg}} + r_{\text{dark}})$.

By using the non-destructive readout of the Skipper CCD, it is possible to reduce the readout noise from $\sigma_{\text{read}} = \sigma_1$ to $\sigma_{\text{read}} = \sigma \ll 1$ (Eq. [1]). A drastic reduction in readout noise can significantly reduce the exposure time required to reach a given SNR if,

$$\sigma_1 > \frac{\text{SNR} r}{2r_{\text{sig}}}. \hspace{1cm} (5)$$

Assuming a single-sample readout noise of $\sigma_1 = 3.55 \text{ e}^{-} \text{rms/pix}$, the applications that will benefit most from reduced readout noise will be signal dominated ($r \approx r_{\text{sig}}$), but possess a low signal to noise ratio (SNR $\lesssim 7$).

One exciting science case that will operate in the very low SNR regime is space-based imaging and spectroscopy of terrestrial exoplanets in the habitable zones of nearby stars [15]. The photon flux from exo-Earths is expected to be of order 1 per several minutes, necessitating the use of ultra-low noise detectors [16]. A detector with sub-electron readout noise could reduce exposure times by a factor of two [47]. Skipper CCDs are easily manufactured with large formats (i.e., 2k×2k pix) and are stable over a large dynamic range. In addition, thick fully depleted CCDs can achieve high quantum efficiency between 0.87 μm and 1 μm where several important spectral lines from water reside [46].

Another potential application for ultra-low-noise detectors is in the study of short duration variable sources. Limited exposure times naturally produce signal-dominated, low SNR observations where the impact of readout noise is maximized. However, the application of Skipper CCDs to short duration temporal sampling would require a significant decrease in readout time, which may be achieved through the techniques described above (e.g., reductions in single-sample noise, multiple amplifiers, selective readout, etc.) A factor of 100 decrease in readout time for the detector discussed here would make Skipper CCDs a competitive technology for time-domain astronomy.

**CONCLUSIONS**

We have demonstrated single electron and single photon counting over a large dynamic range in a thick, fully depleted, silicon Skipper CCD. Using a non-destructive readout technique, we have achieved a readout noise of 0.068 e− rms/pix, far in the sub-electron regime. This novel detector has immediate applications in rare event searches for e.g., dark matter and neutrinos, but may also prove useful for astronomy and other scientific applications.
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