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1. Introduction

The standard model (SM) has been extremely successful in describing particle physics phenomena. Nevertheless, it suffers from shortcomings such as the hierarchy problem [1], the need for a fine-tuned cancellation of large quantum corrections to the Higgs mass to maintain a physical value at the observed electroweak scale. Supersymmetry (SUSY) [2–9] postulates a symmetry between bosons and fermions and provides a “natural” solution to the hierarchy problem through the cancellation of quadratic divergences in particle and SUSY particle loop corrections to the Higgs boson mass. In natural SUSY models, light top and bottom squarks are preferred with masses close to the electroweak scale [1,10]. In R-parity conserving SUSY models [11], SUSY particles are created in pairs, and the lightest SUSY particle (LSP) is stable. The LSP is assumed here to be the lightest neutralino (\(\tilde{\chi}_1^0\)), which is both weakly interacting and stable and therefore has the properties of a dark matter candidate [12].

This letter presents searches for the direct production of pairs of bottom (\(\tilde{b}_1\tilde{b}_1\)) and top (\(\tilde{t}_1\tilde{t}_1\)) squarks, decaying to multijet final states with a large transverse momentum imbalance. The search is performed using 35.9 fb\(^{-1}\) of data collected in proton–proton (pp) collisions by the CMS detector, at a centre-of-mass energy of 13 TeV, at the CERN LHC [13].

The search for bottom squark pair production is based on the decay mode $\tilde{b}_1 \rightarrow b\tilde{\chi}_1^0$. This study considers a scenario for top-squark decay that can arise when the mass splitting, $\Delta m \equiv m_{\tilde{t}_1} - m_{\tilde{b}_1}$, is below the mass of the W boson. The decay process $\tilde{t}_1 \rightarrow t\tilde{\chi}_1^0$, $t \rightarrow bW$ is then suppressed not only because the top quark must be virtual, but also because the W boson must be virtual as well. If flavor-changing neutral current decays $\tilde{t}_1 \rightarrow c\tilde{\chi}_1^0$ are allowed, then the branching fraction for the two-body decay $\tilde{t}_1 \rightarrow c\tilde{\chi}_1^0$ can in principle become substantial. Bottom and top squark pair productions are studied in the context of simplified models [14–16]. Fig. 1 illustrates the bottom and top squark decay modes explored in this letter.

The search techniques are based on the work presented in Ref. [17] but use improved discrimination tools to exploit specific kinematic characteristics of the signal models. A charm quark tagging algorithm is used in the top squark search to identify quarks originating from top quark decays. In addition, specific object reconstruction tools are employed to improve sensitivity to compressed spectrum scenarios, where visible decay products carry low momenta. The new methods and discriminators, as well as the increase in integrated luminosity, lead to considerably improved sensitivity relative to previous searches. While the analysis improvement for compressed spectra is due to the charm and...

all charged tracks associated with the vertex, plus the corresponding associated missing transverse momentum.

Charged particles originating from the primary vertex, photons, and neutral hadrons are clustered into jets using the anti- \( k_T \) algorithm [46] implemented in FastJet [47] with a distance parameter of 0.4. The jet energy is corrected for the contribution from pileup based on the jet area method [48]. Additional corrections to the jet energy scale are applied to compensate for variations in detector response [49]. Jets are required to have \( p_T \) greater than 25 GeV and to be contained within the tracker volume, \(|\eta| < 2.4\). The momentum imbalance vector (\( \vec{p}_T^{\text{miss}} \)) is calculated as the negative vector sum of transverse momenta of all PF candidates reconstructed in an event, and its magnitude is referred to as missing transverse momentum, denoted \( p_T^{\text{miss}} \) [50].

Muons are reconstructed by combining the information from the silicon tracker and the muon detectors in a global fit. An identification selection is performed using the quality of the geometrical matching between the tracker and the muon system measurements [51]. Electron candidates are reconstructed by matching clusters of energy deposited in the ECAL to reconstructed tracks. Selection criteria based on the distribution of the shower shape, track cluster matching, and consistency between the cluster energy and track momentum are then used in the identification of electron candidates [52]. Muon and electron candidates are required to have \( p_T > 10 \text{ GeV} \), to be within \(|\eta| < 2.4\), and to originate from within 2 mm of the beam axis in the transverse plane. Relative lepton isolation, \( I_{\text{rel}} \), is quantified as the sum of the \( p_T \) of PF candidates within a cone \( \Delta R = \sqrt{\Delta \eta^2 + \Delta \phi^2} \) around the lepton (where \( \phi \) is the azimuthal angle in radians), divided by the lepton \( p_T \). The lepton itself and charged PF candidates not originating from the PV are not considered in the sum. The isolation sum is corrected for effects of pileup interactions through an area-based estimate [53] of the pileup energy deposited in the cone. The size of the cone is defined according to lepton \( p_T \), as follows:

\[
\Delta R = \begin{cases} 
0.2, & \text{if } p_T < 50 \text{ GeV}, \\
10 \text{ GeV} / p_T, & \text{if } 50 < p_T < 200 \text{ GeV}, \\
0.05, & \text{if } p_T > 200 \text{ GeV}.
\end{cases}
\] (1)

The shrinking cone radius for higher-\( p_T \) leptons maintains high efficiency for the collimated decay products of highly-boosted heavy objects.

Jets are identified as b tagged using the combined secondary vertex (CSVv2) algorithm [54,55]. The b quark jet (“b jet”) identification efficiencies for jets with \( p_T > 25 \text{ GeV} \) and \(|\eta| < 2.4\) vary with jet \( p_T \) and are 80–85% and 46–74% for the loose and medium working points used in this analysis, respectively. The probability for light-flavour (charm) jets to be mistagged as function of jet \( p_T \) is 8–12% (40%) for the loose working point and 1–2% (20%) for medium working point. The single muon \( t\bar{t} \) events are used to extract the charm mistag rate of the CSVv2 algorithm [55].

A c quark tagging algorithm is used to identify jets originating from charm quarks (“c jets”), while rejecting either b or light-flavour jets [56]. Two classifiers are introduced, one to discriminate c jets from light-flavour, and one for discriminating c jets from b jets. To identify c jets, a selection is implemented in the plane of the two discriminators. As c-jet properties are often distributed in between those of b- and light-jets, the charm tagger discriminators are less efficient than b-tagger and usually suffers from large misidentification rates. We get the best analysis sensitivity using the “medium” working point version of the algorithm, which has 40% c quark identification efficiency for jets with \( p_T > 25 \text{ GeV} \) and \(|\eta| < 2.4\). The rate for b and light-flavour jets to be mistagged as a c jet is 20%. The efficiency to identify c jets is measured with an

Fig. 1. Diagrams showing the pair production of bottom or top squarks followed by their decays according to \( b \to b \tilde{\chi}_1^0 \) (upper) and \( \tau \to c \tilde{\chi}_1^0 \) (lower).

soft b quark identification, the increase in the luminosity provides the improved sensitivity for the noncompressed spectra. Results of similar searches were previously reported by the ATLAS and CMS Collaborations, using pp collisions at 7, 8, and 13 TeV [18–38], as well as by the CDF and D0 Collaborations in proton–antiproton collisions at the Fermilab Tevatron [39–42].

2. The CMS detector

The central feature of the CMS detector is a superconducting solenoid of 6 m internal diameter, providing a magnetic field of 3.8 T. An all-silicon pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintillator hadron calorimeter, each composed of a barrel and two endcap sections are located within the field volume. Forward calorimeters extend the pseudorapidity \( (\eta) \) coverage provided by the barrel and endcap detectors. Muons are measured in gas-ionization detectors embedded in the steel flux-return yoke outside the solenoid. The first level of the CMS trigger system, composed of specialized hardware processors, uses information from the calorimeters and muon detectors to select the most interesting events in a fixed time interval of less than 4 ns. A high level trigger processor farm decreases the event rate from around 100 kHz to less than 1 kHz, before data storage [43]. A more detailed description of the CMS detector, together with a definition of the coordinate system and relevant kinematic variables, can be found in Ref. [44].

3. Event reconstruction and Monte Carlo simulation

Events are reconstructed with the particle flow (PF) algorithm [45], which combines information from the subdetectors to optimize reconstruction and identification of produced stable particles, namely charged and neutral hadrons, photons, electrons, and muons. Events selected for this search are required to pass filters designed to remove detector- and beam-related noise and must have at least one reconstructed vertex. Usually more than one such vertex is reconstructed, due to pileup, i.e. multiple pp collisions within the same or neighbouring bunch crossings. The reconstructed vertex with the largest value of summed physics-object \( p_T^2 \) is taken to be the primary pp interaction vertex (PV), where \( p_T \) is the transverse momentum. The physics objects are the objects returned by a jet finding algorithm [46,47] applied to
sample enriched in c jets using events with a W boson produced in association with a c quark.

For the very compressed spectra ($m_{c\bar{c}} - m_{t\bar{t}} < 25$ GeV), a large fraction of events contain b quarks with $p_T < 25$ GeV, which may fail to pass the jet selection or the b tagging working points. We therefore extend the identification of b quarks based on the presence of a secondary vertex (SV) reconstructed using the inclusive vertex finder (IVF) algorithm [57]. To suppress the background originating from light-flavour jets, the following requirements are placed on the SV observables: the distance in the transverse plane between the SV and PV must be < 3 cm; there must be > 2 tracks associated with the SV; the significance of this distance is required to be > 4; the cosine of the pointing angle, which is defined through the scalar product between the distance vector (SV, PV) and the $p_T$ direction has to be > 0.98, where $p_T$ is the total three-momentum of the tracks associated with the SV. Finally, in order to avoid overlaps with the b and c tagging selections described above, the distance $\Delta R$ of the SV to jets (including b- or c-tagged jets) has to be > 0.4, and the transverse component of $p_T$ is required to satisfy $p_T < 25$ GeV. The method has 20% efficiency in identifying b hadrons versus less than one percent of misidentification and the performance in simulation agrees with the performance with real data within 16% [58].

The Monte Carlo (MC) simulation of events is used to study the properties of SM backgrounds and signal models. The MadGraph5_aMC@NLO 2.2.2 generator [59] is used in leading-order (LO) mode to simulate events originating from $t\bar{t}$, W+jets, Z+jets, and quantum chromodynamics multijet processes (’QCD’), as well as signal events, based on LO NNPDF3.0 [60] parton distribution functions (PDFs). The LO MC is used for these SM processes because it allows a better control of the associated jet production to large multiplicities, while any next-to-leading order (NLO) MC would only model the first radiation at NLO and then use parton shower for extra jets. Single top quark events produced in the $t\bar{w}$ channel are generated at NLO with POWHEG v2 [61–64], while SM processes such as WZ, ZZ, WW, tt$\bar{t}$, and tW, which are grouped together as the rare processes because of the small contribution in this analysis, are generated at NLO using the MadGraph5_aMC@NLO 2.2.2 program, using NLO NNPDF3.0 PDFs. Parton showering and hadronization is generated using PYTHIA8.212 [65]. The response of the CMS detector for the SM backgrounds is simulated with the GEANT4 [66] package. The CMS fast simulation package [67] is used to simulate all signal samples, and is verified to provide results that are consistent with those obtained from the full GEANT4-based simulation. Any residual differences in the detector response description between the GEANT4 and fast simulation are corrected for, with corresponding uncertainties in the signal acceptance taken into account. Event reconstruction is performed in the same manner as for collision data. A distribution of pileup interactions is used when producing the simulated samples. The samples are then reweighted to match the pileup profile observed in the collected data. The signal production cross sections are calculated using NLO with next-to-leading logarithm (NLL) soft-gluon resummation calculations [68]. The most precise cross section calculations are used to normalize the SM simulated samples, corresponding most often to next-to-next-to-leading order (NNLO) accuracy.

4. Event selection

The recorded events are required to have $p_T^{\text{miss}} > 100$ GeV at the trigger level. To ensure full trigger efficiency, events selected offline are required to have $p_T^{\text{miss}} > 250$ GeV, as well as two, three, or four jets. For bottom squark production, only two jets are expected from squark decays. For the model involving top squarks with a small mass difference relative to the LSP, most decay products have small $p_T$ and therefore the analysis relies on the presence of one or two additional jets from initial-state radiation (ISR). In both cases, the number of high-$p_T$ jets is expected to be small, and therefore events with a fifth jet with $p_T > 75$ GeV are rejected. The event is discarded if it has more than five jets.

To reduce the SM background from processes with a leptonically decaying W boson, we reject events containing isolated muons (electrons) with $|\eta| < 0.10$ ($|\eta| < 0.21$). The contribution from hadronically decaying $\tau$ leptons ($\tau_h$) is reduced by placing a veto on events containing isolated charged-hadron PF candidates (isolated track) with $p_T > 10$ GeV, $|\eta| < 2.5$. Candidates are categorized as being isolated if their isolation sum, i.e. the scalar sum of the $p_T$ of charged PF candidates within a fixed cone of $R = 0.3$ around the candidate is smaller than 10% of the candidate $p_T$.

The dominant SM background sources are Z+jets events with $Z \rightarrow \nu\bar{\nu}$ decay and background from W+jets, t$\bar{t}$, and single top quark processes with leptonic W boson decays. These processes contribute to the search regions when the lepton is not isolated or identified, or is out of kinematical or detector acceptance. In addition, a hadronically decaying $\tau$ lepton can be reconstructed as a jet and hence contributes to the signal region. A smaller background contribution comes from QCD multijet events in which large $p_T^{\text{miss}}$ originates from jet mismeasurements. The direction of $p_T^{\text{miss}}$ in such events is often aligned with one of the mismeasured jets. To suppress this background, the absolute difference in the azimuthal angle $(\Delta \phi_{\text{min}})$ between $p_T^{\text{miss}}$ and the closest of the three jets with highest (i.e. leading) $p_T$ is required to be $> 0.4$.

Two sets of search regions are defined to optimize the sensitivity for signal with either compressed or noncompressed mass spectra. In addition to the criteria discussed above, in models with noncompressed mass spectra we require the $p_T$ of the leading jet to be $> 100$ GeV and to contain at least one additional jet with $p_T > 75$ GeV. We also require the two leading jets to be b tagged. These requirements suppress events originating from W and Z boson production, in which the leading jets have softer $p_T$ spectra, as they are produced by ISR. To maintain a stable b tagging efficiency as a function of jet $p_T$, both the loose and medium working points of the $b$ tagging algorithm are used to identify $b$ jets. The $b$ tagging efficiency of the medium working point depends strongly on the jet $p_T$ and degrades by about 20–30% for jets with $p_T > 500$ GeV, while the efficiency of the loose working point is more stable with increasing jet $p_T$. Specifically, we use the loose working point to identify a leading b-tagged jet if it has $p_T > 500$ GeV, and otherwise use the medium working point. Since such high-$p_T$ jets are less likely to occur in SM processes, the higher misidentification rate of the loose working point provides only a small increase in the SM background. The third and fourth jet if present, are required to have $p_T > 30$ GeV.

In $t\bar{t}$ events with a lost lepton, the transverse mass distribution of the neutrino and b quark from the same top quark decay has an endpoint at the mass of the top quark. The observable $M_T^{\text{min}}(p_T(j_1,2), p_T^{\text{miss}})$ is defined as

$$M_T^{\text{min}}(p_T(j_1,2), p_T^{\text{miss}}) = \min[M_T(p_T(j_1), p_T^{\text{miss}}), M_T(p_T(j_2), p_T^{\text{miss}})]$$

(2)

where

$$M_T(p_T(j_1,2), p_T^{\text{miss}}) = \sqrt{2p_T(j_1,2)(1 - \cos \Delta \phi(j_1,2, p_T^{\text{miss}}))}$$

$p_T(j_1)$ and $p_T(j_2)$ are the transverse momenta of the two leading jets, and $\Delta \phi(j_1,2, p_T^{\text{miss}})$ is the azimuthal angle between leading (sub-leading) jet and $p_T^{\text{miss}}$. Imposing a minimum requirement of
250 GeV on $M_{T}^{\text{miss}}(p_{T}(j_1, j_2), p_{T}^{\text{miss}})$ reduces a significant portion of the $t\bar{t}$ background.

Events in this sample are then categorized by $H_{T}$, defined as the scalar sum of the $p_{T}$ of the two leading jets, and the boost-corrected transverse mass $[69,70]$, $M_{T}$, defined as:

$$M_{T}^{2}(j_1, j_2) = 2p_{T}(j_1)p_{T}(j_2)(1 + \cos \Delta \phi(j_1, j_2)).$$  \hfill (3)

where $\Delta \phi(j_1, j_2)$ is the azimuthal angle between two leading jets. For models in which particles are pair produced and have the same decay chain, the $M_{T}$ distribution has an endpoint determined by the masses of the parent and daughter particles. For the decay $b \rightarrow b\tau^{+}\tau^{-}$, this endpoint is at mass $(m_{\tau^{+}}^{2} - m_{b}^{2})/m_{b}$. A minimum requirement of 150 GeV on $M_{T}$ is applied.

For signals with compressed mass spectra, high-$p_{T}$ ISR jet is required to reconstruct the decay chain of quarks as jets and to obtain a large value of $p_{T}^{\text{miss}}$. Since such ISR jets are not expected to originate from $b$ or $c$ quarks, the leading jet is required to fail the loose $b$ tagging and medium $c$ tagging requirements to define the ISR system according to whether the sub-leading jet is $b$- or $c$-tagged. If the next-to-leading jet $p_{T}$ in the event is $>50$ GeV and is neither $b$- nor $c$-tagged, the ISR system is defined by the two leading jets; otherwise only the leading jet is considered as the ISR system. The ISR system $p_{T}$ is required to exceed 250 GeV. The jet imbalance in the transverse plane is quantified as the vector sum of the ISR system $p_{T}$ and $p_{T}^{\text{miss}}$, divided by $p_{T}^{\text{miss}}$. For the topology of interest, the transverse momentum imbalance must be small and we therefore require that $|p_{T}(\text{ISR}) + p_{T}^{\text{miss}}|/p_{T}^{\text{miss}} < 0.5$.

The $b$- or $c$-tagged jet, using medium $b$ and $c$ tagging requirements, must have $p_{T} > 25$ GeV, and if a $b$-tagged jet is also identified as $c$-tagged jet, it is only counted once as a $b$-tagged jet.

The $M_{T}$ observable loses its discriminating power in the compressed models when the mass splitting between the parent particle and the $\tau$ is small. Therefore, we use as the main discriminants the number of $b$- and $c$-tagged jets ($N_{b\text{-tags}}$ and $N_{c\text{-tags}}$, respectively) and a number of selected $SV$s ($N_{SV}$) and $p_{T}^{\text{miss}}$. If there are at least one $b$- or $c$-tagged jets the extra variables, $H_{T}^{b}$, and $H_{T}^{c}$, which reflect the scalar sums of transverse momenta of $b$- and $c$-tagged jets, respectively, are used. The search region with $N_{SV} > 0$ provides the sensitivity in the very compressed spectra for the bottom squark search.

The baseline selections in both the noncompressed and compressed regions are summarized in Table 1, and the signal region definitions in both regions are shown in Tables 2 and 3, respectively.

The nature of the lepton massless in the analysis is shown in Figs. 2 and 3. In the noncompressed region, the distributions of $M_{T}$ and $p_{T}(j_1) + p_{T}(j_2)$, after applying all selection requirements (defined in Table 1), are shown in Fig. 2. The combined number of $b$-, $c$-tagged jets and $SV$ multiplicity for all events passing selection requirements in the compressed region is shown in the left panel of Fig. 3. The $p_{T}^{\text{miss}}$ distribution for the events with at least one $b$- or $c$-tagged jet is shown in the right panel of Fig. 3.

### 5. Background estimation

The SM background contributions originating from $Z \rightarrow \nu\bar{\nu}$, $W$+jets, $t\bar{t}$, single-top-quark and QCD multijet processes are estimated from dedicated data control regions as discussed below. Smaller contributions from other, rarer SM processes are estimated from simulation, and a conservative uncertainty of 50% is assigned to these contributions [17]. In this paper the background from $W$+jets, $t\bar{t}$, and single top quark processes, is referred to as “lost-lepton background”.

#### 5.1. $Z \rightarrow \nu\bar{\nu}$ background estimation

The $Z \rightarrow \nu\bar{\nu}$ background is estimated from a high-purity data sample of $Z \rightarrow \ell^{+}\ell^{-}$ events in which we remove the leptons and recalculate the relevant kinematic variables to emulate $Z \rightarrow \nu\bar{\nu}$ events. The triggers used to collect this control sample require the presence of one or two muons or two electrons. For the single-muon trigger, the muon must have $p_{T} > 50$ GeV; for the double muon (electron) triggers, the two highest-$p_{T}$ muons (electrons) must have $p_{T} > 17$ GeV (23 GeV), and 8 GeV (12 GeV), respectively. The single muon trigger is used to recover a few percent efficiency loss that affects the double muon trigger in the high $p_{T}$ muon region ($p_{T} > 400$ GeV). In keeping with the trigger constraints, the sample is selected by requiring the presence of two isolated leptons in the event with $|\eta| < 2.4$, and with $p_{T} > 25$ or $> 20$ GeV for the leading and subleading leptons, respectively. The invariant mass of the opposite-charge and same-flavour dilepton pair is required to be within 15 GeV of the $Z$ boson mass [71]. Each lepton is required to be separated from jets in the event by $\Delta R > 0.3$.

Apart from the lepton selection in the $Z \rightarrow \ell^{+}\ell^{-}$ control sample, the same object and event selection criteria, as described in Section 4, are applied to these events, which are subdivided into
control regions, corresponding to the noncompressed and compressed search regions.

The expected number of $Z \rightarrow \nu \bar{\nu}$ events in each signal region is then obtained by scaling the simulated yield, $N_{Z \rightarrow \nu \bar{\nu}}^{MC}$, by scale and shape correction factors, according to:

$$N_{Z \rightarrow \nu \bar{\nu}}^{pred} = N_{Z \rightarrow \nu \bar{\nu}}^{MC} \cdot \frac{N_{Z \rightarrow \ell^+\ell^-}^{data}}{N_{Z \rightarrow \ell^+\ell^-}^{MC}} \cdot S_{data/MC}.$$  \hspace{1cm} (4)

The term $N_{Z \rightarrow \ell^+\ell^-}^{data}/N_{Z \rightarrow \ell^+\ell^-}^{MC}$ is a scale factor to account for data-MC differences in the dilepton selection. It is computed for each $N_{b\text{-tags}}$, $N_{c\text{-tags}}$, and $N_{SV}$ category separately, with an inclusive selection in the kinematic variables $M_{CT}$, $p_T^{miss}$, and $H_T$ to improve statistical precision. The term $S_{data/MC}$ is a shape correction factor that accounts for possible differences in the shape of the kinematic variables used to define the signal regions. To compensate for the low event count due to the low branching fraction of the $Z$ boson to dilepton final states, relaxed heavy flavor tagging requirements are used to compute the shape corrections. In the noncompressed region, jets are $b$ tagged using a loose working point, while in the compressed region an inclusive $N_{b\text{-tags}}$, $N_{c\text{-tags}}$, and $N_{SV}$ selection is used. The shape correction factors in the noncompressed region are determined via comparison of the $M_{CT}$ distribution in $Z \rightarrow \ell^+\ell^-$ events in simulation and data. To do the comparison, we first normalize the simulation to the number of observed events in data after applying the loose selection criteria. The small contamination from $t\bar{t}$, $W$-jets, single top quark and rare processes is estimated using simulation and subtracted from data. The size of shape corrections in the noncompressed region varies between 3 to 20% from lowest to highest $M_{CT}$ bin. After applying the shape correction factor in bins of $M_{CT}$ and similar selections as in the search regions, good agreement between the data and simulation is found as a function of $p_T^{miss}$ and $H_T$. In the given $H_T$ bin, the small residual difference in the $H_T$ distribution is considered as a systematic uncertainty. In addition to the shape correction factors, the scale factor is calculated in the $Z \rightarrow \ell^+\ell^-$ control sample using the same $b$ tagging requirements as in the signal region, and the value is determined to be consistent with unity within the statistical uncertainty.

For compressed regions, the shape correction factors are calculated inclusively in $N_{b\text{-tags}}$, $N_{c\text{-tags}}$, and $N_{SV}$ as a function of $p_T^{miss}$ in the same way as in the noncompressed regions. The typical range
of shape corrections in the compressed region is 5 to 70%. The scale factors are determined in each \( N_{\text{b-tags}} \), \( N_{\text{c-tags}} \), and \( N_{\text{SV}} \) signal region separately, and are consistent with unity within the statistical uncertainties.

Two sources of systematic uncertainty in the \( Z \rightarrow \nu \bar{\nu} \) background contribution are uncertainties related to the use of simulation and uncertainties in the methods used to predict the background. The first set of uncertainties is related to the choice of the renormalization and factorization scales, PDFs, jet and \( p_T^{\text{miss}} \) energy scale, and the uncertainties in scale factors to correct the differences between the data and simulation in \( b \) or \( c \) tagging, and lepton identification and isolation efficiencies. The total uncertainty from these sources is in the range of 1–20%, depending on the signal region.

The second set of systematic uncertainties has a larger impact on the prediction, varies from 10 to 100%, is due to the statistical uncertainties in the normalization and scale factors, contamination of other background sources in dilepton sample, the effect of the difference in the \( H_T \) shape, and the uncertainty related to the trigger efficiency.

5.2. Lost-lepton background estimation

The lost-lepton background in each search region is estimated from a single-lepton control region in data selected by inverting the muon or electron vetoes in the events collected with the same trigger as used to record the signal sample. The control regions are defined through the same selection criteria as the corresponding search regions, including requirements on \( H_T \), \( M_{\text{CT}} \), \( N_{\text{b-tags}} \), \( N_{\text{c-tags}} \), \( N_{\text{SV}} \), and \( p_T^{\text{miss}} \), to remove any dependence of the prediction on the modelling of these kinematic variables in simulation. The possible contamination from signal in the single-lepton control region is found to have a negligible effect (<1%). The lost-lepton component of the SM background in each search region, \( N_{\text{LL}}^{\text{lost}} \), is estimated from the corresponding data via a transfer factor, \( T_{\text{LL}} \), determined from simulation:

\[
N_{\text{LL}}^{\text{lost}} = N_{\text{LL}}^{\text{data}} T_{\text{LL}}, \quad T_{\text{LL}} = \frac{N_{\text{LL}}^{\text{MC}}}{N_{\text{LL}}^{\text{MC}}}, \tag{5}
\]
where $N^{\text{data}}_{b,-c}$ is the observed event yield in the single-lepton control region and $N^{\text{MC}}_{b,-c}$ and $N^{\text{MC}}_{c}$ are the simulated lost-lepton background yields in the corresponding zero- and single-lepton regions, respectively. The transfer factor $T_{\text{LL}}$ accounts for effects related to lepton acceptance and efficiency.

The largest uncertainty in the lost-lepton background estimate is from statistical uncertainties in the event yields, ranging from 1 to 60%, depending on the search region. Contributions to the control regions from $Z \rightarrow \ell^+\ell^-$ and rare processes are subtracted using estimates from simulation, where a 50% uncertainty applied to the subtraction that leads to an uncertainty of 3–10% in the lost-lepton background prediction. The uncertainties related to discrepancies between the lepton selection efficiency in data and simulation give rise to a 3–4% uncertainty in the final estimate. An additional uncertainty of 7% in the $\tau_b$ component accounts for differences in isolation efficiency between muons and single-prong $\tau_b$ decays, as determined from studies with simulated samples of $W+\text{jets}$ and $t\bar{t}$ events. A systematic uncertainty of 8–25% is found for the uncertainties in $b$ or $c$ tagging scale factors that are applied to the simulation for the differences in $b$ or $c$ tagging performance between data and simulation.

Finally, we estimate a systematic uncertainty in the transfer factor to account for differences in the $t\bar{t}$ and $W+\text{jets}$ composition of the search and control regions. This results in a 1–25% uncertainty in the final prediction.

Table 4 provides a detailed breakdown of the various components of the systematic uncertainties in the noncompressed and compressed regions.

### Table 4

<table>
<thead>
<tr>
<th>Source</th>
<th>Noncompressed regions (%)</th>
<th>Compressed regions (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b$ tagging efficiency</td>
<td>12–25</td>
<td>8–22</td>
</tr>
<tr>
<td>$c$ tagging efficiency</td>
<td>–</td>
<td>11–23</td>
</tr>
<tr>
<td>Lepton efficiency</td>
<td>3–4</td>
<td>3–4</td>
</tr>
<tr>
<td>$\tau_b$ veto</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>Transfer factor (statistical uncertainty)</td>
<td>5–60</td>
<td>1–40</td>
</tr>
<tr>
<td>Transfer factor (systematic uncertainty)</td>
<td>1–20</td>
<td>15–25</td>
</tr>
<tr>
<td>Other SM process contamination</td>
<td>3–5</td>
<td>3–10</td>
</tr>
</tbody>
</table>

5.3. Multijet background estimation

The $\Delta \phi_{\text{min}} > 0.4$ requirement reduces the QCD multijet contribution to a small fraction of the total background in all search regions for both compressed and noncompressed models. We estimate this contribution for each search region by applying a transfer factor to the number of events observed in control regions enriched in QCD events. The control regions are obtained by inverting the $\Delta \phi_{\text{min}}$ requirement. The transfer factor ($T_{\text{QCD}}$) is the ratio between the number of QCD multijet events in $\Delta \phi_{\text{min}} > 0.4$ to the number of events with $\Delta \phi_{\text{min}} < 0.4$, which is measured in simulation and validated with data in a sideband region with $p_T^{\text{miss}} \in (200, 250)\, \text{GeV}$ and similar selections as in the search regions. The estimated contribution from other SM processes ($t\bar{t}$, $W+\text{jets}$, single top quark, and rare process production) based on simulated samples is subtracted from the event yields in the control region.

The transfer factor for the noncompressed regions does not vary significantly as a function of $H_T$ or $M_{CT}$. Therefore, we extract the value of $T_{\text{QCD}}$ used for the noncompressed search regions from simulation and a low-$p_T^{\text{miss}}$ sideband region selected with an inclusive requirement on $H_T$ and $M_{CT}$ to reduce the statistical uncertainty in the transfer factor. The transfer factors for the compressed search regions are obtained from simulation and low-$p_T^{\text{miss}}$ sidebands that are subdivided by the number of $b$- and $c$-tagged jets, and selected SV according to $N_{b\text{-tags}} + N_{c\text{-tags}} + N_{SV} = 0$, $N_{b\text{-tags}} \geq 1$, $N_{c\text{-tags}} \geq 1$, and $N_{SV} \geq 0$ regions. The $N_{b\text{-tags}} \geq 1$ ($N_{c\text{-tags}} \geq 1$) regions are defined for extracting the QCD multijet background predictions for the $N_{b\text{-tags}}(N_{c\text{-tags}}) = 1$ and $N_{b\text{-tags}}(N_{c\text{-tags}}) = 2$ search regions.

The statistical uncertainties due to the limited number of events in the data control regions and the simulated samples are propagated to the final QCD multijet estimate, and range between 10 to 100%. The main uncertainty in $T_{\text{QCD}}$ also originates from the statistical uncertainty of the observed and simulated event yields in the low-$p_T^{\text{miss}}$ sideband region. We assign additional uncertainties for the differences in the $b$ and $c$ tagging efficiencies between data and simulation.

6. Results and Interpretation

The expected SM background yields and the number of events observed in data are summarized in Table 5 for the noncompressed search regions, and in Tables 6, 7, and 8 for the compressed search regions. The results are shown in Fig. 4 for both search regions.

The data are consistent with the background expected from the SM processes. The results are interpreted as upper cross section limits on bottom and top squark pair production.

The dominant systematic uncertainties on the signal yield predictions are: the luminosity determination (2.5%) [72], the signal acceptance and efficiency arising from the jet energy corrections (5%); renormalization and factorization scale (5%); ISR modelling (5–20%); trigger efficiency (2%); $b$ and $c$ tagging efficiency (5–30%); and selected SV efficiency (16–50%). The uncertainty of 16% is considered if the selected SV is matched to $b$ hadrons, and it is doubled if the selected SV is matched to $c$ hadrons. Finally, a 50% uncertainty in the selected SV efficiency is applied, if it is not matched to either $b$ or $c$ hadrons. However, due to the small misidentification rate (~1%) the considered 50% uncertainty has a negligible effect on final limits. The statistical uncertainty due to the limited size of the simulated samples, calculated for each signal model, varies from a few percent to 100% and is not correlated with signal systematic uncertainties. While the uncertainties in the $b$- and $c$-tagged jet and lepton efficiency corrections in simulation are correlated between different processes and search bins, the uncertainties in transfer factors are treated as fully uncorrelated. For the signal, all systematic uncertainties are correlated between the different search regions. We improve the modelling of ISR jets, which affects the total transverse momentum ($p_T$ (ISR)) of the system of SUSY particles, by reweighting the $p_T$ (ISR) distribution of signal events. This reweighting procedure is based on studies of the transverse momentum of Z events [26]. The reweighting factors range between 1.18 at $p_T$ (ISR) 125 GeV and 0.78 for $p_T$ (ISR) > 600 GeV. We take the deviation from 1.0 as the systematic uncertainty in the reweighting procedure.

The 49 signal bins in $p_T^{\text{miss}}$, $H_T$, $M_{CT}$, $N_{b\text{-tags}}$, $N_{c\text{-tags}}$, and $N_{SV}$ are statistically independent, and the correlations among all the
Table 6
Observed number of events and background prediction in the noncompressed regions. The total uncertainties in the background predictions are shown.

<table>
<thead>
<tr>
<th>Noncompressed regions</th>
<th>$H_T$ [GeV]</th>
<th>$M_{T'}$ [GeV]</th>
<th>Bin</th>
<th>$Z 	o \nu\bar{\nu}$</th>
<th>Lost-lepton</th>
<th>QCD</th>
<th>Rare</th>
<th>Total SM</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>200–500</td>
<td>150–250</td>
<td>1</td>
<td>123 $\pm$ 27</td>
<td>145 $\pm$ 27</td>
<td>$&lt;0.7$</td>
<td>8.8 $\pm$ 4.4</td>
<td>278 $\pm$ 40</td>
<td>275</td>
<td></td>
</tr>
<tr>
<td></td>
<td>250–350</td>
<td>2</td>
<td>130 $\pm$ 26</td>
<td>125 $\pm$ 29</td>
<td>$0.96^{+1.07}_{-0.96}$</td>
<td>9.8 $\pm$ 4.9</td>
<td>266 $\pm$ 40</td>
<td>292</td>
<td></td>
</tr>
<tr>
<td></td>
<td>350–450</td>
<td>3</td>
<td>28.5 $\pm$ 9.1</td>
<td>31.6 $\pm$ 7.2</td>
<td>$1.06^{+1.27}_{-1.06}$</td>
<td>1.87 $\pm$ 0.93</td>
<td>63 $\pm$ 12</td>
<td>57</td>
<td></td>
</tr>
<tr>
<td>$&gt;$450</td>
<td>4</td>
<td>0.64 $\pm$ 0.57</td>
<td>0.56 $\pm$ 0.46</td>
<td>$&lt;0.30$</td>
<td>$&lt;0.2$</td>
<td>1.21 $\pm$ 0.79</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>500–1000</td>
<td>150–250</td>
<td>5</td>
<td>21.2 $\pm$ 6.6</td>
<td>9.2 $\pm$ 3.7</td>
<td>$0.85^{+1.08}_{-0.45}$</td>
<td>0.47 $\pm$ 0.24</td>
<td>31.8 $\pm$ 7.6</td>
<td>32</td>
<td></td>
</tr>
<tr>
<td></td>
<td>250–350</td>
<td>6</td>
<td>24.2 $\pm$ 6.1</td>
<td>12.8 $\pm$ 4.5</td>
<td>$0.99^{+1.13}_{-0.69}$</td>
<td>$&lt;0.2$</td>
<td>37.9 $\pm$ 7.8</td>
<td>27</td>
<td></td>
</tr>
<tr>
<td></td>
<td>350–450</td>
<td>7</td>
<td>14.3 $\pm$ 3.5</td>
<td>6.1 $\pm$ 2.1</td>
<td>$1.2^{+1.12}_{-1.02}$</td>
<td>0.47 $\pm$ 0.24</td>
<td>22.2 $\pm$ 4.4</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>450–600</td>
<td>8</td>
<td>19.1 $\pm$ 6.2</td>
<td>8.6 $\pm$ 2.3</td>
<td>$1.1^{+1.5}_{-1.1}$</td>
<td>$&lt;0.2$</td>
<td>28.9 $\pm$ 6.8</td>
<td>29</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$&gt;$600</td>
<td>9</td>
<td>4.4 $\pm$ 2.4</td>
<td>1.25 $\pm$ 0.67</td>
<td>$&lt;0.46$</td>
<td>$&lt;0.2$</td>
<td>5.7 $\pm$ 2.5</td>
<td>6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$&gt;1000$</td>
<td>150–250</td>
<td>10</td>
<td>6.6 $\pm$ 1.7</td>
<td>5.2 $\pm$ 4.1</td>
<td>$&lt;0.23$</td>
<td>$&lt;0.2$</td>
<td>11.8 $\pm$ 4.4</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td></td>
<td>250–350</td>
<td>11</td>
<td>5.4 $\pm$ 1.5</td>
<td>2.8 $\pm$ 1.7</td>
<td>$0.3^{+0.53}_{-0.35}$</td>
<td>$&lt;0.2$</td>
<td>8.6 $\pm$ 2.3</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>350–450</td>
<td>12</td>
<td>2.71 $\pm$ 0.82</td>
<td>3.2 $\pm$ 1.9</td>
<td>$0.6^{+0.90}_{-0.62}$</td>
<td>$&lt;0.2$</td>
<td>6.6 $\pm$ 2.3</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>450–600</td>
<td>13</td>
<td>2.3 $\pm$ 0.83</td>
<td>0.73 $\pm$ 0.65</td>
<td>$0.6^{+0.64}_{-0.64}$</td>
<td>$&lt;0.2$</td>
<td>3.7 $\pm$ 1.3</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>600–800</td>
<td>14</td>
<td>1.08 $\pm$ 0.57</td>
<td>0.12 $\pm$ 0.15</td>
<td>$&lt;0.13$</td>
<td>$&lt;0.2$</td>
<td>1.22 $\pm$ 0.61</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$&gt;800$</td>
<td>15</td>
<td>2.1 $\pm$ 1.4</td>
<td>0.38 $\pm$ 0.40</td>
<td>$&lt;0.21$</td>
<td>$&lt;0.2$</td>
<td>2.5 $\pm$ 1.5</td>
<td>0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 7
Observed number of events and background prediction in the compressed regions with $N_{c\text{-tags}} = 1, 2$. The total uncertainties in the background predictions are also shown.

<table>
<thead>
<tr>
<th>Compressed regions</th>
<th>$p_{T^{\text{miss}}}$ [GeV]</th>
<th>$H_T$ [GeV]</th>
<th>Bin</th>
<th>$Z 	o \nu\bar{\nu}$</th>
<th>Lost-lepton</th>
<th>QCD</th>
<th>Rare</th>
<th>Total SM</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{c\text{-tags}} = 1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>250–300</td>
<td>$&lt;100$</td>
<td>1</td>
<td>555 $\pm$ 92</td>
<td>1118 $\pm$ 210</td>
<td>$26^{+17}_{-26}$</td>
<td>21 $\pm$ 10</td>
<td>1720 $\pm$ 230</td>
<td>1768</td>
<td></td>
</tr>
<tr>
<td>300–500</td>
<td>$&lt;100$</td>
<td>2</td>
<td>1100 $\pm$ 130</td>
<td>1195 $\pm$ 220</td>
<td>$14^{+15}_{-14}$</td>
<td>38 $\pm$ 19</td>
<td>2348 $\pm$ 260</td>
<td>2402</td>
<td></td>
</tr>
<tr>
<td>500–750</td>
<td>$&lt;100$</td>
<td>3</td>
<td>162 $\pm$ 21</td>
<td>55 $\pm$ 12</td>
<td>$&lt;0.33$</td>
<td>6.7 $\pm$ 3.5</td>
<td>224 $\pm$ 25</td>
<td>211</td>
<td></td>
</tr>
<tr>
<td>750–1000</td>
<td>$&lt;100$</td>
<td>4</td>
<td>17.7 $\pm$ 4.3</td>
<td>5.7 $\pm$ 2.4</td>
<td>$&lt;0.15$</td>
<td>$&lt;0.2$</td>
<td>23.4 $\pm$ 4.9</td>
<td>19</td>
<td></td>
</tr>
<tr>
<td>$&gt;750$</td>
<td>$&lt;100$</td>
<td>5</td>
<td>3.6 $\pm$ 1.6</td>
<td>0.51 $\pm$ 0.50</td>
<td>$&lt;0.1$</td>
<td>$&lt;0.2$</td>
<td>4.1 $\pm$ 1.7</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>$N_{c\text{-tags}} = 2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>250–300</td>
<td>$&lt;100$</td>
<td>6</td>
<td>6.9 $\pm$ 2.8</td>
<td>51 $\pm$ 12</td>
<td>$0.3^{+0.46}_{-0.36}$</td>
<td>0.47 $\pm$ 0.23</td>
<td>59 $\pm$ 12</td>
<td>70</td>
<td></td>
</tr>
<tr>
<td>300–500</td>
<td>$&lt;100$</td>
<td>7</td>
<td>12.9 $\pm$ 4.5</td>
<td>120 $\pm$ 25</td>
<td>$0.6^{+0.78}_{-0.62}$</td>
<td>$&lt;0.2$</td>
<td>134 $\pm$ 25</td>
<td>127</td>
<td></td>
</tr>
<tr>
<td>500–750</td>
<td>$&lt;100$</td>
<td>8</td>
<td>19.4 $\pm$ 6.3</td>
<td>72 $\pm$ 17</td>
<td>$&lt;0.2$</td>
<td>1.36 $\pm$ 0.68</td>
<td>92 $\pm$ 18</td>
<td>77</td>
<td></td>
</tr>
<tr>
<td>750–1000</td>
<td>$&lt;100$</td>
<td>9</td>
<td>34 $\pm$ 10</td>
<td>151 $\pm$ 31</td>
<td>$&lt;0.2$</td>
<td>1.35 $\pm$ 0.67</td>
<td>188 $\pm$ 32</td>
<td>161</td>
<td></td>
</tr>
<tr>
<td>$&gt;500$</td>
<td>$&lt;100$</td>
<td>10</td>
<td>2.64 $\pm$ 0.98</td>
<td>1.22 $\pm$ 0.87</td>
<td>$&lt;0.1$</td>
<td>$&lt;0.2$</td>
<td>3.9 $\pm$ 1.3</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>$&gt;500$</td>
<td>$100–200$</td>
<td>11</td>
<td>8.7 $\pm$ 2.9</td>
<td>5.1 $\pm$ 2.3</td>
<td>$&lt;0.1$</td>
<td>0.45 $\pm$ 0.22</td>
<td>14.35 $\pm$ 3.7</td>
<td>8</td>
<td></td>
</tr>
</tbody>
</table>
Table 8
Observed number of events and the background prediction in the compressed regions with $N_{b\text{-tags}} + N_{c\text{-tags}} = 0$. The total uncertainties in the background predictions are also shown.

<table>
<thead>
<tr>
<th>$p_{T}^{miss}$ [GeV]</th>
<th>Bin</th>
<th>$Z \rightarrow \nu \bar{\nu}$</th>
<th>Lost-lepton</th>
<th>QCD</th>
<th>Rare</th>
<th>Total SM</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N_{b\text{-tags}} + N_{c\text{-tags}} + N_{SV} = 0$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>300–500</td>
<td>1</td>
<td>10676 ± 740</td>
<td>5398 ± 930</td>
<td>$148^{+160}_{-150}$</td>
<td>$320 ± 160$</td>
<td>$16542 ± 1200$</td>
<td>$17042$</td>
</tr>
<tr>
<td>500–750</td>
<td>2</td>
<td>1902 ± 180</td>
<td>414 ± 73</td>
<td>$1.4^{+2.1}_{-1.4}$</td>
<td>$39.9 ± 19$</td>
<td>$2358 ± 200$</td>
<td>$2028$</td>
</tr>
<tr>
<td>750–1000</td>
<td>3</td>
<td>143 ± 21</td>
<td>31.2 ± 6.6</td>
<td>$&lt;0.45$</td>
<td>$6.1 ± 3.1$</td>
<td>$181 ± 22$</td>
<td>$171$</td>
</tr>
<tr>
<td>1000–1250</td>
<td>4</td>
<td>42 ± 16</td>
<td>5.9 ± 2.8</td>
<td>$&lt;0.03$</td>
<td>$0.47 ± 0.23$</td>
<td>$49 ± 16$</td>
<td>$33$</td>
</tr>
<tr>
<td>&gt; 1250</td>
<td>5</td>
<td>5.1 ± 5.7</td>
<td>2.3 ± 1.6</td>
<td>$0.09^{+0.17}_{-0.09}$</td>
<td>$0.92 ± 0.46$</td>
<td>$8.4 ± 0.0$</td>
<td>$9$</td>
</tr>
<tr>
<td>$N_{b\text{-tags}} + N_{c\text{-tags}} = 0$, $N_{SV} &gt; 0$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>250–300</td>
<td>6</td>
<td>169 ± 22</td>
<td>179 ± 36</td>
<td>$4.5^{+5.1}_{-4.5}$</td>
<td>$3.7 ± 1.9$</td>
<td>$357 ± 43$</td>
<td>$331$</td>
</tr>
<tr>
<td>300–500</td>
<td>7</td>
<td>303 ± 57</td>
<td>210 ± 41</td>
<td>$2.9^{+3.3}_{-2.9}$</td>
<td>$6.9 ± 3.4$</td>
<td>$523 ± 57$</td>
<td>$509$</td>
</tr>
<tr>
<td>500–750</td>
<td>8</td>
<td>46.6 ± 6.2</td>
<td>15.1 ± 4.8</td>
<td>$0.03^{+0.11}_{-0.03}$</td>
<td>$1.40 ± 0.70$</td>
<td>$64.2 ± 7.8$</td>
<td>$52$</td>
</tr>
<tr>
<td>750–1000</td>
<td>9</td>
<td>5.7 ± 1.2</td>
<td>0.73 ± 0.59</td>
<td>$&lt;0.1$</td>
<td>$&lt;0.2$</td>
<td>$6.5 ± 1.3$</td>
<td>$3$</td>
</tr>
<tr>
<td>&gt; 1000</td>
<td>10</td>
<td>1.5 ± 1.1</td>
<td>0.07 ± 0.10</td>
<td>$&lt;0.2$</td>
<td>$0.45 ± 0.22$</td>
<td>$2.0 ± 1.1$</td>
<td>$0$</td>
</tr>
</tbody>
</table>

Fig. 4. Yields in the signal regions targeting the noncompressed (top left) and compressed (top right: $N_{b\text{-tags}} = 1$, 2, bottom left: $N_{c\text{-tags}} = 1$, 2, bottom right: $N_{b\text{-tags}} + N_{c\text{-tags}} = 0$) scenarios. Data are shown as black points. The background predictions are represented by the stacked, filled histograms. The expected yields for several signal models are also shown. The lower panels show the ratio of data over total background prediction in each signal region. The hatching indicates the total uncertainty in the background predictions. (For interpretation of the references to colour in this figure, the reader is referred to the web version of this article.)
systematic uncertainties in different bins are taken into account. The 95% confidence level (CL) upper limits on SUSY production cross-sections are calculated using a modified frequentist approach with the CL s criterion [73–75] in which a profile likelihood rate test-statistic is used. The limits are determined using asymptotic approximations for the distributions of the test-statistic [76].

Fig. 5 shows the expected and observed 95% CL upper limits on the bottom squark cross sections, assuming the bottom squark exclusively decays to a bottom quark and an LSP. The regions enclosed by the black curves represent the observed exclusion and the ±1 standard deviation for the NLO + NLL cross section calculations and their uncertainties [68]. The dashed red lines indicate the expected limits at 95% CL and their ±1 standard deviation experimental uncertainties. (For interpretation of the references to colour in this figure, the reader is referred to the web version of this article.)

Both compressed and noncompressed regions are used to search for the bottom squark, and the compressed search regions are only used to set upper limits on the top squark cross sections when the mass splitting between the top squark and the LSP is smaller than the mass of the W boson. Fig. 6 shows the expected and observed 95% CL upper limits on the top squark cross sections in the \( m_{t_1} - M_{\tilde{g}} \) plane assuming the top squark decays exclusively to a charm quark and an LSP. Top squarks with masses below 510 GeV are excluded in this model for a mass splitting between the top squark and the LSP is small. For the similar interpretation [58], top squark and LSP masses are excluded up to 560 and 520 GeV, respectively.

To facilitate reinterpretation, the covariance matrices for the background estimates in the compressed and noncompressed search regions are provided in supplemental Appendix A.

7. Summary

A search for the pair production of third-generation squarks is performed using data collected by the CMS experiment, focusing on two-body decays to bottom or charm quarks. For bottom-squark pair production, the decay mode considered is \( b_1 \rightarrow b\tilde{b}_{10}^0 \), while for top-squark pair production, the decay mode considered is \( t_1 \rightarrow c\tilde{b}_{10}^0 \), a flavor-changing neutral current process. No statistically significant excess of events is observed above the expected standard model background, and exclusion limits are set at 95% confidence level in the context of simplified models of direct top and bottom squark pair production. Bottom squark masses below 1220 GeV are excluded assuming that the lightest supersymmetric particle (LSP) is massless; bottom squark masses below 675 GeV are excluded for LSP masses up to 600 GeV. Top squark masses below 510 GeV are excluded for the scenario in which \( t_1 \rightarrow c\tilde{b}_{10}^0 \) and the mass splitting between the top squark and the LSP is small.
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Appendix A. Correlation matrices for background estimates

To facilitate reinterpretation of the results in a broader range of beyond the standard model scenarios [77], the correlation matrices for the background estimates in the noncompressed and compressed search regions are provided in Figs. A.1 and A.2, respectively. The bin number in the compressed region is the same as in Table 5 of our paper and in the noncompressed region shown below in Table A.1.

Table A.1
The bin number and definition for the compressed search region as shown in Fig. A.1 above.

<table>
<thead>
<tr>
<th>N_{b\text{-tags}}, N_{c\text{-tags}}, N_{SV}</th>
<th>\rho_0^\text{min} [\text{GeV}]</th>
<th>H_T [b- or c-tagged jets] [\text{GeV}]</th>
<th>Bin</th>
</tr>
</thead>
<tbody>
<tr>
<td>N_{b\text{-tags}} = 1</td>
<td>250–300</td>
<td>&lt;100</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>300–500</td>
<td>&gt;100</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>500–750</td>
<td>&gt;100</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>750–1000</td>
<td>&gt;100</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>&gt;1000</td>
<td>&gt;100</td>
<td>5</td>
</tr>
<tr>
<td>N_{b\text{-tags}} = 2</td>
<td>250–300</td>
<td>&lt;100</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>300–500</td>
<td>&lt;100</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>500–750</td>
<td>&lt;100</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>&gt;500</td>
<td>&lt;100</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>100–200</td>
<td>&gt;100</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>100–200</td>
<td>&lt;100</td>
<td>11</td>
</tr>
<tr>
<td>N_{c\text{-tags}} = 1</td>
<td>250–300</td>
<td>&lt;100</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>300–500</td>
<td>&lt;100</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>500–750</td>
<td>&lt;100</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>750–1000</td>
<td>&lt;100</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>&gt;1000</td>
<td>&lt;100</td>
<td>16</td>
</tr>
<tr>
<td>N_{c\text{-tags}} = 2</td>
<td>250–300</td>
<td>&lt;100</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>300–500</td>
<td>&lt;100</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>500–750</td>
<td>&lt;100</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td>&gt;500</td>
<td>&lt;100</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>100–200</td>
<td>&gt;100</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td>100–200</td>
<td>&lt;100</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>&gt;1000</td>
<td>&lt;100</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td>100–200</td>
<td>&gt;100</td>
<td>24</td>
</tr>
<tr>
<td>N_{b\text{-tags}} + N_{c\text{-tags}} = 0, N_{SV} &gt; 0</td>
<td>250–300</td>
<td>–</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>300–500</td>
<td>–</td>
<td>26</td>
</tr>
<tr>
<td></td>
<td>500–750</td>
<td>–</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td>750–1000</td>
<td>–</td>
<td>28</td>
</tr>
<tr>
<td></td>
<td>&gt;1000</td>
<td>–</td>
<td>29</td>
</tr>
<tr>
<td>N_{b\text{-tags}} + N_{c\text{-tags}} + N_{SV} = 0</td>
<td>300–500</td>
<td>–</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>500–750</td>
<td>–</td>
<td>31</td>
</tr>
<tr>
<td></td>
<td>750–1000</td>
<td>–</td>
<td>32</td>
</tr>
<tr>
<td></td>
<td>1000–1250</td>
<td>–</td>
<td>33</td>
</tr>
<tr>
<td></td>
<td>&gt;1250</td>
<td>–</td>
<td>34</td>
</tr>
</tbody>
</table>
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