Measurement of the fragmentation function for photon-tagged jets in $\sqrt{s_{\text{NN}}} = 5.02$ TeV Pb+Pb and $pp$ collisions with the ATLAS detector
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This note presents a measurement of the charged-particle fragmentation function (FF) for jets azimuthally balanced by a high transverse momentum ($p_T$) prompt, isolated photon. FFs as a function of particle-$p_T$ and fraction of the jet $p_T$ carried by the particle, $z$, are measured in 26 pb$^{-1}$ of $pp$ and 0.49 nb$^{-1}$ of Pb+Pb collision data at $\sqrt{s_{\text{NN}}} = 5.02$ TeV recorded with the ATLAS detector at the Large Hadron Collider. In $pp$ collisions, a comparison of the photon-tagged jet FF to that for inclusively selected jets is sensitive to the difference in fragmentation between quark– and gluon–initiated jets in vacuum. The ratio of the FF in Pb+Pb events to those in $pp$ events with the same selection on the photon kinematic variables provides information on the modification of the parton shower for quark-initiated jets as they traverse the hot nuclear medium. In comparison to the modified FF for inclusively-selected jets, photon-tagged jets show a similar modification in particle-$p_T$ or $z$ in semi-central and peripheral events, but a stronger one in central events.
1 Introduction

A characteristic phenomenon associated with the formation of a hot nuclear medium in ultrarelativistic nucleus–nucleus collisions is jet quenching, the attenuation and distortion of the parton shower from high transverse momentum ($p_T$) jets as they traverse the medium. At the Large Hadron Collider (LHC), jet quenching manifests itself experimentally through the modification of several observables in lead–lead (Pb+Pb) collisions compared to that in proton–proton (pp) collisions. These include the suppression of inclusive jet and hadron production rates [1, 2], and the distortion of the $p_T$ balance of di-jet pairs from that in vacuum [3, 4].

In addition to an overall transport of momentum to large angles relative to the initial parton direction [5, 6], the medium also modifies the internal structure of the shower which remains correlated with the initial parton direction. Previous measurements of the jet fragmentation function (FF) for inclusively produced jets [7, 8] show that these modifications are modest but have a characteristic dependence on the fragment $p_T$. However, the jets in Pb+Pb collisions are selected via their final-state $p_T$ after quenching effects, whose flavor composition and initial hard scattering $p_T$ may be different than those selected in pp collisions. Therefore, the selected jets in Pb+Pb collisions may be biased towards those which have suffered only modest modifications, complicating interpretations of the data [9, 10]. Alternatively, the jet flavor and initial hard scattering $p_T$ can be tagged via the presence of an associated particle unmodified by the presence of the hot nuclear medium, e.g. a photon or $Z$ boson [11–13].

This note presents a measurement of the jet FF for high-$p_T$ jets azimuthally balanced with a prompt, isolated photon in pp and Pb+Pb collisions at a center of mass energy of 5.02 TeV per nucleon pair, made using the ATLAS detector. A measurement of the jet FF in this experimental channel is newly possible due to the large integrated luminosity in LHC Run 2. The measurement in this note is corrected for detector effects, allowing for a direct comparison with models, and also provides complementary information to the FF previously measured for inclusive jets [14, 15]. Events are selected via the final-state signature of the high-$p_T$ photon, which is unaffected by its passage through the nuclear medium [16]. Thus, there is no a posteriori bias imposed on the jet sample, and it is possible to select common distributions of parton kinematics before quenching in the hot, dense medium is initiated. Additionally, the jets created in coincidence with prompt photons are likely to be initiated by the showering of quarks, providing a handle on how energy loss depends on the flavor of the initiating parton (in this case, predominantly light quarks). Finally, the presence of the photon substantially reduces the relative rate of jets reconstructed from UE fluctuations on its away side, allowing for a measurement of jet structure down to lower $p_T$ which is challenging for inclusive jets.

Previous photon+jet results have taken advantage of the information from the photon to provide complementary insights to other jet and hadron measurements. Analysis of the photon–hadron $p_T$ correlations in nucleus–nucleus collisions at the Relativistic Heavy Ion Collider were aimed at exploiting the benefits described above [17, 18]. At the LHC, preliminary measurements of the medium-induced $p_T$ imbalance of photon+jet pairs [11, 12] have inspired much theoretical interest [19–21]. The measurement presented here complements these analyses by exploring the FF of the jets recoiling against a photon. These two measurements, the $p_T$ imbalance between the photon and recoil jet and the fragmentation of the recoil jet, can together disentangle the overall energy loss from the modification of the fragmentation pattern, probing for example color coherence effects [22].

As utilized in previous inclusive jet analyses, the per-jet charged particle FFs for a jet to contain a fragment with a given $p_T$ are defined as
\[ D(p_T) = \frac{1}{N_{\text{jet}}} \frac{\Delta N(p_T)}{\Delta p_T} \]

\[ D(z) = \frac{1}{N_{\text{jet}}} \frac{\Delta N(z)}{\Delta z} \]

(1)

(2)

where the longitudinal momentum fraction \( z \) is defined as \( p_T \cos \Delta R/p_T^{\text{jet}}, \Delta R = \sqrt{(\eta^{\text{jet}} - \eta)^2 + (\phi^{\text{jet}} - \phi)^2} \), and only charged particles within \( \Delta R < 0.4 \) are considered.

## 2 Experimental setup, reconstruction and data selection

The ATLAS detector [23] is a multi-purpose detector with a forward-backward symmetric cylindrical geometry. For this measurement, its relevant components include an inner tracking detector surrounded by a thin superconducting solenoid, electromagnetic and hadronic calorimeters, and a high-level online trigger system. The inner-detector system is immersed in a 2 T axial magnetic field and provides charged-particle tracking in the range \( |\eta| < 2.5 \). In order of closest to furthest from the beam pipe, it consists of a high-granularity silicon pixel detector which provides four measurements per track and a silicon microstrip tracker which typically provides four three-dimensional space point measurements per track. These silicon detectors are complemented by the transition radiation tracker, which enables radially extended track reconstruction up to \( |\eta| = 2.0 \). The calorimeter system covers the range \( |\eta| < 4.9 \). In the region \( |\eta| < 3.2 \), electromagnetic calorimetry is provided by barrel and endcap high-granularity lead/liquid-argon (LAr) electromagnetic calorimeters, with an additional thin LAr presampler covering \( |\eta| < 1.8 \) to correct for energy loss in material upstream of the calorimeters. Within the region of the measurement, the LAr calorimeters are divided into three layers in depth. Hadronic calorimetry is provided by a steel/scintillator-tile calorimeter, segmented into three barrel structures within \( |\eta| < 1.7 \), and two copper/LAr hadronic endcap calorimeters, which cover the region \( 1.5 < |\eta| < 3.2 \). The solid angle coverage is extended out to \( |\eta| = 4.9 \) with a forward calorimeter (FCal) composed of copper/LAr and tungsten/LAr modules optimised for electromagnetic and hadronic measurements, respectively. Finally, zero-degree calorimeters (ZDC) are situated at far pseudorapidity, \( |\eta| > 8.3 \), and are primarily sensitive to spectator neutrons.

During data-taking, events are initially selected using a first-level trigger based on energy deposition in the electromagnetic calorimeter implemented in custom electronics. Software algorithms with access to the full detector information, including an estimate of the underlying event (UE) contribution to the \( E_T \) measured in the calorimeter in Pb+Pb collisions [16], are then used in the high-level trigger [24] to select events consistent with a high transverse momentum (\( E_T^{\gamma} \)) photon candidate.

Photons are reconstructed following a procedure used for previous measurements of isolated prompt photon production in Pb+Pb collisions [16]. It is similar to that used extensively in pp collisions [25, 26], but is applied to the set of calorimeter cells after an event-by-event estimation and subtraction of

---

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector and the z-axis along the beam pipe. The x-axis points from the IP to the centre of the LHC ring, and the y-axis points upward. Cylindrical coordinates \((r, \phi)\) are used in the transverse plane, \(\phi\) being the azimuthal angle around the z-axis. The pseudorapidity is defined in terms of the polar angle \(\theta\) as \(\eta = -\ln\tan(\theta/2)\). Transverse momentum and transverse energy are defined as \(p_T = p \sin \theta\) and \(E_T = E \sin \theta\), respectively. \(\Delta R\) is defined as \(\sqrt{(\Delta \eta)^2 + (\Delta \phi)^2}\).
the pile-up and UE contribution to the deposited energy in each cell [5]. Photon candidates are initially reconstructed from clusters of energy deposited in the electromagnetic calorimeter. Their identification is based primarily on detailed shower shapes in the calorimeter [27], selecting those which are compatible with that originating from a single photon impacting the calorimeter. The measurement of the photon energy is based on the energy collected in the core set of calorimeter cells \(\Delta \eta \times \Delta \phi = 0.075 \times 0.175\) in the barrel and \(\Delta \eta \times \Delta \phi = 0.125 \times 0.125\) in the end-caps, and is corrected via a dedicated calibration [28] which accounts for upstream losses and both lateral and longitudinal leakage. The transverse energy sum of calorimeter cells inside a cone size of \(R = 0.3\) centered on the photon, excluding a small area of size \(\Delta \eta \times \Delta \phi = 0.125 \times 0.125\) centered on the photon, is used to compute the isolation energy \(E_{iso}\). It is corrected for the expected leakage of the photon energy from outside this region into the isolation cone.

Jets are reconstructed following the procedure used previously by ATLAS for jet measurements in pp and Pb+Pb collisions [1, 5, 29], which is briefly summarized here. The anti-\(k_t\) algorithm [30] with \(R = 0.4\) is applied to energy deposits in the calorimeter grouped into towers of size \(\Delta \eta \times \Delta \phi = 0.1 \times 0.1\). An iterative procedure is used to obtain an event-by-event estimate of the average \(\eta\)-dependent UE energy density, while excluding jets from that estimate. An updated estimate of the jet four-momentum is obtained by subtracting the UE energy from the constituent towers of the jet. This procedure is also applied to pp collisions, for which the UE subtraction removes the small energy density deposited from additional collisions in the same bunch crossing. The \(p_T\) of the resulting jets is corrected for the calorimeter energy response using an \(\eta\)- and \(p_T\)-dependent calibration derived from simulation. Additional corrections derived from in situ studies of events with a jet recoiling against a photon or Z boson, and from the differences between the heavy-ion reconstruction algorithm and that normally used in the 13 TeV data [31], are applied. A final correction at the analysis level is applied to correct for a non-closure in the mean \(p_T\) response arising from a different jet flavor composition in the event sample compared to that used to derive the calibration [11].

Charged-particle tracks are reconstructed from hits in the inner detector using an algorithm optimized for the large occupancy in heavy ion collisions [2, 8]. Tracks used in this analysis are required to have a minimum number of hits in the silicon pixel and microstrip detectors together, corresponding to hits in at least 9 (11) layers for \(|\eta| < 1.65\) (\(|\eta| > 1.65\)), with at least one hit in one of the two innermost layers. Along the projection of the reconstructed track, the track is required to have a hit at the point where the projection intersects with the innermost layer, and may not miss more than two such expected hits in the outer layers. Additionally, to suppress the rate of tracks from secondary particles, the distance of closest approach of the track to the primary vertex is required to be smaller than 1.0 mm in the longitudinal direction and smaller than a \(p_T\)-dependent value which varies from 0.45–0.20 mm in the transverse plane.

Photon+jet events in Pb+Pb and pp collisions are initially selected for analysis by the high-level triggers described above. Events are required to have the calorimeters, tracking detectors and data acquisition system in nominal operation, and to contain a reconstructed vertex in the inner detector. Pb+Pb events which are consistent with the presence of two hadronic Pb+Pb interactions are identified via the correlation of the signals in the ZDC and forward calorimeters and are rejected. Two classes of Pb+Pb events are defined based on the total transverse energy measured in the FCal, \(\sum E_T\). Central events are defined as those with the top 30% (0–30%) of the measured \(\sum E_T\) values among hadronic Pb+Pb events, which have a large nuclear overlap and thus a larger, hotter, longer-lived nuclear medium. Peripheral events are defined as those with a \(\sum E_T\) value in the 30–80% centile range, and have a somewhat smaller nuclear overlap region. The mean number of nucleon–nucleon collisions is 1081 and 135, respectively, in these selections.
3 Monte Carlo simulation and fiducial definition

Monte Carlo (MC) simulations of photon+jet events are used to study the performance of the ATLAS detector for the measurement and provide generator-level calculations which incorporate a full parton shower for comparison to data.

For the primary simulation sample, the Pythia 8.186 [32] generator was used with the NNPDF23LO parton distribution function set [33], and a set of generator parameters tuned to reproduce a set of minimum bias data (“A14” tune) [34]. In the simulation, both the direct and fragmentation photon contributions are included to produce events with a generator-level photon in the $p_T$ range 70 to 140 GeV. Events are passed through a full Geant4 simulation of the ATLAS detector [35, 36], and are digitized and reconstructed in the same way as the data. Two million $pp$ events are generated in this way. Additionally, a sample of eight million events are generated which are overlaid with minimum bias Pb+Pb events. The simulated Pb+Pb events are reweighted on an event-by-event level to match the $\Sigma E_T$ distribution observed in the events in data selected for analysis. Thus, the Pb+Pb event sample contains the effects of the UE identical to that observed in data. Additionally, the distributions in MC which are sensitive to jet quenching, such as the jet $p_T$ distribution, are weighted to match those measured in data.

Additional samples of $10^5$ and $2 \times 10^6$ $pp$ and Pb+Pb events, respectively, are produced with the Sherpa 2.1.1 [37] generator using the CT10 parton distribution functions [38]. These samples were generated with leading order matrix elements for photon-plus-jet final states with up to three additional partons, which were merged with the Sherpa parton shower. Additionally, $2 \times 10^5$ Herwig 7 [39] events with the MMHT UE tune and PDF set [40] were generated in a way which includes the direct and fragmentation photon contributions. Both Sherpa and Herwig samples were filtered on the presence of a photon in the required kinematic range, and are used because they contain a different description of photon+multijet topologies and of the jet flavor composition.

At the generator level, photons are required to be isolated according to the sum of the transverse energy carried by final-state particles in a $R = 0.3$ cone around the photon, $E_T^{iso}$, to be smaller than 3 GeV. Primary particles are defined as those with a proper mean lifetime, $\tau$, exceeding $\epsilon \tau = 10$ mm which are either directly produced in $pp$ interactions or from the subsequent decays of shorter-lived particles. All other particles are considered to be secondary. Jets are defined by applying the anti-$k_T$ algorithm with $R = 0.4$ to stable particles, excluding muons and neutrinos. The jet flavor (whether it is quark- or gluon-initiated) is defined by association with the highest-$p_T$ parton nearest to the jet in $\Delta R$ [41].

The analysis selects events with a prompt, isolated photon with $E_T^\gamma$ in the range 79.6 GeV to 126 GeV and absolute pseudorapidity smaller than 2.37, excluding the region $1.37 < |\eta| < 1.56$. In these events, the fiducial jet selection corresponds to the jets which are azimuthally balanced with the photon according to $|\Delta \phi| > 7\pi/8$ and have $63.1 < p_T^{jets} < 144$ GeV and $|\eta^{jets}| < 2.1$. This jet $p_T$ range is chosen to enhance the contribution from topologies with a single high-$p_T$ balancing jet over that from multiple low-$p_T$ jets [42]. Specifically, the minimum jet $p_T$ is equal to half the maximum photon $p_T$, meaning that events with two jets balancing the photon are kinematically suppressed. Charged particles with $p_T > 1$ GeV within an $R = 0.4$ of the jet cone are included in the definition of the FF.

The upper panel of Figure 1 compares the $p_T$ distribution of jets passing the given $\Delta \phi$ and $\eta$ requirements in generator-level Pythia, Sherpa and Herwig events with a high-$p_T$ photon, separately for just the highest-$p_T$ jet and for all jets which meet the requirements. It can be seen that in the jet $p_T$ selection considered in this analysis, only leading jets are selected. The bottom panel of Figure 1 shows the quark
fraction as a function of jet $p_T$ for the inclusive selection, demonstrating that the kinematic range of the measurement is dominated by a highly quark-enhanced sample.

In the measurement, jets and charged particles are initially reconstructed in a larger kinematic range than the selection indicated above, to allow for the correction of bin migration in jet and particle $p_T$ across the fiducial region boundaries.

4 Data analysis and corrections

The measurement of the per-jet FF has two principal components which are constructed and corrected separately and then combined: the measurement of the total associated jet yield in photon-containing events, and the measurement of the total charged particle yield in this set of associated jets. This approach has been used in previous measurements of the jet FF [8, 14] and is needed to account for the simultaneous bin migration in the jet and charged particle kinematic variables, as well as accounting for correlations in the calorimeter response and fragmentation patterns of jets. The jet and charged particle yields are
first corrected for backgrounds through data-driven techniques, and then corrected for the effects of bin migration.

Photon+jet events are initially selected for analysis by requiring the presence of a photon in the desired kinematic range which passes a strict set of identification requirements and is experimentally isolated via $E_T^{\gamma < 3 \text{ GeV} (\leq 10 \text{ GeV})}$ in $pp$ (Pb+Pb) collisions. Simulation studies show that the combined reconstruction, identification and selection efficiencies are 90%, 85% and 65–70% in $pp$, peripheral and central Pb+Pb events, respectively. This initial selection contains an admixture of hadrons and non-isolated fragmentation photons, and therefore the contribution to the measurement from the jets in these events must be accounted for. The purity of the selected photon sample is determined via the standard double sideband (“ABCD”) approach extensively used in photon production measurements in ATLAS [25, 26]. In this method, the identification and isolation requirements are inverted to select background enhanced samples of photons, the relative yields of which are used to estimate the background contribution to the isolated and identified set of candidate photons. The resulting purity is 94%, 80% and 83% in $pp$, peripheral and central collisions, respectively.

4.1 Jet yield measurement

The yield of photon-associated jets is determined by measuring the $p_T$ distribution for all jets azimuthally balanced with a high-$p_T$ photon and correcting this estimate for two backgrounds. First, the combinatoric association rate of a photon in a Pb+Pb event with an unrelated jet, either from another hard scattering or a local UE fluctuation, is evaluated in the data overlay simulation. The yield in data is corrected for this per-photon rate. Second, the contribution of jets azimuthally balanced with misidentified neutral hadrons is estimated through an extension of the sideband approach above which determines the purity. The jet yield azimuthally balanced with photons which are isolated but pass the background-enhancing inverted identification requirements is used as the background template, since this selection is strongly background dominated. This yield, normalized per background photon, is scaled to match the impurity determined in data and subtracted from the total yield.

Next, the background-subtracted yield must be corrected for the effects of bin migration and the total yield $N_{jet}$ extracted. A study of the jet $p_T$ response in simulation shows that after the full calibration sequence, the mean response is within 1% of unity, while the resolution at $p_T = 63.1$ GeV is 21% in central events, 12% in $pp$ events, and decreases systematically with increasing jet $p_T$. Since the jet $p_T$ distribution is peaked within the $p_T$ range over which the total yield is integrated, typically 90% of the jets with generator-level $p_T$ in this range remain in the $p_T$ range at the reconstructed-level. The correction to the yield is determined by comparing the total yield when the jet $p_T$ is evaluated at the reconstructed level compared to the generator level in simulation, after reweighting the simulated $p_T$ distribution to match that in data. The resulting correction to the yield is applied as a multiplicative correction factor and is smaller than 5%.

4.2 Charged particle yield measurement

The raw charged particle yield in photon-associated jets is initially determined by measuring the two-dimensional ($p_T^{jet}$, $p_T$) or ($p_T^{jet}$, $z$) distribution for all particles inside reconstructed jets azimuthally balanced with a high-$p_T$ photon. Each charged particle is weighted by the inverse of the reconstruction efficiency evaluated at its $p_T$ and $\eta$, which varies from 60% in Pb+Pb events at large rapidity to 80% or higher for
events at mid-rapidity. The efficiency-corrected yields are further corrected for three backgrounds: first, the contribution of UE particles and fake or secondary tracks are estimated by examining the $p_T$ distributions of tracks inside jets which are not matched to a truth particle in the simulation. Since they correspond to particles inside combinatorial photon+jet pairs, they are subtracted statistically from the yields on a per-photon basis. Second, the contribution to the yield from charged particles in jets not correlated with the photon is estimated and subtracted on a per-photon basis as above. Third, the contribution from the charged particle yield in jets azimuthally balanced with a background photon is determined via the sideband approach, scaled to match the impurity in the photon selection, and statistically subtracted, as above.

The two-dimensional yield is corrected for the bin migration, arising from the finite detector resolution, along both axes via a Bayesian unfolding procedure [43, 44]. Before the unfolding, the distributions in simulation are reweighted to match those in data. The unfolding is performed with a varying number of iterations, calculating the total statistical uncertainty on the unfolded result, and the sum of squares of the differences between the unfolded result with and without the reweighting. The choice for the nominal number of iterations is chosen by minimizing this quadrature sum. After unfolding, the total charged particle yield is determined by projecting the two-dimensional distribution within the jet $p_T$ range corresponding to the fiducial analysis selection. The change in the yield induced by the unfolding procedure is typically only 5 in $pp$ collisions and up to 10% in Pb+Pb collisions, with the small size of the correction resulting primarily from the wide kinematic bins used in the measurement relative to the experimental resolution.

This procedure is tested by dividing the MC events into statistically independent halves, and using the response determined in one half to unfold the measured distribution in the other half. The original generator-level distributions are recovered by the unfolding within statistical uncertainties.

5 Systematic uncertainties

The primary sources of systematic uncertainties affecting the measurement are investigated. These include uncertainties related to the jet $p_T$ measurement, the photon purity, the charged-particle selection and $p_T$ measurement, and those related to the unfolding and physics modeling. Some systematic variations, such as the jet- and photon–related ones, typically caused the jet and charged particle yield to change in a significant but highly correlated way, with the result that the per-jet normalized FFs had a much smaller sensitivity than either quantity alone. Additionally, most uncertainty sources are treated as correlated between the $pp$ and Pb+Pb systems, resulting in a partial cancellation when they are evaluated for the ratios of FFs.

The measurement is affected by uncertainties related to the jet energy scale and resolution. These include: the baseline uncertainties in the energy scale and resolution common to jet measurements in ATLAS [31, 41]; an additional uncertainty determined through differences between the heavy ion style jet reconstruction used here and that used in analyses of 13 TeV $pp$ data [45]; an uncertainty in the flavor composition and the flavor-dependent jet response [46], evaluated specifically for the photon+jet sample; an additional energy scale uncertainty for jets in heavy ion collisions, evaluated via in situ track-to-calo jet energy comparisons in data and simulation.

The measurement is sensitive to uncertainties which affect the photon purity estimate. This sensitivity is quantitatively tested through three variations used in the analysis: the inverted identification criteria used
to select hadron background candidates are loosened and tightened, resulting in a different background estimate; the inverted isolation criteria used to select the non-isolated background are tightened, resulting in a different background estimate; a possible non-factorization of the hadron background along the isolation and identification axes is considered.

The measurement is susceptible to uncertainties which arise in the charged particle reconstruction, selection, and efficiency determination, and are described in detail in Refs. [8, 47]. This is evaluated in several ways: the track selection is made more stringent by requiring a tighter compatibility of the transverse and longitudinal impact parameters with the primary vertex; an uncertainty on the measured momentum of the track is evaluated; at the generator-level, the truth association requirement is made more stringent, resulting in a higher estimated fake rate but a compensating lower efficiency; an uncertainty on the efficiency associated with tracking in the dense jet core is based on the studies in Ref. [48]; an uncertainty on the efficiency associated with the description of inactive material in the simulation is evaluated; and the uncertainty on the fake-track rate in simulation is included.

Finally, the sensitivity of the measurement to three unfolding and physics modeling sources is determined in the following ways: the effect of limitations in the MC statistics is evaluated through a toy re-sampling of the response matrices; the sensitivity of the unfolded result to the prior distributions is evaluated by repeating the unfolding without the reweighting of the jet $p_T$ distribution; instead of PYTHIA 8, the analysis is repeated but using SHERPA $pp$ and Pb+Pb events as the main simulation samples.

The total uncertainty on the $D(z)$ and $D(p_T)$ distributions and their ratios are typically 5% at moderate $z$ or $p_T$ values and multiple uncertainties are of similar magnitude. At low $p_T$ or $z$, the uncertainty related to the track selection rises sharply. In Pb+Pb collisions, this uncertainty is as large as 30% due to the challenging nature of charged-particle tracking in the dense environment. At large $p_T$ or $z$, where the FF is very steeply falling, the uncertainties related to the shape of the prior distribution and the choice of physics model become dominant and are as large as 20%.

6 Results

Figure 2 shows the corrected $D(p_T)$ and $D(z)$ distributions for jets azimuthally balanced with a high-$p_T$ photon in $pp$ and Pb+Pb events. The measured values span three orders of magnitude over the measured kinematic range, which spans over nearly two orders of magnitude in $z$ or $p_T$.

Figure 3 shows a comparison of the distributions in $pp$ collisions to the generator-level distribution in PYTHIA 8, and to the FFs for inclusive jets measured in $pp$ collisions at the same collision energy and in a similar jet $p_T$ range [8]. The PYTHIA 8 model, configured with parameters according to the A14 tune and using the NNPDF23LO PDF set, successfully describes the data within its uncertainties at low to moderate values of $z$ and $p_T$. However the central value of this model over-predicts the data at higher values. The FF for photon-tagged jets is systematically harder than that for inclusive jets at similar $p_T$, a feature which arises from the different flavor composition of the two samples. This observation is consistent with the expectations from, for example, LEP data [49–51] that the FFs for quark-initiated jets are harder than those for gluon-initiated ones.

Figure 4 shows the ratio of the photon-tagged FFs in Pb+Pb collisions to those in $pp$ collisions. In peripheral collisions, the modifications are characterized by an excess at low $z$ or $p_T$, a depletion at moderate $z$ and $p_T$, and an enhancement at large $z$ or $p_T$. However, the modifications in central Pb+Pb
events appear qualitatively different: the minimum in the Pb+Pb/pp ratio appears shifted to larger \( z \) or \( p_T \) values, and the large \( z \) or \( p_T \) region is consistent with no enhancement.

The ratios of the FFs for jets azimuthally balanced with a photon are also compared in Figure 4 to those for inclusively-selected jets in a similar \( p_T \) range measured in \( \sqrt{s_{NN}} = 2.76 \) TeV Pb+Pb and pp collisions [14]. Although the compared measurements are at a different center of mass energy, preliminary results from measurements of inclusive jet FF modification at 5.02 TeV [52] have shown that they are compatible with those at 2.76 TeV within uncertainties. In peripheral collisions, the overall modification pattern for photon-tagged jets is quantitatively similar to that observed for inclusive jets. However, in central collisions, the modifications in the structure of photon-tagged jets are more pronounced, showing an additional relative suppression at high \( z \) or \( p_T \), and counter-balancing enhancement at low \( z \) or \( p_T \).

As another way to explore the relative change in the FF between different Pb+Pb event classes, the ratio between central and peripheral Pb+Pb collisions is shown in Figure 5. The ratio is consistent with a decreasing linear function of \( \log(z) \) or \( \log(p_T) \), crossing unity at \( z \approx 0.1 \) or \( p_T \approx 10 \) GeV. The analogous ratio is also shown for inclusive jets in Pb+Pb events, which is consistent with unity within uncertainties. Thus, the data indicate that in increasingly central collisions, jets in photon-tagged events are also increasingly modified, in contrast to what is observed for inclusive jets.

### 7 Conclusion

This note presents a measurement of the charged particle jet fragmentation functions for jets azimuthally balanced with a high-\( p_T \) prompt, isolated photon. The measurement is performed in 26 pb\(^{-1}\) of pp
Figure 3: Fragmentation function in $pp$ events as a function of charged particle $p_T$ (left) or $z$ (right). Results are shown for the measured distribution for photon-tagged jets (black), the analogous generator-level distribution in PYTHIA 8 events (green), and for the measured distribution for inclusive jets in a similar jet $p_T$ range (red). The shaded bands correspond to the total systematic uncertainties on the data.

and 0.49 nb$^{-1}$ of Pb+Pb collision data at $\sqrt{s_{NN}} = 5.02$ TeV with the ATLAS detector at the LHC. The kinematic selections are chosen to ensure a topology with a single leading jet with large quark jet fraction for study. In $pp$ collisions, the photon–tagged jet fragmentation functions are systematically harder than those measured in data for inclusive jets, consistent with the expectation based on this flavor difference. Furthermore, they are reasonably well described by event generator simulations. In Pb+Pb collisions, the fragmentation pattern of photon–tagged jets is observed to be modified through interaction with the hot nuclear medium. In 30–80% Pb+Pb events, the modification pattern and overall magnitude is consistent with that for inclusive jets at a similar $p_T$ range. However, jets in photon–tagged events are systematically more strongly modified in 0–30% Pb+Pb events, to a degree not observed in inclusive jets. Since previous studies by ATLAS of the rapidity and $p_T$-dependence of fragmentation function modification suggest that the flavor-dependence of such effects is small, these differences may arise in part from the different initial jet $p_T$ distributions selected in each analysis. Thus these results raise interesting questions about the interplay of the flavor and kinematic selection of jets with their overall energy loss and modification in high-energy nucleus–nucleus collisions.
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Figure 4: Ratio of the fragmentation function for jets azimuthally balanced with a high-$p_T$ photon, between that in 30–80% Pb+Pb collisions and $pp$ collisions (left panels) and 0–30% Pb+Pb collisions and $pp$ collisions (right panels). Results are shown as a function of charged particle $p_T$ (top panels) or $z$ (bottom panels), for photon-tagged jets (this measurement, black points) and for inclusive jets in $\sqrt{s_{NN}} = 2.76$ TeV Pb+Pb collisions [7, 14] (see text, red points). Hatched bands and vertical bars show the total systematic and statistical uncertainties, respectively, for each measurement.
Figure 5: Ratio of the fragmentation function for jets azimuthally balanced with a high-$p_T$ photon, between that in 0–30% Pb+Pb collisions and 30–80% Pb+Pb collisions. Results are shown as a function of charged particle $p_T$ (top panels) or $z$ (bottom panels), for photon-tagged jets (this measurement, black points) and for inclusive jets in $\sqrt{s_{NN}} = 2.76$ TeV Pb+Pb collisions [7, 14] (see text, red points). Hatched bands and vertical bars show the total systematic and statistical uncertainties, respectively, for each measurement.
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Figure 6: Ratio of the fragmentation function for jets azimuthally balanced with a high-$p_T$ photon, between that in 30–80% Pb+Pb collisions and pp collisions (left panels) and 0–30% Pb+Pb collisions and pp collisions (right panels). Results are shown as a function of charged particle $p_T$ (top panels) or $z$ (bottom panels). Hatched bands and vertical bars show the total systematic and statistical uncertainties, respectively, for each measurement.
Figure 7: Ratio of the fragmentation function for jets azimuthally balanced with a high-$p_T$ photon, between that in 0–30% Pb+Pb collisions and 30–80% Pb+Pb collisions. Results are shown as a function of charged particle $p_T$ (top panels) or $z$ (bottom panels). Hatched bands and vertical bars show the total systematic and statistical uncertainties, respectively, for each measurement.