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Introduction

After the discovery of the Higgs boson in 2012, the standard model of particle physics (SM) has been further validated and all its free parameters established. Using the full set of SM parameters, it is thus possible to predict with increasing precision relations among observables which can be verified in experiments. The agreement between measurements and theoretical predictions is a severe consistency test for the model: possible deviations of measured values from those predictions would be a clear sign of new physics beyond the standard model.

Specifically, precise determination of the $W$ boson mass is of great importance in this testing procedure. From the time of its discovery in 1983, the $W$ boson has been studied and its mass determined in both hadron and lepton colliders.

At the state of the art, the $W$ boson mass has a smaller uncertainty in the SM prediction of $80.360 \pm 0.007 \text{ GeV}$ than in the measured value of $80.385 \pm 0.015 \text{ GeV}$. A measurement of the $W$ mass with an uncertainty smaller than 7 MeV might be a breakthrough and may result in a direct evidence of SM inconsistency. For this reason, such measurement is currently studied at the LHC. The CMS experiment is planning to deliver a measurement of $W$ mass within the next years. At hadron colliders, production of on-shell $W$ bosons is tagged by the high transverse momentum ($p_T$) charged lepton from its decay in the leptonic final state, the only one suitable for a precise mass measurement. In practice, $W$ mass is extracted from data via a fit to several distributions, which need to be understood and optimized up to an unprecedented level of precision.

In the first chapter of this work, an overall picture of the theoretical basis is presented. Starting from the foundations of the Standard Model, Higgs mechanism and electroweak symmetry breaking are introduced, focusing on their role of providing SM gauge boson with masses. The important facts of electroweak precision test are also introduced in the last part of the first chapter.

After an overview of the Large Hadron Collider (LHC), which is currently operating at CERN, the second part of this work describes the Compact Muon Solenoid (CMS) experiment, aimed to explore in depth particle physics up to the TeV scale: the main
features of the subdetectors are briefly described, together with the reconstruction algorithms; focus has been put mostly on those features of interest for $W$ mass physics. The third chapter is devoted to discuss the past and the ongoing efforts for the $W$ boson mass measurement.

The original work developed during the thesis is fully discussed in chapters four, five and six. Two are the main objectives: to deepen the knowledge of the variables used in the $W$ mass measurement, with particular attention on the event-by-event experimental estimator of the boson transverse momentum; to define and calibrate an experimental definition of the recoiling system to the $W$, suitable for the real measurement process at the CMS experiment. Transverse momentum of the recoil and of the boson are two faces of the same coin: both are crucial in the extraction of the mass value.

Events in which the $W$ boson decays into a muon and a neutrino are considered. The $W$ mass is extracted from the distributions of the modulus of the lepton transverse momentum ($p_\mu$) and of the transverse mass ($M_T$), a scalar quantity function of the lepton momentum and the recoil, which is the vectorial sum of the momenta of all reconstructed particles excluding the lepton. With the purpose to maximize the performance in terms of systematic uncertainty on the final measurement, a new experimental definition of the recoil, based on machine learning algorithms, is discussed. As support to the remarkable impact of my work, there are reported cross checks and performances of the new definition, in terms of resolution and uncertainty improvement for a $W$ mass measurement.

In the last chapter, recoil-related systematic uncertainties on the $W$ mass measurement are presented. Furthermore, it is reported a new method, based on multi-dimensional morphing, used to calibrated the Monte Carlo simulation using collision data. The systematic uncertainties of the $W$ mass measurement before and after this calibration are studied.

Finally, conclusions summarize the main results, underlining the importance of the work, and suggesting possible future developments.

**Document notation**

Throughout this document the classical notation of high energy physics will be used. In particular, the value of the speed of light and the Plank constant are set to $c = 1$ and $\hbar = 1$, so that masses, energies and momenta are all expressed in electron volts (eV).

All the angles are represented in the space $[-\pi, \pi]$. 
Chapter 1

The Standard Theory of particles

The “Standard Model” (SM) is the theory that summarizes the knowledge we have about fundamental components of matter and their interactions; it describes a wide range of phenomena and has been tested experimentally with a remarkable accuracy, even if there are some important problems to which it gives no satisfactory answer. The theory has emerged gradually in almost a century of theoretical and experimental investigations and it is now fully established. I will describe it from the logical point of view. Quantum field theory, the framework in which SM is formulated, is a vast subject and even a short but comprehensive resume of it would be too long for this thesis, so I will only introduce the key concepts useful later on.

This compilation chapter is thus devoted to describe the SM accurately enough to serve as a theoretical background to the main subject of this thesis. A complete reference can be found in the original papers, such as [1], and in the classic textbooks, such as [2]. Additionally, given the main focus of this thesis, all mathematical details are left over.

1.1 Fields and Symmetries

The standard model is based on the existence of 17 different elementary fields which can be grouped into three categories.

The Matter category, which includes 12 fermionic fields with spin $1/2$. This category is split into 6 quarks and 6 leptons, organized into 3 generations all with a similar content but with generally growing masses. Each generation consists of one up quark with electric charge $2/3$ ($u$, $c$ or $t$), one down quark with electric charge $1/3$ ($d$, $s$ or $b$) and a lepton with electric charge 1 ($e$, $\mu$ or $\tau$), with its associated charge-less neutrino.
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($\nu_e$, $\nu_\mu$ or $\nu_\tau$). The neutrinos were first introduced in the SM as massless particles, but experiments have shown that they have a small but non-zero mass. This can be resolved, for example, adding 3 heavy right handed neutrinos. Moreover, each field in this category has an associated anti-particle, with same mass and opposite quantum numbers.

The gauge boson category comprehends 4 bosonic fields with spin 1. Each of these particles is associated with one fundamental interaction: electric force is mediated by the photon ($\gamma$), strong force by the gluons ($g$) and weak interactions by the $W^\pm$ and $Z^0$ bosons.

Finally, the Higgs sector, which has been recently observed \[3\], consists of only 1 neutral complex scalar field: the Higgs boson ($H$).

A summary chart of the SM is shown in Figure 1.1.

![Figure 1.1: Fundamental fields presented in the SM \[4\]. The 3 matter generations are shown in the first 3 columns, while gauge bosons and scalar boson are shown respectively in the 4th and 5th column.](image)

The SM is a renormalizable theory coherent with special relativity, based on gauge theories \[5\]. In this framework, vector bosons can arise only as gauge fields of an assumed internal local symmetry, where internal means that it does not touch the space-time degrees of freedom of a particle and local means that the parameters of this
transformation are functions of the space-time position.

An arbitrary gauge field theory is characterized by a certain group of symmetries $G$, with associated generators $T^a$ satisfying the algebra

$$[T^a, T^b] = i f^{abc} T^c,$$

and the representation $r_\psi$ and $r_\phi$ under $G$ of fermionic and scalar fields.

Given these assumptions, the Lagrangian of the theory can be built to satisfy the symmetries simply replacing the derivatives with covariant derivatives of the form

$$D_\mu = \partial_\mu - ig T^a A^a_\mu$$

where $A^a_\mu$ are the gauge vector fields and $g$ is the charge of the field under the interaction induced by the symmetry. It has to be noticed that, if the group is simple, there is just one charge $g$, otherwise $G$ can be the product of many groups $G_i$ each with its own charge $g_i$. In general, for any simple non-abelian factor of $G$ there is a single arbitrary constant, whereas the charges under any $U(1)$-factor are all arbitrary.

Restricting ourselves to local operators of mass dimension at most four, the required invariances force the Lagrangian $\mathcal{L}_G$ to be of the form

$$\mathcal{L}_G = \mathcal{L}_{\text{min}} - \left( \frac{1}{2} \bar{\psi} M \psi + \phi \psi^T \lambda_1 \psi + \phi \psi^T \lambda_2 \psi + \text{h.c.} \right) + V(\phi)$$

where $\psi$ and $\phi$ are the fermionic and scalar fields, $M$ and $\lambda_{1,2}$ are in general (sometimes necessarily vanishing) matrices so that invariance under $G$ is guaranteed and, finally,

$$\mathcal{L}_{\text{min}} = -\frac{1}{4} F_{\mu\nu}^{\alpha} A^\alpha_{\mu\nu} + i \bar{\psi} \gamma^\mu D^\mu \psi + |D_\mu \phi|^2$$

The gauge group of the SM is the direct product

$$G_{SM} = SU(3)_C \otimes SU(2)_L \otimes U(1)_Y.$$
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8 generators and thus in the theory 8 massless self-interacting vector bosons emerge. The quarks fill the simplest non trivial representation for the fermions (3 and 3), whereas leptons and the Higgs boson are singlets under this group.

At low energies, the interactions among quarks are very strong and no perturbative treatment can be done. As an experimental fact the confinement happens, that is all free particles are colorless: mesons are indeed in the scalar \( \bar{q}q^a \) state, whereas barions are in the anti-symmetric one \( \epsilon^{abc} q^a q^b q^c \).

In the ultraviolet regime \( \Lambda \gg 200\text{MeV} \), the behavior changes dramatically because vacuum polarization for this theory is such that renormalized charge decreases with decreasing distance or increasing energy. This phenomenon, called asymptotic freedom, allows a perturbative treatment of strong interactions at high energies.

The electromagnetic and weak interactions are usually treated together as they emerge from the breaking of a \( SU(2) \otimes U(1) \) symmetry, as it is described in sec. 1.2. This two groups bring respectively 3 self-interacting (\( \tilde{W} \) bosons) and 1 non self-interacting (\( B \) boson) massless vector bosons.

The left-handed fermions and the Higgs boson fill the non trivial doublet state, whereas the right-handed ones are singlet under this group.

\( U(1)_Y \) is the only abelian group of the SM and it allows for arbitrary values of the particle observed electric charges.

Table 1.1: Fields content of the SM from a gauge point of view, the three generations of fermions have not been distinguished since they have exactly the same gauge interactions.

<table>
<thead>
<tr>
<th>Particle</th>
<th>( SU(3)_C )</th>
<th>( SU(2)_L )</th>
<th>( U(1)_Y )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( L = \left( \begin{array}{c} \nu \ e_L \end{array} \right) )</td>
<td>1</td>
<td>2</td>
<td>(-1/2)</td>
</tr>
<tr>
<td>( e_R )</td>
<td>1</td>
<td>1</td>
<td>(-1)</td>
</tr>
<tr>
<td>( Q = \left( \begin{array}{c} u_L \ d_L \end{array} \right) )</td>
<td>3</td>
<td>2</td>
<td>(+1/6)</td>
</tr>
<tr>
<td>( u_R )</td>
<td>3</td>
<td>1</td>
<td>(+2/3)</td>
</tr>
<tr>
<td>( d_R )</td>
<td>3</td>
<td>1</td>
<td>(-1/3)</td>
</tr>
<tr>
<td>( H )</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>( y )</td>
<td>8</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>( \tilde{W} )</td>
<td>1</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>( B )</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

The fields content and the symmetries of SM here presented (summarized in tab. 1.1) are still unsatisfactory because, above all, it fails to give a clear explanation to the observed mass spectrum.
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1.2 Spontaneous symmetry breaking and Brout – Englert – Higgs mechanism

Given the SM group of symmetry, all particles must be massless since there are no gauge-invariant mass terms which can be added to give directly mass to fermions and gauge bosons. As a result, the gauge symmetry must be broken and, to leave unharmed the predictive power of the theory, only spontaneous symmetry breaking is allowed (SSB).

The SSB is a feature of systems in which a symmetric Lagrangian can produce a physics which is not symmetric: in QFT this can happen when the vacuum state of the theory is not symmetric and thus all the observables, which are vacuum expectation values of some functions of the fields, are not symmetric too. In order for the gauge bosons to acquire mass, it is necessary to introduce in the theory a way to make possible a realization of the vacuum states that break the $SU(2)_L$ electroweak symmetry. This mechanism has been proposed by Higgs [7], Brout and Englert [8]. A similar procedure can produce masses for the fermions; the description of this is out of the purpose of this thesis but can be found in [2].

1.2.1 Gauge boson masses

As it has been shown in the previous section, to build a SM Lagrangian, which is invariant under $SU(2)_L \otimes U(1)_Y$, it is necessary to introduce three fields $W^a_\mu$ transforming as a triplet of $SU(2)$ and with an associate coupling constant $g$ and a field associated with $U(1)$ symmetry $B_\mu$ with coupling constant $g'$. It can be chosen, then, the scalar sector of the SM to be made of a scalar field $\Phi$, which is doublet under $SU(2)_L$ and has hypercharge 1; its covariant derivative can be written as

$$D_\mu \Phi = \partial_\mu \Phi - i \frac{1}{2} g \vec{W}_\mu \cdot \vec{\sigma} \Phi - i \frac{1}{2} g' B_\mu \Phi$$

where $\sigma$ stands for the standard Pauli matrices.

The most general renormalizable scalar potential for $\Phi$ that can be plugged in eq. 1.1 assumes the form

$$V(\Phi) = m^2 \Phi^\dagger \Phi + \lambda (\Phi^\dagger \Phi)^2.$$  

If $m^2 < 0$ and $\lambda > 0$, then it has a series of degenerate minima when $\Phi^\dagger \Phi = -m^2/\lambda$. This property brings the scalar doublet to acquire a non-zero vacuum expectation value.
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(VEV) which in the unitary gauge has the form

\[ \langle \Phi \rangle = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 \\ v \end{pmatrix} \]

The choice of one particular value breaks the SM gauge symmetry \( G_{SM} \) into \( SU(3)_C \otimes U(1)_{em} \) and sets the perturbative expansion to be around the minimum, using a scalar field \( H \), the Higgs boson. Given this, the quadratic terms in \( v \), coming from \( |D_\mu \Phi| \), provides masses to the gauge bosons which result mixed in the manifest mass eigenstates

\[
W^\pm = \frac{1}{\sqrt{2}} (W^1 \mp W^2) \\
Z^0 = \frac{1}{\sqrt{g^2 + g'^2}} (gW^3 - g'B) \\
A = \frac{1}{\sqrt{g^2 + g'^2}} (gW^3 + g'B)
\]

where all the masses are expressed in the tree level form, \( A \) is the photon field and \( W^\pm \) and \( Z^0 \) are the weak interaction mediators. It has to be noticed that of the four degrees of freedom of \( \Phi \) only one is left as a dynamical field, the neutral scalar field \( H \), whereas the others have been eaten up by the weak gauge bosons, now massive, to satisfy the need of an additional (longitudinal) polarization.

1.3 Precision test of the ElectroWeak sector

Upon writing the most general Lagrangian without neutrinos, one finds that the dynamics depend on 19 parameters, whose numerical values are established by experiment. They can be summarized as: 9 fermion masses or Yukawa couplings, 4 CKM matrix parameters, 2 QCD parameters (coupling and \( CP \) angle), 2 electroweak gauge couplings and 2 Higgs potential parameters. With neutrinos, 7 more parameters are needed, 3 masses and 4 PMNS matrix parameters, for a total of 26 parameters. On one hand, the neutrino parameter values are still uncertain, on the other hand, the other 19 parameters of the SM, after the discovery of the Higgs boson by the CMS and ATLAS experiments [9], have been experimentally well constrained.

At the same time, a consistent progress has been made in the theoretical calculation of observables which depends on the measured values of the SM parameters. It is then possible to exploit the predictive power of the theory to set more stringent limits to
know observables and test the SM for internal consistency. This comparison can be realized through precision measurement and global fit, such as electroweak fit. Using accurate measurements and calculations, this procedure returns predictions for key observables in the SM whose precision can even exceed the direct measurement, as in the case of the $W$ mass.

1.3.1 Higher order prediction of $W$ mass

The expression at tree level for the $W$ mass given in eq. 1.2 can be rewritten in terms of the fine structure constant $\alpha = \frac{1}{4\pi} \frac{g^2 g'^2}{g^2 + g'^2}$, the Fermi constant $G_F = \frac{1}{v^2 \sqrt{2}}$ and the weak angle $\theta_W = \tan^{-1} \frac{g'}{g}$, in the following form:

$$M_W^2 = \frac{\pi \alpha}{\sqrt{2} G_F \sin^2 \theta_W}$$

It is particularly convenient to use these parameters because very well experimentally measured: $\alpha$ and $G_F$ are well measured in the low energy regimes of, respectively, electron gyromagnetic ratio $(g - 2)$ and muon lifetime; $\theta_W$ is precisely extracted from measurements at the Z-pole $(Q \sim 91 GeV)$. Of course, it must be taken into account that for the first two constants the running from the measurement energy to the electroweak scale is sizable. This reduces the effectiveness of the extraordinary precision reachable for low energy measurements.

If we consider the electroweak corrections, i.e. radiative corrections to the leading order arising from electromagnetic and weak effects, the tree level mass can be corrected by a factor $M_W (1 + \Delta r)$. The main contribution to $\Delta r$ comes from corrections to the $W$ propagator with loops containing doublets of weak isospin or the Higgs boson (fig. 1.2). Corrections from fermion isodoublets are proportional to the isodoublet mass split $|m_u^2 - m_d^2|$ and hence are mostly coming from the top-bottom pair, whereas corrections from Higgs boson loops are logarithmic with the Higgs mass.

![Figure 1.2: Most significative corrections to the $W$ propagator at one-loop level. Left: fermion isodoublet correction. Right: correction from the emission of a Higgs boson.](image)
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1.3.2 The global electroweak fit

For a long time, global fits of the electroweak sector of the SM have been used to exploit measurements of electroweak precision observables at colliders and accurate theoretical predictions at multi-loop level, to constrain free parameters of the SM. Today, all fundamental SM parameters entering these fits are experimentally determined. Global fits are then used as powerful tools to assess the validity of the theory and to constrain scenarios for new physics. They providing accurate prediction which may even have smaller uncertainties with respect to the experimental values.

At the state of art, after the measurements of the Higgs properties, the electroweak free parameters are over constrained by the large number of independent experimental observations. Therefore, it is possible to use the SM theory to accurately predict relation among these observables [11]: a simultaneous fit to all the observables assuming the SM converges at a global minimum value of $\chi^2_{\text{red}} = 17.8/14$, which has been found to have a p-value of 0.2, and thus being non significant to reject the theory.

Besides, precise prediction of a SM parameters can be extracted from the fit by removing that parameter from the experimental inputs and then taking as estimator the value of that parameter which minimizes the fit $\chi^2$ and its uncertainty. A table with the result for this kind of procedure for some parameters is reported in tab. 1.2.

Comparing the input and output numbers for the $m_W$ parameter, it is clear that,

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Experimental value</th>
<th>Fit result</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_H$ [GeV]</td>
<td>125.14 ± 0.24</td>
<td>93.4$^{+25}_{-21}$</td>
</tr>
<tr>
<td>$M_W$ [GeV]</td>
<td>80.385 ± 0.015</td>
<td>80.358 ± 0.008</td>
</tr>
<tr>
<td>$M_Z$ [GeV]</td>
<td>91.1875 ± 0.0021</td>
<td>91.200 ± 0.011</td>
</tr>
<tr>
<td>$m_t$ [GeV]</td>
<td>173.34 ± 0.76</td>
<td>177.0$^{+2.3}_{-2.4}$</td>
</tr>
</tbody>
</table>

differently from other parameters, the precision of experimental measurements is worse than the one of the prediction. This is one of the the main reasons for which a better measurement of the $W$ mass is needed: improving the uncertainty on the experimental value will enhance our ability in resolving the discrepancy between data and theory.

A further important consistency test of the SM is the simultaneous indirect determination of $m_t$ and $m_W$. The discrepancy between fit results and experimental values can here be properly estimated, being the top loop one of the most important corrections to the $W$ mass.
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As shown in fig. 1.3, this discrepancy is not significant yet, but a shrinkage of the uncertainty band of the $m_W$ may reveal a sizable disagreement.

Figure 1.3: From [11]. 68% and 95% confidence level (CL) contours in the $m_t - m_W$ plane for the fit including $m_H$ (blue) and excluding $m_H$ (grey). In both cases the direct measurements of $m_W$ and $m_t$ were excluded from the fit. The values of the direct measurements are shown as green bands with their one standard deviations. The dashed diagonal lines show the SM prediction for $m_W$ as function of $m_t$ for different assumptions of $m_H$. 
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Chapter 2

The Compact Muon Solenoid experiment

This compilation chapter describes briefly the experimental facilities used to produce and collect the data used in the analysis presented in this thesis. The aim of this chapter is both to summarize the work done to deliver analyzable experimental data and to describe the available tools and work environment.

The first section gives an overview of the particle accelerator which has provided high energy proton beams, the Large Hadron Collider (LHC), and the characteristics of the collisions (events) produced in its interaction points. The second section describes briefly the Compact Muon Solenoid (CMS) detector, which collected the data used for this work. The last section deals with the CMS experiment software, summarizing the algorithms and techniques adopted to reconstruct the particles produced in the collisions. The procedures used to simulate the event production and reconstruction is described in the last part of the chapter. It constitutes a crucial part for the $W$ mass measurement and specifically for the work presented in this thesis.

2.1 The Large Hadron Collider

The Large Hadron Collider (LHC) is a circular particles accelerator. It is the world’s largest and most powerful particle collider ever built and it takes its name from the particles (proton and ions) which are there accelerated and brought into collision. It was built between 1998 and 2008 by the European Organization for Nuclear Research (CERN), whose core mission is to provide particle beams for physics research, in collaboration with hundreds of Universities and laboratories all over the world. The
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Purpose of the LHC is to produce data in order to answer fundamental open questions in physics, concerning the basic laws that govern the interactions among elementary particles: it provides experimental condition suitable to explore high energy phenomena up to the Tera Electron Volt (TeV) scale.

The LHC succeeded the Tevatron in the role of the leading and most powerful particle accelerator. The Tevatron \[13\] was a circular proton-antiproton (p\(\bar{p}\)) collider operating at the Fermilab (Batavia, IL) until 2011 and it reached a center of mass energy \(\sqrt{s} \sim 2\) TeV.

The LHC is located near the CERN site on the Swiss-French border in a tunnel, the same used for the Large Electron Positron (LEP) collider \[14\], which is 27 km long and about 100 meters underground.

The LHC is made of two adjacent parallel beam pipes \[15\], where the two proton or ion beams circulate in opposite directions in ultra-high vacuum; the beams are guided inside the pipes by a strong magnetic field - up to 8.33 T - provided by 1232 superconducting dipole magnets; 392 quadrupole magnets focus and steer the beam, while radio-frequency (RF) cavities accelerate it. Approximately 96 tons of superfluid helium-4 are needed to keep the magnets, made of copper-clad niobium-titanium, at their operating temperature of 1.9 K.

Before entering the LHC, protons need to be grouped in bunches of about \(10^{11}\) particles and accelerated to a minimum energy of 450 GeV, because of magnetic field constraints. This is achieved through a chain of 4 accelerators present at the CERN site (fig. 2.1): a linear accelerator (LINAC), a Booster ring (PSB), the Proton Synchrotron (PS), and the Super Proto Synchrotron (SPS) which directly injects the LHC. The LHC design energy of \(\sqrt{s} = 14\) TeV has been dictated by the radius of the LEP tunnel and the maximum available bending magnetic field: the accelerated particles orbit radius is the limiting factor. However, since protons are composite particles, the energy available in the physical process of partons scattering is smaller than 14 TeV. For example, in a collision among valence quarks - there are 3 of them in a proton carrying in total about \(1/2\) of the energy - \(1/6\sqrt{s}\) is a rough estimate of the available energy, so the real physics reach of LHC is few TeV. Even if \(W\) and \(Z\) bosons are mainly produced with a valence quark and a sea quark, which has a softer spectrum, the available energy is far above the electroweak scale of few hundreds GeV. Thus, \(W\) and \(Z\) bosons are copiously produced.

One of the main improvement of the LHC is the significant increase in luminosity with respect to Tevatron. A high luminosity is necessary to produce a great amount of collisions for both exploring rare processes and fighting statistical uncertainties. This
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is mainly achieved through a bunch spacing of about 25 ns, a high number of protons per bunch and the advanced magnetic focusing optics. Luminosity can be expressed in the form

\[
\mathcal{L} = \frac{fkn_p^2}{4\pi\sigma_x\sigma_y} = \frac{fkn_p^2}{4\beta^*\epsilon_n}
\]

where \( f \) is the revolution frequency, \( k \) is the number of bunches (\( \sim 3000 \) for LHC), \( \sigma_x \) (\( \sigma_y \)) is the beam size on the \( \hat{x} \) (\( \hat{y} \)) axis. The optics parameters at peak luminosity have a value of \( \beta^* = 0.55 \text{ m} \) and \( \epsilon_n = 3.75 \text{ \mu m} \).

\( \mathcal{L} \) is directly related to the rate of events \( dN/dt \) produced of a particular process by \( N = \mathcal{L} \cdot \sigma \), where \( \sigma \) is the process cross section.

The choice of using two beams of protons has been necessary in order to achieve a luminosity of \( \mathcal{L} = 10^{34} \text{ cm}^{-2}\text{s}^{-1} \): this configuration is easier to handle and produce than the proton - antiproton one. As a consequence, the average available energy in a \( q\bar{q} \) annihilation is smaller than the one at Tevatron.

Finally, due to the high luminosity, a large number of soft QCD dominated proton

Figure 2.1: Scheme of the facilities of the CERN acceleration complex from [16].
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interactions (called minimum bias) happens at every bunch crossing. That slightly reduces the number of protons in the bunches and degrades the overall beam quality. In addition, protons can interact with the residual gas inside the beam pipe and the bunches themselves spread because of intra beam interactions. Combining all these effects with operating errors and limited efficiency of correction and focalization systems, the luminosity lifetime of the beam is 15 hours, but only about 10 hours are typically used for physics.

The amount of data available for the analyses is usually quoted by the integrated luminosity, defined as $L = \int L dt$ and usually measured in inverse picobarn ($\text{pb}^{-1}$).

Collisions between beams are induced in four points around the accelerator, each of them hosts one of the four LHC experiments: ATLAS [17], CMS [18], LHCb [19] and ALICE [20].

The work described in this thesis uses data from the proton-proton ($pp$) collisions recorded by the CMS experiment (fig. 2.2) and therefore in the following sections a detailed overview of this experiment will be given.

The LHC started the physics run in spring 2010 - this period is called Run 1 - at a center of mass energy of 7 TeV, and CMS collected about an integrated luminosity of 6 fb$^{-1}$. In 2012 the center of mass energy has been increased to 8 TeV, and CMS collected about 22 fb$^{-1}$. At the beginning of 2013 the LHC has been shut down to prepare the Run 2, at increased center of mass energy and luminosity.

Since the LHC reactivation in early 2015, CMS has collected about 50 fb$^{-1}$ at a center of mass energy of 13 TeV.

LHC Run 2 will last until the end of 2018, when a long shut down of two years will allow upgrades in preparation of the Run 3 starting in 2021, which will double the integrated luminosity. In 2023, LHC will stop for a major upgrade: the High luminosity-LHC (HL-LHC [22]), which has a project luminosity a factor 10 higher than LHC.

2.1.1 Proton-Proton collision physics

This subsection briefly discusses general physics concepts of proton-proton collisions happening at LHC. At very low transferred energies ($q^2$), protons behave like point-like particles, but for $q^2$ above $\sim 10$ GeV a radically different picture appears. In this regime, proton can be treated as a bunch of loosely bound point-like particles called partons, each of them bringing a certain fraction $x$ of the proton energy. Therefore, the production cross section of a given final state from a $pp$ collision is the sum of the cross sections of all possible interactions among partons that can produce the final state,
Figure 2.2: Cumulative luminosity versus day delivered to CMS during stable beams and for p-p collisions. This is shown for 2010 (green), 2011 (red), 2012 (blue), 2015 (purple), 2016 (orange) and 2017 (light blue) data-taking. Figure from [21].

weighted for their probability:

$$\sigma(pp \rightarrow X|s) = \sum_{i,j} \int dx_i dx_j f_i(x_i) f_j(x_j) \hat{\sigma}(i + j \rightarrow X|\hat{s} = x_i x_j s)$$

where $i$ and $j$ run on the partons of the two protons, $X$ is the final state produced with cross section $\hat{\sigma}$, $f_i$ is the probability density function for the parton $i$ to have a certain fraction of the proton energy $x_i$, and $\hat{s}$ is the partonic center of mass energy. These probability functions are known as Parton Distribution Functions (PDFs) and have to be determined experimentally. The knowledge of the PDFs is today one of the major theoretical systematics affecting the LHC precision measurements.

Along with main interaction, called hard scattering, the event is accompanied by several other processes happening between the other partons in the protons. Given the nature of the strong interaction, initial and final state radiation of gluons is very common and the soft scattering (i.e. at low $q^2$) of the remnants of the protons must always be taken into account. All these interactions together are designated underlying event. Due to color confinement, produced gluons can not be present in the final state and must convert into quarks and anti-quarks, which must combine among them to
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form \textit{colorless} composite particles, the hadrons. This process, known as \textit{hadronization}, is not calculable since it involves non-perturbative QCD. However, phenomenological models, with parameters tuned to reproduce the experimental results, can be used to produce Monte Carlo simulations.

Finally, when two bunches cross each other and two protons have an interesting interaction, it is very likely that other pairs of protons from the same bunches have a soft QCD scattering. This happens because the cross section for a soft QCD process in a proton-proton collision is several order of magnitude larger than the process of interests (e.g. $\sim 100 \text{ mb}$ of QCD interactions versus $\sim 100 \text{ nb}$ for electroweak processes). At the CMS interaction point, the number of these additional non-interesting $pp$ collisions, usually called \textit{pile-up} (PU), varies in the different runs. However, the number of PU interactions per bunch crossing has always been of order 10: it increases with luminosity reaching the value of about 30 in the highest luminosity runs.

Pile-up produces a large number of soft particles which have not to be confused with the particles from the hard scattering and subsequent hadronization. Unfortunately, the presence of pile-up is the direct consequence of the trade off between the requirements of high luminosity and the experimental ability to reconstruct interesting events.

2.2 The CMS detector

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{Figure2.3.png}
\caption{Picture of CMS in its location at point 5 of LHC. This section of the detector shows in full the 15 m of the outer diameter. (Image: Michael Hoch/Maximilien Brice)}
\end{figure}

The Compact Muon Solenoid (CMS) experiment is one of two large general-purpose
particle physics detectors built at LHC. The goal of the CMS experiment is to investigate a wide range of physics, including the measurement of the Higgs boson properties and of the other SM particles, searches for new physics as dark matter or Supersymmetry and measurements QCD properties in heavy ions collision.

The CMS detector [23] has a cylindrical shape, centered at the nominal point where the LHC beams collide. It consists of a central cylindrical part called barrel and two external parts called endcaps, placed as basis of the cylinder. CMS impressive dimensions are: about 20 m length overall and about 7 m of outer radius. It is equipped with 3.8 T superconducting solenoidal coil coaxial with the detector and the beams. A picture of the detector as well as an overview of the CMS subdetectors is present in fig. 2.3 and fig. 2.4.

**Figure 2.4: Longitudinal view of the CMS detector. Picture from [http://www-collider.physics.ucla.edu/cms/](http://www-collider.physics.ucla.edu/cms/).**

The standard reference frame used in CMS is a right-handed Cartesian coordinate system with its origin in the geometrical center of the solenoid. The $\hat{x}$ axis points to the center of the LHC ring, the $\hat{y}$ axis points upwards, and the $\hat{z}$ axis points towards the beam line. A cylindrical coordinate system is more often used, described by the $r = \sqrt{x^2 + y^2}$ coordinate pointing from the axis of the cylinder outwards, and two angles
2.2. THE CMS DETECTOR

defined by \( \tan(\phi) = y/x \) and \( \tan(\theta) = r/z \). Instead of the angle \( \theta \), the pseudorapidity,

\[
\eta = -\ln \left( \tan \left( \frac{\theta}{2} \right) \right)
\]

is more often used, since it is additive under boosts along the \( \hat{z} \) axis and corresponds to the rapidity for mass-less particles. The rapidity is defined as

\[
Y = \frac{1}{2} \ln \left( \frac{E + p_z}{E - p_z} \right)
\]

where \( E \) is the particle energy and \( p_z \) the particle momentum along the beam axis.

The plane identified by the \( \hat{x} \) and \( \hat{y} \) directions is referred to as transverse plane.

2.2.1 The layers structure

Subdetectors are organized in a cylindrical nested layer structure (fig. 2.5) which, starting from the interaction point and moving outward, includes the silicon tracker, the electromagnetic calorimeter (ECAL) and the hadron calorimeter (HCAL) before reaching the coil. Outside the coil, the muon detection system is embedded in the iron yoke of the magnet. In the barrel, layers are cylindrical surfaces coaxial with the beam whereas in the endcaps they are disks perpendicular to the beam.

**Tracker**  The inner most subdetector is the tracker. It is made of silicon pixels and strips which record a signal proportional to the energy lost by the charged particles passing through them. Each channel of the readout electronics is used as flag for a silicon region (strip or pixel) and the registered signal is converted to a digital logic indicating if that particular area has been hit. For this reason, the signal from the tracker modules is often referred as *hit*.

The tracker typical resolution of the order of 10 – 50 \( \mu \)m, allows, together with the bending power of the coil, to measure the tracks transverse momentum with percent precision.

The tracker acceptance is limited at the value of \( |\eta| < 2.5 \), where the more forward endcaps modules are placed.

**ECAL**  The electromagnetic calorimeter is situated outside the tracker. It is a homogeneous calorimeter, segmented only in the \( \eta - \phi \) plane, designed to absorb particles like electrons and photons. ECAL is composed by scintillating PbWO4 crystals of ap-
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Figure 2.5: A transverse slice of the CMS detector, with the qualitative experimental signatures of the different particles. Picture from [24].

proximate dimensions 3 cm × 3 cm × 20 cm, with an excellent resolution for energies ranging from 1 GeV to the TeV range. Its coverage is up to |η| = 3. In the endcaps a preshower detector (lead and silicon strips) is used to improve the π⁰ rejection and to help identifying the interaction vertex.

ECAL energy measurement resolution has a dependence from energy itself but typical values are of the order of 2%.

HCAL and HF CMS measures hadronic energy through a sampling calorimeter made of layers of brass and scintillator plates. HCAL can detect hadrons up to |η| = 3, so an additional calorimeter (HF) in quartz and scintillating fibers is installed to extend the acceptance to |η| = 5. Its thickness in the barrel amounts to 1.2 m and is limited by the requirement to fit inside the coil.

The hadrons energy resolution obtained using this detector is about 10-20% for high energy jets.
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**Muon system** The muon tracking system is the outermost subdetector and is made by drift tubes (barrel) and cathode strip chambers (endcaps) inside the return joke of the magnet. Muons with energies below some few hundred GeV lose energy in matter only through ionization, so they can easily traverse all the CMS detector with an energy loss of a few GeV. Muons are the only particle surviving the whole detector. So, they are the cleanest signals available at LHC and this system is crucial for a reliable identification.

2.2.2 Trigger

The amount of data produced per second from proton interaction is much higher than the available bandwidth of the storing chain. A trigger system, which makes an on-line selection of the data to be kept on the physics content basis, is then crucial. The CMS triggering system is divided in two steps. The first one, called Level-1 Trigger (L1), is implemented in hardware and exploits the information from calorimeters and muon chambers. This first step is completed in about 1 µs, and reduces the event rate from 40 MHz to 100 kHz. An event accepted by L1 is passed to the High-Level Trigger (HLT) which, through a simplified version of the software used for offline analyses, partially reconstructs the event and takes decisions based on high level physical quantities. The HLT reduces the event rate further down to a few 100 Hz.

2.3 Physics object reconstruction

Once the trigger gives the green light to store the event on disk, a huge amount of offline work is done to give physical meaning to all the registered raw electronic information from the detector. This crucial phase is called reconstruction and is of course driven by the expected behavior of particles passing through the detector.

Produced in the beams interaction region, particles first enter the tracker, whose information is used to reconstruct charged-particle trajectories (tracks) and origins (vertexes). This happens through a fitting procedure, called tracking, to the signals (hits) recorded in the sensitive layers. Practically, it requires to find the parameters of the track which minimize the distance from the measured points fixed by the hits. During this step, a sizable part of the computing time is used to perform the pattern recognition (i.e. group together the hits coming from the same particle) and noise rejection.

To fully exploit the performances of the CMS tracker, a very precise alignment proce-
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dure is needed: the position of each module, strip and pixel has to be known with a much better accuracy than the typical module resolution.
Since the tracker is immersed in a magnetic field parallel to the detector axis, trajectories are bent in the transverse plane and that allows the electric charges and momenta of charged particles to be measured.
After the tracker, particles moving outward pass through the ECAL. There, electrons and photons are absorbed and the corresponding electromagnetic showers are detected as clusters of energy recorded in neighboring cells. From that, the energy and the direction of absorbed particles are determined. Charged and neutral hadrons may initiate a hadronic shower in the ECAL as well, but they are mainly absorbed in the hadron calorimeter HCAL. The corresponding clusters are used to estimate their energies and directions. Finally, muons and neutrinos traverse the calorimeters with little or no interactions. While muons produce additional hits in muon system and can be easily identified, neutrinos escape undetected. The only way to partially recover the information from the neutrinos is using the conservation laws; it is possible to deduce their momentum by the sum of all the other particles momenta in the event. Ideally, in each vertex the sum of all momenta should be zero, given the symmetrical proton initial state, and if the sum of measured particles does not close to zero the remaining momentum can be assigned to the undetected ones. Unfortunately, given the proton collisions phenomenology, the kinematics can be closed only in the transverse plane and the computed quantity is called missing transverse energy, defined as:

\[ \vec{E}_T = 0 - \sum_i \vec{p}_T^{(i)} \]

where \( \vec{p}_T = \vec{p} - (\vec{p} \cdot \hat{z})\hat{z} \) is the transverse momentum and the index \( i \) runs on all the produced visible particles.

2.3.1 Particle Flow algorithm

A significantly improved event description can be achieved by correlating the basic elements from all detector layers (tracks and clusters) to identify each final-state particle. It is also important to combine the corresponding measurements to reconstruct the particle properties on the basis of this identification. This approach, called particle-flow (PF) reconstruction [25], requires, in order to have sizable improvements on performances, a highly-segmented tracker, a fine-grained electromagnetic calorimeter, a hermetic hadron calorimeter, a strong magnetic field and an excellent muon spectrom-
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eter. The CMS apparatus has these properties and it is therefore the perfect place to apply this technique.

The PF algorithm proceeds in four steps. First, a bottom up approach builds PF elements from detector signal and, secondly, groups them into PF blocks. Then, PF candidate particles are separated within a given PF block and, finally, a post processing is performed, in order to reject or re-identify particles obviously fake or misidentified.

The first step is clustering detector cells in sets called PF elements: calorimeter clusters (preshower, ECAL and HCAL) and charged particle tracks (tracker and, if matching, muon system). The second step is essentially a linking algorithm that connects the information from different sub-detectors. After a sorting in the $\phi - \eta$ plane, nearest neighbors pairs of PF elements are considered and a distance, aimed at quantifying the quality of the link, is defined. The specific conditions required to link two elements depend on their nature. For example, a track and a calorimeter cluster are linked if the extrapolation of the track ends is within the cluster area. At the end of this step, PF blocks are produced as sets of PF elements. Different PF blocks may be associated each other either by a direct link or by an indirect link through common elements.

The third step, performed in each PF block, is the identification and reconstruction sequence which proceeds in the following order. First, muon candidates are identified and reconstructed and the corresponding PF elements are removed from the PF block. The electron identification and reconstruction follows, with the aim of collecting the energy of all bremsstrahlung photons; energetic and isolated photons, converted or unconverted, are identified in the same step. The corresponding tracks and ECAL or preshower clusters are excluded from further consideration. The remaining elements in the block are then subjected to a cross-identification of charged hadrons, neutral hadrons, and photons, arising from parton fragmentation, hadronization, and decays in jets.

After the post-processing, at the end of this procedure, all information is expressed in form of PF candidates with one of the following label: $e$, $\mu$, $\gamma$, $\pi^\pm$ and $k_0$.

2.4 Simulation

Simulation of physical events and detector effect is one of the most used tool in modern analysis. Given the good level of description that simulation programs have reached, they provide a clean and fully controlled environment in which developing new techniques and even understanding the physics underlying real observation. On top of this, simulations are the only way to compare data and predictions in the harsh environment
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of hadron colliders.

The CMS collaboration has its own dedicated simulation group which provides software for the event generation, detector simulation and signal digitization with high trustworthiness to the real performances.

Simulation of physical processes proceeds through three steps: first, the physics of the hard scattering (i.e. interesting interaction) is simulated through a Monte Carlo program (i.e. POWHEG [26], MadGraph [27]) and saved in some standardized format; next, a second Monte Carlo program (i.e. PYTHIA [28]) takes care of the hadronic environment, colors lines joining and hadronization; finally, events are passed through the detector simulation (based on GEANT4 [29]), which is also in charge of simulating particle decays, happening outside a small region of few microns which is instead already been treated by the previous MC. Interactions with the whole detector, readout electronics and trigger process are also simulated in the last step.

The final product of this procedure is thus a file with information content and format equivalent to real stored data, except for additional MC truth information such as undetected particles and true generated quantities. The MC produced in this way is then passed to the reconstruction chain and can be used in the same way of real data.
Chapter 3

The $W$ boson mass measurement

The $W$ boson is the charged carrier of the ElectroWeak interactions and, as discussed in [1.3] the measurement of its properties is one of the crucial test to prove the validity of the SM. Before discussing in details my contribution to the $W$ mass measurement, this compilation chapter presents an overview of the related literature.

Starting from the $W$ discovery at CERN and the first precision measurements of its mass at $e^+e^-$ collider, the core sections will discuss the approach to these measurements at modern hadron colliders. First, it is summarized the world average leading measurement made at Tevatron and, then, the efforts made at LHC by ATLAS and CMS to further improve the current precision.

At the state of art [30], as shown in fig. 3.1, the world average of $m_W = 80385 \pm 15$ MeV is largely dominated by the Tevatron combination which has alone a relative uncertainty of $\Delta M / M \sim 2 \cdot 10^{-4}$ (19 MeV). Recently the ATLAS collaboration has submitted for publication a measurement of $W$ mass made with LHC data [31] but it has not been included in the world average yet.

According to the SM, the $W$ boson directly couples to each possible quark-antiquark pair made of one up-like and one down-like quark. This coupling is governed by the CKM matrix [2], for a total measured branching fraction into hadrons of about 67%. The remaining total width is almost equally divided among the three possible pairs of a charged lepton and its associated neutrino ($\tau \nu_\tau$, $\mu \nu_\mu$ and $e \nu_e$), each having a branching fraction of about 10%.
3.1 From discovery to LEP

In the 60s a fully consistent theory of electroweak interactions [32] was already existing. Nevertheless, it was not before the 70s that an experimental proof of this theory was obtained. In June 1976 it was proposed to modify the CERN SPS accelerator [33], from a one-beam accelerator into a two-beam \( p\bar{p} \) collider. The goal was to reach the energy of 450 GeV and explore the production of \( W \) and \( Z \) bosons. The search lead was very fruitful and, on the 20\(^{th} \) January 1983, Carlo Rubbia announced, in a packed CERN auditorium, the first experimental observation of a signature compatible with the production of a \( W \) boson.

The official paper [34] reported the observation of six events from the UA1 detector characterized by an isolated electron, with large transverse energy, and the presence of missing energy. These events were interpreted as a \( W \) boson production through a \( q\bar{q} \) annihilation, and its subsequent decay into a lepton pair, being the process \( q\bar{q}' \rightarrow W^\pm \rightarrow e^\pm (\nu_e) \). Assuming that all the missing transverse energy was coming from a single neutrino \( \vec{E}_T = \vec{p}_T^{(\nu)} \), a limit of \( m_W > 73 \) GeV (90\% C.L.) was set fitting the transverse mass variable;

\[
m_T^2 = 2p_T^{(e)} p_T^{(\nu)} (1 - \cos \Delta \phi_{e-\nu})
\]

Figure 3.1: Results and world average from the past \( W \) mass measurements from [30].
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where $p_T^{(\nu)}$ ($p_T^{(e)}$) is the magnitude of the transverse momentum of the neutrino (electron) and $\Delta \phi_{e-\nu}$ is the azimuthal angle between the electron and the neutrino in the transverse plane. Furthermore, theoretical guidelines and further fit to data with additional reasonable assumptions were predicting the $W$ mass to be around 80 GeV with an uncertainty of about 5 GeV.

The $Z$ boson discovery followed soon after [35].

After the electroweak vector bosons discovery at the SPS, the CERN cutting edge research was reoriented to study the properties of these particles with a new lepton collider: the LEP. There, $W$ bosons were mainly produced in pairs through the reaction $e^+e^- \rightarrow W^+W^-$ (fig. 3.2).

![Figure 3.2: Main tree level $W$ boson production diagrams at $e^+e^-$ collider.](image)

There are two main methods to measure $m_W$ at lepton colliders. The first one exploits the fact that the $W^+W^-$ production cross section $\sigma_{WW}$ is sensitive to $m_W$ in the threshold region, $\sqrt{s} \sim 2m_W$, and can thus be used to measure it. Fig. 3.3 shows the $W$ pair production cross section as a function of the center of mass energy for various values of $m_W$. Near the energy threshold, the three curves, representing different $m_W$ hypothesis, are separate enough to allow for a determination of $m_W$ from $\sigma_{WW}$. From 1996 to 2000, LEP ran at center-of-mass energy above the $WW$ production threshold. With a subset of the data collected of $\sim 10$ pb$^{-1}$ at $\sqrt{s} = 161$ GeV, a first measurement of the $m_W$ has been delivered using the scan of $\sigma_{WW}$:

$$m_W = 80400 \pm 200 \text{ (stat)} \pm 70 \text{ (sys)} \pm 30 \text{ (E_{beam}) MeV.}$$

The statistical uncertainty is dominant, whereas the systematic uncertainty is mainly driven by the modeling of fragmentation and hadronization. The latter factor has a large effect on the fully hadronic decay channel and contributes to the final uncertainty for about 50 MeV.

The second method to measure $m_W$ consists of the fitting of the reconstructed invariant mass distribution line-shape. In the much cleaner leptonic environment, with
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Figure 3.3: Cross section for the process $e^+e^- \rightarrow W^+W^-$ as a function of the center of mass energy for various $m_W$ hypothesis [36].

beams made of point-like weakly interactive particles, it is possible to have a event-by-event estimation of the invariant mass in $WW \rightarrow q\bar{q}q\bar{q}$ decays. In addition, also in $WW \rightarrow q\bar{q}l\nu$ events it is possible to completely close the 3D kinematics and measure the invariant mass.

LEP published its final measurement [36] with the full dataset of about 700 pb$^{-1}$, using a fit to the invariant mass shape as the most sensitive observable to $m_W$.

In that measurement, fully leptonic decays $WW \rightarrow ll\nu\nu$ were not exploited. Given the presence of 2 neutrinos in the final state, the momentum conservation is not enough to resolve the two bosons in that events and therefore the invariant mass can not be computed. In this case, the energy spectrum of the reconstructed charged lepton could have been used, since it peaks at $m_W/2$ and thus is sensitive to $m_W$.

The final result is:

$$m_W = 80375 \pm 25 \text{ (stat)} \pm 22 \text{ (sys)} \text{ MeV}.$$  

The most important contribution to the systematics (tab. 3.1) is given by the modeling of the hadronization and fragmentation of quarks together with the color reconnection. The effect of a similar mismodeling is to change the color flow between the four final state quarks and to alter the hadronization process, causing momentum transfer between the two $W$’s.
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<table>
<thead>
<tr>
<th>Source</th>
<th>Uncertainties on $m_W$ [MeV]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$q\bar{q}l\nu$</td>
</tr>
<tr>
<td>ISR/FSR</td>
<td>8</td>
</tr>
<tr>
<td>Hadronization</td>
<td>13</td>
</tr>
<tr>
<td>Detector</td>
<td>10</td>
</tr>
<tr>
<td>Beam energy spread</td>
<td>9</td>
</tr>
<tr>
<td>Color re-connection</td>
<td>-</td>
</tr>
<tr>
<td>Other</td>
<td>3</td>
</tr>
<tr>
<td>Total systematic</td>
<td>21</td>
</tr>
<tr>
<td>Statistical</td>
<td>30</td>
</tr>
<tr>
<td>Total</td>
<td>36</td>
</tr>
</tbody>
</table>

Table 3.1: Summary of the uncertainties in the combined LEP II measurement of $m_W$ based on direct mass reconstruction in semileptonic and fully hadronic channels [36].

3.2 W mass measurement in modern hadron collider

At modern hadron colliders, the approach for a precise measurement of the $W$ mass needs to be revised with respect to both lepton and SPS-like colliders. First of all, at lepton colliders the energy scale is given by the energy of the beams, that is known with good precision. This is not the case of hadron collider, where the energy scale is given by the detector and requires careful calibration. Secondly, the amount of data available allows a drastic reduction of statistical uncertainties and a consequent need for a deeper understanding of subtle detector and theoretical systematics. Finally, because of the crowded QCD-dominated environment of hadron colliders, with the addition of a sizable pile-up at LHC, it is necessary a particular attention in the treatment of the interesting collision identification and missing transverse energy determination.

As discussed in the following, in these measurements the use of $Z$ decays plays a central role in facing both of the two previous points.

This section focuses on the procedure used to measure $W$ mass at Tevatron and LHC and ends with a summary of the main experimental efforts pursued.

3.2.1 Analysis strategy

At hadron colliders $W$ and $Z$ bosons are mainly produced through a quark pair annihilation (tree-level process). At $pp$ colliders, such as Tevatron, the hard scattering is mainly among $u\bar{d}$ or $\bar{u}d$ valence quarks, while at the LHC it is mainly between a $u$ or $d$ valence quark and sea antiquark. Smaller contribution from other flavor sea quarks are also present. The production cross section at LO requires two inputs: the amplitude
of the electroweak process and the PDFs of the proton. Since it involves colored fields, the amplitude computation can be calculated perturbatively only in the EW part. A more complicate approach is needed for the QCD corrections, especially for soft initial state radiation (ISR) which modifies the momentum of the produced bosons. The EW bosons production cross section at proton colliders is of order 100 nb, which, with the integrated luminosity for Tevatron and LHC, gives an expected number of produced events of respectively millions and hundreds of millions.

A direct measurement of the invariant mass of the decays products is nevertheless very little effective. The only events with a fully visible final state are the ones in which the $W$ decays into a pair of quarks. There, the hadronization process of the quarks generates two jets of particles with a total momentum of order 40 GeV, half of the mass of the $W$. Unfortunately, these events are very hard to identify in the hadron collider environment because of the huge background. Indeed, the QCD induced proton-proton scattering produces a great quantity of di-jet events which are very similar to the $W$ boson signal. When the $W$ boson has a small $p_T$, the di-jet final state is completely submerged by the QCD background: the two jets coming from the $W$ decay can be easily confused with the other jets produced in the bunch crossing. A slightly better situation is obtained when the $W$ has a very large transverse momentum (about 0.5 TeV). In this case the two jest are merged together and are reconstructed as a single fat jet. However, a high $p_T$ selection has a very low efficiency and the gain in the signal over background ratio is not worth. Fig. 3.4 shows the invariant mass spectrum of reconstructed fat jet with transverse momentum between 0.5 TeV ad 0.6 TeV. Looking at the fitted contribution from $Z$ (green) and $W$ (red), it is clear that the two contribution can hardly be separated and that the invariant mass spectrum very little sensitive to $m_W$. In addition, with the current techniques, it is impossible to calibrate the jet energy scale at the precision level required for a competitive $W$ mass measurement: the percent level is hardly reached even in very particular regions of the phase space.

For the reasons stated above, the $W$ mass measurement is usually done selecting leptonic events, where the $W$ decays in $l\nu$, with $l$ being an electron or a muon. These events manifest as a single high $p_T$ lepton, which is a clear and easily recognizable signature. In this channel the background is at the percent level and the main contributions come from: $Z$ events in which one of the leptons is lost; top quark decaying to a $b$ quark through a $W$ boson; and QCD events, in which a high $p_T$ lepton from heavy flavor decay is accidentally isolated. In the $W$ leptonic final state is not possible to measure event-by-event the invariant
mass since the kinematics can be successfully closed only in the transverse plane. So, other observables correlated with the $m_W$ parameter have to be considered. The $m_W$ parameter value is then extracted comparing data and predictions made with different mass value hypotheses. The leading observables usually chosen are the transverse mass (eq. 3.1 and fig. 3.5 right) and the $p_T$ of the detected charged lepton (fig. 3.5 left). Basically, events are selected requiring a isolated high $p_T$ lepton and the presence of missing transverse energy. In each event, $m_T$ is then computed using the full missing transverse energy, as if it all belonged to the neutrino from the $W$ decay. This assumption has no influence as long as the same procedure is followed in data and prediction.

No explicit formula for $m_T$ and $p_\mu$ is able to describe the observed distribution at a satisfactory level of precision, since the physics is convolved with detector effects. So, the only way in which $m_W$ can be extracted is through a template fit. This means that, exploiting Monte Carlo generators and detector simulations, for a fixed hypothesis of the value of $m_W$ a large number of events is simulated and reconstructed exactly like real data. Comparing the distributions of real data and MC simulation for several hypotheses, the measured value of $m_W$ is determined as that of the hypothesis which

---

1In the following, $p_\mu$ is used to indicate the transverse momentum of the charged lepton.
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Figure 3.5: Transverse mass and muon $p_T$ spectrum distribution fitted by the CDF collaboration [38] for the measurement of the $W$ mass.

better describes data.

It is important to underline that in practice the generation and detector simulation happen only once and different mass hypothesis are obtained assigning a proper weight to each event, i.e. re-weighting the distributions.

Clearly this approach deeply relies on accurate simulations: eventual discrepancies between real data and templates, induced by imperfections in the simulation process, may induce systematic effects in the determination of $m_W$. A powerful tool to increase the agreement between data and MC and check for systematic uncertainties is the usage of $Z$ events. When the $Z$ boson decays into a charged lepton pair, the event is very similar to a $W \rightarrow l\nu$ where, however, the neutrino is visible. In addition, these events have a production mechanism similar to $W$ events, except for a slightly higher contribution from heavy flavors, and the decay products phase space which differs for about the ratio of the two boson masses ($m_W/m_Z$). Nevertheless, differently from $W$ events, $Z$ events can be fully reconstructed and all the boson properties measured event-by-event since both leptons in the final state are detected. For this reason $Z$ events play a crucial role in the MC calibration: boson kinematic can be compared in data and simulations, allowing for the determination of corrections aimed at increasing the agreement with data also in $W$ events.

3.2.2 Main uncertainties

While statistical uncertainty was leading at SPS and LEP, at Tevatron the statistical uncertainties were almost of the same order than systematics. On the other hand, given the LHC luminosity delivery, it will be sub-leading for the CMS and ATLAS measurement (unless a different method is adopted).
Then, what should concern more in a high precision $W$ mass measurement is the treatment of systematic uncertainties.

The first important component of systematic uncertainties is given by an imperfect depiction of the physical objects, as are in data, by the Monte Carlo simulation. The two main sources in this category are the lepton scale and the missing energy modeling. The lepton momentum scale needs to be equal in data and MC, up to the desired or better level of precision of the final $W$ mass measurement. The template fitting, indeed, compares quantities which scale as $p_\mu$. For muons, the calibration, able to reach a precision of $10^{-4}$, is performed by comparing, in data and MC, the mass distribution of narrow resonances decaying into two muons, such as $J/\Psi$ and $\Upsilon$. At this point, the agreement is improved fitting corrections to the MC reconstructed muons in order to take into account possible discrepancies such as magnetic field in-homogeneity, mis-modelling of the energy loss in track reconstruction due to different detector material budget and residual tracker misalignment. A closure test on $Z$ is usually performed given the close momentum range of its muons to the ones produced by $W$ decays.

On the other hand, the missing energy might present discrepancy between data and Monte Carlo due to approximate modeling of fragmentation and reconstruction of particles produced in the bunch crossing together with the $W$. Main factors are the simulation of the underlying event and of the QCD radiation, the simulation of detector effects (acceptance, efficiency, etc.) and the simulation of the pile-up. The calibration of these features deeply relies on the $Z$ events: differences between $Z$ data and $Z$ MC are used as a standard candle and the corrections derived are then applied to the $W$.

The assumption behind this procedure is that, at fixed kinematics of the boson, only the decay products are different between $W$ and $Z$.

Another relevant source of systematic error is the background estimation. A detailed description of the background in single isolated lepton events at LHC can be found in [39]. Typically, in the $W$ mass measurement a few percent fraction of the fitted histograms entries are not coming from $W$ decays. The background not removed using kinematic cuts is usually estimated with a simulation: normalization and shapes of the predicted distribution produce sub-leading systematic.

Finally, one of the most important contribution to the $W$ mass total uncertainties is given by the systematic on the physical modeling of the $W$ production. Templates shapes are heavily dependent on the simulation of the $W p_T$, rapidity and polarization distributions. The first one is mostly influenced by simulation of the QCD initial state radiation, whereas the second and the third are dominated by the knowledge of the parton distribution functions.
A minor role is played by QED corrections which enter in the EW contributions to the propagators and in the final state radiation.

### 3.2.3 Recent efforts summary

Considered the topic of this thesis, a particular focus is given to the treatment of the recoil (i.e. missing energy); a breakdown of the error is reported too. For a complete reference, see the original papers [40], [31] and [41].

**Tevatron results and ATLAS first attempt**

The Tevatron average is dominated by the measurement of the CDF collaboration. They define the hadronic recoil as $\vec{u} = \sum E_i \sin(\theta_i) \hat{n}_i$, where the sum is performed over calorimeter towers, with energy $E_i$, polar angle $\theta_i$, and transverse directions specified by unit vectors $\hat{n}_i$. The sum excludes towers containing energy deposits from the charged lepton(s). The transverse momentum of the neutrino is inferred as $\vec{p}_\nu = \vec{E}_T = -\vec{p}_\mu - \vec{u}$ and is then used to compute the transverse mass. The $\vec{u}$ resolution due to the underlying event is modeled using data triggered on inelastic $p\bar{p}$ interactions (random bunch crossings). The $p_T$ imbalance in $Z$ events between the reconstructed muon pair momentum ($\vec{p}_ll$) and $\vec{u}$ is used to tune the recoil model, which also includes the response to the initial state QCD radiation and its resolution. Cross-checks of the recoil model show good agreement between $W$ boson data and simulation.

The more recent analysis from ATLAS essentially followed the same approach for the recoil measurement used by CDF. The missing energy is computed by the sum of the charged lepton and all calorimeter clusters, often called Calo MET. Closure tests on the recoil calibration are made, on $Z$ events, comparing MC and data distribution of global event variables, such as $\sum E_T$, and the magnitude of the recoil perpendicular and parallel to the boson. A qualitative check consisted in the ratio plot of the two, MC and data, distributions being compatible with 1.

An interesting comparison of the uncertainties breakdown in these two measurements is discussed in [42], whose summary table is reported in tab. 3.2. For both CDF and ATLAS measurements, the uncertainties due to experimental calibrations are sub-leading with respect to the physical modeling, being the knowledge of the parton distribution function the biggest uncertainty. It also has to be noticed that the uncertainty on the recoil calibration for ATLAS transverse mass fit is sizable and makes $m_T$ contribution to the $m_W$ combined fit practically negligible with the respect to the $p_\mu$ one.
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<table>
<thead>
<tr>
<th></th>
<th>CDF $p_T$</th>
<th>CDF $M_T$</th>
<th>ATLAS $p_T$</th>
<th>ATLAS $M_T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Statistical</td>
<td>16</td>
<td>15</td>
<td>7.2</td>
<td>9.6</td>
</tr>
<tr>
<td>Lepton Scale and Resolution</td>
<td>7</td>
<td>7</td>
<td>6.5</td>
<td>6.5</td>
</tr>
<tr>
<td>Recoil Scale and Resolution</td>
<td>5.5</td>
<td>6</td>
<td>2.5</td>
<td>13</td>
</tr>
<tr>
<td>Backgrounds</td>
<td>4</td>
<td>3.5</td>
<td>4.6</td>
<td>8.3</td>
</tr>
<tr>
<td>PDFs</td>
<td>9</td>
<td>10</td>
<td>9</td>
<td>10.2</td>
</tr>
<tr>
<td>$W p_T$ model / QCD</td>
<td>9</td>
<td>3</td>
<td>8.3</td>
<td>9.6</td>
</tr>
<tr>
<td>Photon Radiation/EWK</td>
<td>4</td>
<td>4</td>
<td>5.7</td>
<td>3.4</td>
</tr>
</tbody>
</table>

Table 3.2: Break down of the uncertainties in the $W$ mass measurement in CDF and ATLAS analyses separately for the transverse mass and lepton momentum observable fit. All figures in MeV.

**CMS W-like**

The CMS collaboration has not yet performed a full $W$ mass measurement and efforts are ongoing to deliver one in the next months. Nevertheless, the most recent result is a measurement of the $Z$ mass using the same analysis work flow that can be used on the $W$.

For this purpose, one muon is artificially removed from triggered $Z \rightarrow \mu\mu$ events, making them equivalent to $W$ ones. The measurement requires essentially all the same technicalities of the $W$ mass, except that no porting of the MC calibration needs to be done, since it is performed directly on $Z$ events.

The experimental estimator for the missing transverse energy used in that analysis is the so called TK MET: it is built using the TK recoil instead of the calorimeter clusters sum. TK recoil is defined as the sum of all the reconstructed tracks momenta from the $Z$ vertex, except the two muons. This estimator, that has almost no PU dependence, is however neglecting all the neutral particles, which, on average, account for about the 30% of the total energy.

The calibration of the TK MET is obtained transforming the distribution of the TK recoil in MC in order to be the same as the one in data. This transformation has been performed separately for the parallel and perpendicular recoil component to the reconstructed $Z$ (i.e. sum of the two muons) flight direction and conditional to the reconstructed $Z p_T$.

A summary of the uncertainties, reported in tab. 3.3, underlines how the statistical error has been dominant since only the 7 TeV integrated luminosity has been used. The main systematic uncertainties quoted are the modeling of the QED final state radiation and the muon calibration.
Table 3.3: Break down of the uncertainties in the Z mass measurement using a W-like approach performed by the CMS collaboration. Results for events tagged as positive charged W are reported separately for the three observable used. All figures are reported in MeV. Table from [41].

<table>
<thead>
<tr>
<th>Source of uncertainty</th>
<th>$p_{\mu}$</th>
<th>$M_T$</th>
<th>$E_T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Statistical</td>
<td>40</td>
<td>36</td>
<td>46</td>
</tr>
<tr>
<td>Muon calibration</td>
<td>14</td>
<td>13</td>
<td>14</td>
</tr>
<tr>
<td>Recoil calibration</td>
<td>0</td>
<td>9</td>
<td>13</td>
</tr>
<tr>
<td>PDFs</td>
<td>6</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>QED radiation</td>
<td>22</td>
<td>23</td>
<td>24</td>
</tr>
<tr>
<td>MC sample size</td>
<td>7</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>Other syst.</td>
<td>24</td>
<td>25</td>
<td>27</td>
</tr>
</tbody>
</table>
Chapter 4

The hadronic recoil in the $W$ mass measurement

This work focuses its attention more on the particles produced in association with the boson than on the undetected neutrino. In this view, the concept of missing energy leaves the primary role to the hadronic recoil, being the process under study $pp \rightarrow W + X$, where $X$ indicates the recoil and with $W \rightarrow l\nu$. Ideally, the recoil is defined as the vectorial sum of the momenta of all the particles from the $pp$ collision, excluding the lepton. The information collected and reconstructed for each triggered event includes the lepton momentum and the momenta of all other long-lived primary or secondary particles that are produced in the acceptance of the detector. The neutrino escapes undetected.

In this framework, the transverse mass can be rewritten in a way that makes it dependent only on the muon and on the transverse momentum of the recoil which is, by definition, equal and opposite to the one of the produced boson. This chapter, the first based on original work, groups the definition and the understanding about the recoil that have been developed during the thesis. It starts explaining the recoil production mechanism, before analyzing the effects produced by the detector on its measurement. The core section goes through the impact of the recoil on the $W$ mass analysis and treats the relevant aspects to be taken into account for the reduction of the uncertainties.

All the plots presented in this and the following chapters have been originally produced by the authors of this work and [43] for the purpose of the master thesis work.
4.1 Production Mechanism

The presence of a measurable recoil is mainly given by the fact that the \( W \) boson, and similarly the \( Z \) boson, is produced with a non zero transverse momentum. The tree level production mechanism of both bosons involves one parton from each of the incoming protons and then, at this order, no \( p_T \) is produced. The two interacting partons have essentially only longitudinal momentum and their momenta are generally unbalanced. The produced \( W \) bosons have a random boost along the beam direction. The boson transverse momentum is indeed generated by higher order corrections: the interaction among quarks and gluons, particularly gluon radiation, gives a finite \( p_T \) to the mother particles of the boson and then to the boson itself. In order to satisfy the conservation of momentum, also the remaining hadronic system has to gain the same amount of transverse momentum in the opposite direction, practically recoiling.

As shown in fig. 4.1 the \( W p_T \) spectrum peaks at about 3 GeV, with an average of about 13 GeV. It presents also sizable tails towards high value which are, however, not

![Figure 4.1: Spectrum of \( W \) boson transverse momentum from Pythia 8 standalone generation, both signs summed together. A stack histogram of the different production flavors shows the negligible impact of the \( b \) quark contribution. In the legend \( M \) stands for the mean and \( I \) for the relative fraction of each sub-sample.](image)

relevant for the \( W \) mass since only events coming from the soft (\( \lesssim 40 \) GeV) part of the spectrum are used (discussed sec. 4.4). In the soft regime, and especially close to \( p_T^W \approx 0 \), the \( p_T \) generation process is not perturbative and resummation technique \[44\] is strictly required for a proper prediction.
The spectrum is reported in fig. 4.1 as a stack plot of the contributions of the quark pair producing the boson. Since this is a MC generator level study, the quark pair which has produced the boson is defined as the two particles which precede the $W$ in the MC history.

In addition, the legend reports for each production mechanism the mean of the spectrum ($M$) and relative fraction ($I$), computed as the ratio between the number produced by a given quarks combination and the total number of $W$ produced. The main contributions are from first generation quarks, $u\bar{d} (W^+)$ and $d\bar{u} (W^-)$. The relative abundance of the different two charge signs is due to the proton valence quarks composition. Second generation quark pairs contribute for the same amount of 6% in both charge signs, whereas CKM matrix off-diagonal couplings between first and second generation are at the percent level. Finally, $b$ quark contribution is below the per mill level.

It is also interesting to notice that the $p_T$ spectrum of $W$ produced by heavy flavours is harder, as discussed in [15].

### 4.1.1 Comparison between $Z$ and $W$

Fig. 4.2 shows a comparison between the $p_T$ spectra of $Z$ and $W$. The spectra are normalized to their integral and are shown for all the possible production mechanisms. The two bosons have a similar contribution in the leading component, where they are produced by light quarks. Differences still arise in the heavy flavor contribution, which is much more prominent for the $Z$ boson and has a sizable harder spectrum.

*Figure 4.2: Comparison between $W$ (left) and $Z$ (right) transverse momentum spectra at generator level, made with Pythia 8. The distribution for the various production flavors is shown normalized to 1 for each possible pair of the quarks annihilating into the boson. $I$ and $M$ have the same meaning as in fig. 4.1.*
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As discussed in [46], a better variable to compare the two spectra is $p_T/M$. When this variable is used the two spectra agree better than 10%.

4.2 Definition and characterization of hadronic recoil

One of the main new conceptual points of this work is to change the focus from the missing transverse energy to the recoil. Formally, the recoil $h$ is a four-vector defined as the sum of the four-vectors of all the particles from $W$ vertex, excluding the neutrino and the charged lepton. In principle, it does not include detector effects in its definition but, given all the practical constraints, this object is almost impossible to measure. That is the reason why it is important to identify an effective experimental definition.

The recoil does not depend on the lepton variables, this fact is important to properly factorize all the systematic uncertainties, as it will be explained in the last chapter. The MET, on the contrary, does depend on the lepton.

According to the given recoil definition, the kinematic is fully closed in the 3D space,

![Figure 4.3: Left: Sketch of the production of a W boson from a pp collision. The boson decay products may result almost opposite to some of the recoil particles but still an important part of the momentum is lost in the forward region. Right: Display of W production event generated with Pythia 8 and passed through a fast simulation of the CMS detector made with PAPAS.](image)

but for the purpose of our study is enough to consider that the transverse kinematic is
closed. The transverse component \((x - y)\) plane of the recoil \(\vec{h}\) satisfies:

\[
\vec{h} = \sum_{i \neq \mu, \nu} p_T^{(i)} = -p_T^{(W)}
\]

Fig. 4.3 shows the display of a simulated \(W \rightarrow \mu \nu\) event: qualitatively, the underlying event is made of about 100 soft particles with energy below few GeV, whose transverse momenta summed together gives the recoil vector. This composition makes it very similar to the minimum bias event and, therefore, also to the particles production from pile-up vertexes, which happens in the same bunch crossing.

The particles entering in the recoil are far from jet regime and almost spherically distributed in the detector. This makes very hard to recognize which neutral particles belong to the \(W\) vertex: no physical handles are present to distinguish the ones coming from the primary vertex and those coming from secondary PU vertexes.

### 4.2.1 Detector effects in measuring the recoil

Detector effects are really dominant in measuring the recoil and only a fraction of the particles belonging to the recoil is detected. As illustrated in fig. 4.4, a very large fraction of particles is lost because under detection threshold or because outside the forward acceptance. The left plot shows how the number of particles considerably

![Number of particles for various categories](image)

**Figure 4.4:** Left: Number of particles generated for a set of different requirements reported in the legend. In particulat the "ch." in the pink histogram legend stands for the fact that only charged particles are included. The mean of the distribution is also reported as \(M\).

Right: Profile plot from the 2D distribution of the recoil projection on the muon flight direction when true value (x axis) and particle (y axis) information is used. The plot is shown for the same cuts present on the left one.

*The plots report the information from a Pythia 8.2 at generator level.*
drops, compared to the amount of all generated particles, when a requirement on the minimum $p_T$ is set (qualitatively similar to detection threshold). A second major drop is then observed when also a requirement on the maximum $\eta$ is added, emulating the CMS forward acceptance.

A similar conclusion can be drawn from the right plot, where it is shown the profile plot of the recoil projection along the muon direction. On the $\hat{y}$ axis is reported the value built using different particles selections and on the $\hat{x}$ axis the true MC recoil. The same cuts presented for the number of particles are compared, the main displacement from the diagonal happens when the $|\eta| < 2.4$ requirement is set.

For completeness, it is important to mention that, when $|\eta| < 2.4$ is required, the $p_T$ cut is irrelevant: in the plots of fig. 4.4 the situation with only the $|\eta| < 2.4$ cut would have overlapped the green curve.

The effect of the $p_T$ threshold is smaller than the forward acceptance one. On one hand, even if the number of particles drops considerably when cutting at $p_T < 300$ MeV, the recoil is still well reconstructed: black, red and blue lines are coincident in the right plot. On the other hand, forward acceptance really limits the detectable information: it is not the beam pipe ($|\eta| < 5$, blue) the most relevant limits but the tracker and calorimeters acceptance ($|\eta| < 2.4$, green). This happens because the soft and very forward particles have a small $p_T$.

As a consequence of the poor amount of information recorded, both angle and magnitude of the recoil generally have a resolution order of magnitudes worse than the one for compact objects, such as leptons or photons.

The angle is reconstructed with the precision worse than 1 rad and the magnitude with a relative uncertainty of order 1, as will be discussed in sec.5.3.2.

4.3 Samples definition

A non negligible part, in terms of time, of the thesis work has been spent in acquiring the technical abilities to generate simulated events and produce root ntuples, which are the analyzable file format of CMS data, from raw data files.

Different samples have been used in this thesis:

- $Z$ and $W$ MC simulations generated with a standalone version of Pythia 8.2 have been used for all the generator level studies presented up to now.

- CMS data collected in 2012 at 8 TeV: about 257 M events collected with the single lepton trigger (HLT_IsoMu24), corresponding to about 20 fb$^{-1}$. 
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- Monte Carlo samples produced centrally by CMS: 56 M of \( pp \rightarrow W(\ell \nu) + \text{Jets} \) and 30 M of \( pp \rightarrow \gamma^* / Z(\ell \ell) + \text{Jets} \) simulated events at 8 TeV center of mass. The generation chain used Madgraph + Pythia 6 + official CMS software for the detector simulation. In the following, these two samples will be simply recalled as \( W \) and \( Z \) MC.

4.3.1 Events selection

First of all, both muons and electrons could have been suitable for the discussions presented in this thesis but, for sake of simplicity, only the former have been considered. In some generator studies - as those described in the previous sections - explicit cuts are applied to mimic the acceptance of the detector. From now on, the selection used on data and the fully simulated MC samples is described.

The primary vertex is defined as the vertex in a bunch crossing with the higher value of the scalar sum of the transverse energy of the associated tracks. All the events are required to pass the \texttt{HLT\_IsoMu24} trigger, which requires an isolated muon with at least 24 GeV of transverse momentum. Furthermore, dedicated cuts to select \( W \) and \( Z \) events used in the \( W \) mass analysis are applied. Only the muons with tight IP\(^1\) and with a distance on the \( \hat{z} \) axis smaller than 0.1 cm from the PV are considered.

\( W \) events \- The \( W \) mass analysis is run separately for the two signs of charge and, then, two distinguished samples are defined out of the \( W \) events. An event is selected to belong to a certain \( W \) sign sample ( + or -) if there is exactly one muon satisfying the following:

- Reconstructed charge of the given sign.

- \( p_T \geq 30 \text{ GeV} \) and \( |\eta| < 2.1 \), in order to avoid turn on curves of the trigger and of the acceptance.

- Relative isolation smaller than 0.5. This is defined as
  \[
  \text{relIso} = \frac{\sum_{\text{tracks from PV}} \vec{p}_T + \max(0, \sum_{\text{neutral PF cand.}} \vec{p}_T - 0.5 \cdot \sum_{\text{tracks not PV}} \vec{p}_T)}{\vec{p}_T}
  \]

\(^1\)For more info see [47]
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This is meant to reduce the background from muons produced from QCD interactions.

In addition, the PF MET - defined as minus the vector sum of the transverse momenta of all the PF candidates of a given bunch crossing - is required to be larger than 30 GeV. The above selection is meant to require the presence of a high $p_T$ neutrino, reducing the QCD background.

From the total $W$ sample (56M), when the above conditions with the plus charge sign are required, about 2.1 M of events are remaining (3.7% of the total). The efficiency (selected over produced) for $W^+ \rightarrow \mu^+\nu$ events is about 20%.

$Z$ events - As discussed before, $Z$ events are crucial in the $W$ mass analysis since they can be used as $W$ – like events, where the boson transverse momentum can be measured from both the recoil and the sum of the leptons reconstructed momenta. In order to maximize the analogy, it is convenient to have a selection for these events as much similar as possible to the one used for $W$ events.

First of all, a pair of opposite sign muons with invariant mass between 70 GeV and 110 GeV is required. If more than one pair satisfies this requirement, only the one with invariant mass nearer to $M_Z = 91.19$ GeV is considered. At this point, each event can be $W$ – like in two ways: removing the positive muon and having the negative one passing the $W$ selection or vice versa. To resolve this ambiguity, two samples of $Z$ events are defined: $Z^+$ and $Z^-$. Given for example the charge sign $+$, an event is retained in the $Z^+$ sample if:

- The positive muon satisfies the requirements in the bullet points for the $W$, but with all the GeV quantities scaled by $M_Z/M_W$.

- The negative muon has: $p_T > 10$ GeV, $|\eta| < 2.4$, and relIso<0.5. This requirement is necessary to reduce the combinatorial background given by real $Z$ events, where one muon is out of acceptance and is, instead, replaced by a fake or a QCD muon.

- The PF MET, computed removing the negative muon from the event, exceed $30 \text{ GeV} \cdot M_Z/M_W$.

A similar procedure can be applied for the $Z^-$. From the total $Z$ sample (30M), when the $Z^+$ conditions are required, about 1.8 M of events survive (6%).
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From the CMS data sample, 4.2M of events are remaining after the $Z+$ selections.

**Reconstructed recoil components** - Once removed the muon(s) from the $W(Z)$, all other particles in the event belong either to the pile-up or to the recoil. Charged tracks are divided into two categories, tracks from PV and tracks not from PV, according to their distance from it. Studying the distribution of this distance in simulated events without PU vertexes (fig. 4.5), it has been decided to apply the following cut to select tracks from PV (and the opposite for tracks not from PV):

$$
\frac{d_x^2}{0.03^2 \text{ cm}^2} + \frac{d_y^2}{0.05^2 \text{ cm}^2} \leq 1
$$

where $d_{\hat{n}}$ is the distance on the $\hat{n}$ axis between the reconstructed PV and the track closest approach point to PV.

Once the charged PF candidates are grouped in the two above exclusive categories, only neutral PF candidates are left. Since no vertex assignment is possible, they are all grouped together.

Track recoil (TK) indicates the 2D recoil vector built summing all the transverse momenta of tracks from PV and its symbol is $\vec{h}_{TK}$. The sum of the remaining tracks (i.e. tracks not from PV) is instead labeled as $\vec{h}_{npv}$ and, finally, the sum of all the

![Figure 4.5: Distribution of the distance of charged tracks from the primary vertex in the transverse and longitudinal plane obtained from a subsample of the CMS simulation in events without generated pile-up vertexes. The red ellipses retains 90% of the tracks.](image)
neutral PF candidates transverse momenta is called $\vec{h}_{nt}$.

The PF recoil is defined as the sum of the three above quantities:

$$\vec{h}_{PF} = \vec{h}_{TK} + \vec{h}_{npv} + \vec{h}_{nt}.$$  

The reason why tracks not from PV are added in the PF recoil is that, on average, they cancel the contribution from neutral not from PV, which cannot be distinguished on event-by-event bases.

It is also useful to define $\vec{h}_{ntnpv} = \vec{h}_{npv} + \vec{h}_{nt}$.

### 4.4 Hadronic recoil effect on transverse mass

In the $W$ mass analysis the recoil is used in the event selection and in the calculation of the transverse mass. In the selection, the recoil is used to eliminate the events with large boson transverse momentum. However, the spectrum peaks at low transverse momentum and the fraction of events rejected by this cut have a negligible dependence on the recoil definition. In addition, given the poor resolution on the recoil, there is a long tail of events at large transverse momentum that pass the selection. Practically, the cut on the boson spectrum is smooth and applied in a flat and low-populated region.

The role of the recoil in the calculation of the transverse mass is crucial. Starting from the definition in eq. 3.1, with some algebra and using the relation in the transverse plane $\vec{p}_T^{(W)} = \vec{p}_T^{(\nu)} + \vec{p}_T^{(\mu)} = -\vec{h}$, the transverse mass formula can be rewritten as:

$$M_T^2 = 2p_\mu \left| \vec{p}_\mu + \vec{h} \right| + 2p_\mu^2 + 2\vec{p}_\mu \cdot \vec{h}$$  \hspace{1cm} (4.1)

where it is clearly shown that the transverse mass depends only on $\vec{p}_\mu$ and $\vec{h}$.

Expanding eq. 4.1 at the first order in $h/p_\mu$, it is obtained that

$$M_T^2 \approx 2p_\mu \left( 2p_\mu + \hat{p}_\mu \cdot \vec{h} \right)$$

This formula shows that the recoil enters in the transverse mass computation scaled with $p_\mu$. The requirement on its scale calibration is more relaxed than the muon one. Even if the recoil is relatively better measured at high transverse momentum, the region where the $W p_T$ is soft ($\lesssim 40$ GeV) is more suitable for $W$ mass measurement. In that region, indeed, muon $p_T$, typically about $m_W/2 \approx 40$ GeV, is leading with
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the respect to hadronic recoil, which is about an order of magnitude smaller, since the $W$ $p_T$ spectrum peaks at 4 GeV. This allows the recoil to have a more relaxed requirements on the data/MC calibration. In particular, to have the same performances in the transverse mass, the muon, whose scale can be calibrated up to $10^{-4}$, has to be calibrated about a factor $p_\mu/h \sim 10$ better than the recoil, which even in the best case scenario is hard to calibrate up to $10^{-3}$.

Additional interest in the $m_T$ first order expansion consists in the fact that only the projection of the recoil on the muon component is relevant at first order; thus, when the approximation holds, the recoil can be treated as a 1D object instead as a 2D vector. Unfortunately, a similar approach will strongly correlate the recoil and the muon, which is a downside at moment of systematic uncertainty evaluation. During the development of the work, the usage of just the first order expression for $M_T$ has been tested and then dropped for the above reason.

In fig. 4.6 several transverse mass distributions from $W+$ events are shown. They have been computed using variables at different level of generation and reconstruction. The first thing that emerges is that, even if muons are well reconstructed in CMS, the experimental effect on their detection is not negligible. Indeed, sizable differences

![Figure 4.6: Transverse mass distributions from $W$ MC for different kinds of variables used. For each legend line, two codes of the form yXXX are reported: y stands for the kind of variable (m for muon and r for recoil) and XXX stands for the level of the variable used (MC means Monte Carlo truth, RECO for reconstructed after detector simulation). The label 1st is added when the first order approximation is used for $M_T$.](image_url)
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can be appreciated among the first top three distributions: the blue filled one is built using MC truth (i.e. the muon as it is radiated from the $W$); the red one is made considering the muon momentum after possible photon emission (FSR) and, finally, the black one uses the CMS reconstructed muon momentum. All these three curves have been computed using the recoil information from the MC truth, i.e. there is no experimental uncertainty on this quantity. The brown points (almost hidden by purple ones) show the distribution built using the reconstructed TK recoil: comparing it with the black ones, it is possible to gauge how much experimental effects on the recoil are dominating the shape.

Finally, green and purple points represent the distribution of the transverse mass when the first order approximation is used. Comparing green points with black ones and purple with brown, it is clear that the effect of the approximation is sizable when the recoil is well measured and negligible when the recoil is not very well measured, as it is in the real data.

4.4.1 $W$ mass sensitivity and boson transverse momentum dependence

The precision of the $W$ mass measurement depends on the accuracy in the measurement of $\vec{p}_\mu$ and $\vec{h}$ and on the agreement between data and simulation on the $W$ production model. In particular, the agreement of the $W$ transverse momentum spectrum in real data and simulation in MC, is a crucial detail. This can be appreciated from the plots of fig. 4.7. The left plot shows the transverse mass, the right one the $p_\mu$ distribution.

![Figure 4.7: Distribution of the transverse mass (left) and muon transverse momentum (right) in $W^+$ from $W$ MC. Both distributions are presented in three cases: the $W$ is produced always with $p_T = 0$ (black), the MC truth information is used (blue) and the reconstructed information is used (red). The green line indicates the value of the $W$ mass.](image)
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The black histograms are made at MC truth level, artificially removing the $W$ $p_T$: in each event the muon is boosted back in the $W$ center of mass frame and then boosted again in the lab frame, but using a transformation where the transverse component of the $W$ momentum is set to 0.

The two black distributions have the same physics content: when $h = 0$, then $M_T^2 = 4p_\mu^2$. Another jacobian, in the phase space this time, creates the peak with the sharp edge, which is clearly correlated to the $W$ mass (green line). This peak is due to events where the muon is emitted at $\eta = 0$ in the $W$ rest frame (i.e. perpendicular to the beam axis as seen in the $W$ reference frame). When this happens, the $M_T$ coincides with the invariant mass and the muon $p_T$ has the maximum allowed value of $M_W/2$.

In both $p_\mu$ and $M_T^2$ distributions, the small tail at large values is due to events in the upper tail of the $W$ Bright-Wigner distribution ($\Gamma_W = 2$ GeV). On the contrary, the large tail at small values is due to events where the muon from the $W$ decay is emitted large $|\eta|$.

When the $W$ $p_T$ distribution is switched on, the two variables $p_\mu$ and $M_T^2$ have a different physics content and distribution. The latter is represented by the blue filled histogram in both plots. The $p_\mu$ distribution gets smeared while the transverse mass is almost unchanged. In [48] it is reported an extensive discussion about the tiny dependence of the transverse mass variable from the $W$ $p_T$ spectrum.

The red histograms are, finally, obtained at detector level, when acceptance and resolution are included and the TK recoil is used as a proxy of $W \vec{p}_T$. The muon $p_T$ distribution changes only slightly, since the muon momentum resolution is very good compared to the distribution width; instead, the $M_T^2$ distribution is mainly modified by detector effects entering in the recoil measurement. The peak is not visible anymore.

These plots are very illustrative since they underline pros and cons of the two variables used to measure the $W$ boson mass. The muon momentum spectrum is only mildly affected by the detector effects, however it has a strong dependence on the knowledge and simulation of the $W$ $p_T$ spectrum. That will result in a higher systematic uncertainty, which must be assessed performing variations of the simulated spectrum inside an error band given by independent knowledge (experiment and theory) of it. On the other hand, it is relatively easy to address detector resolution and calibration effects since a single, well measured object is involved.

On the contrary, transverse mass estimator has almost no dependence on the $W$ $p_T$ spectrum but it suffers from the strong dependence on the recoil: since the recoil is poorly measured, its calibration and the tuning of simulation to the data are challenging. The dependence of the transverse mass from $W$ $p_T$ is mitigated by the recoil,
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which brings information about the $W p_T$ on event-by-event basis; the event-by-event correlation between muon and recoil retains the peak and improves the systematics. For the above reasons, the $W$ mass measurement has been done fitting simultaneously the $M_T$ and $p_T$ spectrum. The weight of one or the other distribution on the fit final result depends on the knowledge of the $W p_T$ spectrum used in the simulation and on the accuracy of the recoil measurement.

The bottom line is that a good $W$ mass measurement needs a measurement of the recoil on an event-by-event basis able to retain the correlation with the muon, which is otherwise washed by the detector effect and resolution. Finally, it is important to add that, even if $M_T$ and $M_T^2$ have the same information content, $M_T^2$ is preferred: in fact, it is easier to be understood because the recoil enters linearly in its calculation.

4.5 A precise measurement of the recoil

A precise measurement of the recoil presents a series of technical challenges: it is a non-local object, since the particles forming the recoil cover in each event a sizable part of the detector acceptance; it involves the information from both calorimeters and tracking; it is a vector quantity and there is no uniquely better definition since the performances heavily depend on the application.

4.5.1 The recoils as a 2D object

One of the biggest difficulties in facing the recoil experimental challenge is that it is indeed a 2D object. Dealing with a 2D object not only doubles the efforts required, but also introduces ambiguities in the choice of the frame of reference. Even the concept of resolution is well defined only as the vector quantity

$$\Delta \vec{h} = \vec{h}_{\text{true}} - \vec{h}_{\text{measured}}$$

and there is not a clear 1D estimator that can be quoted as estimator of the goodness of the measurement. As shown in the following, often the magnitude $|\Delta \vec{h}|$ is of the same order of $\vec{h}_{\text{true}}$. In these cases, care has to be taken before applying concepts that are usually used in calibration of physical quantities.

In previous approaches, it has always been considered important to use estimators which have on average the same magnitude (modulus of the recoil vector) of the true
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Figure 4.8: Sketch exemplifying a situation where the angular mismatch between the real quantity (MC, blue) and the reconstructed quantity (TK, green) makes the reconstructed quantity, scaled in order to have the correct magnitude, (STK, red) a worse estimator (in the $|\Delta h|$ figure of merit) than the non-scaled one. This is often the case for the recoil measurement in the $W$ mass events.

recoil: this is what is meant by the jargon scale corrected. A simple sketch (fig. 4.8) is enough to illustrate how this requirement can reduce the accuracy of the estimator when the angular direction of the recoil is badly measured as it is in the case of $W$ mass phase space.

The problem can be split in angular and scale corrections, but always considering the resolution on the angle a focal point. The effect of getting a wrong angle is comparable to, or even larger than, getting a wrong scale. Differently from what happens for muons or electron, where the angle is very well measured and the dominant error is by far the one on the magnitude of the momentum, a precise measurement of the recoil needs to be corrected both in scale and in angle. To understand this point, a series of plot are shown in fig. 4.9. There, it is reported the transverse mass distribution in different $W p_T$ (i.e. true recoil) regimes, the $p_T$ grows from left to right and from top to bottom. For each regime, four different $M_T$ are reported, according to the different component used for the calculation of the recoil: MC truth information for angle and magnitude (blue); the MC truth for the magnitude and TK reconstructed for the angle (black), MC truth for the angle and TK reconstructed for the magnitude (green), only TK reconstructed information (red). Taking the blue distribution as reference of the best available information, it is clear that, in the soft $W p_T$ regime, scale and angle have qualitatively the same importance, since green and black plots are very near. This is due to the fact that $p_\mu$ is much larger than the recoil, which is almost negligible in the calculation of $M_T$. In the most populated region ($4 \text{ GeV} < W p_T < 10 \text{ GeV}$), instead, the transverse mass computation with an algorithm based on TK gets remarkably improved when the MC truth information for the angle is inserted. On
Figure 4.9: Transverse mass distribution for $W$ events in different generated boson $p_T$ regions (i.e. MC truth recoil). The fraction of events belonging to that region is reported as well. In each $p_T$ region, different colors indicate different recoil variables used to build $M_T$: blue MC truth angle and magnitude; green MC truth angle and reco TK magnitude; black reco TK angle and MC truth magnitude; red reco TK angle and magnitude. Reconstructed muon is always used.

the contrary, no improvement is visible when the MC truth information is used only for the magnitude. In the bulk of the spectrum, it is more convenient to improve the recoil angle measurement accuracy rather than trying to perfectly correct the scale. In the harder part of the spectrum, approaching the jet regime, TK measures the angle correctly but has a small response: on average the charged tracks contribute only to 60% of the recoil. The scale is recovered when the true magnitude is used instead of the TK magnitude.

In summary, the fact that the recoil is a 2D object cannot be neglected and the relative importance of the angular and magnitude component of the recoil uncertainty changes depending on the magnitude of the true recoil.
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4.5.2 Resolution effects

In order to understand how important the detector effects are, it is useful to fix a given experimental definition of the recoil. Fig. 4.10 reports the distribution of $\Delta \vec{h} = \vec{h}_{MC} - \vec{h}_{TK}$ in two different frames of reference: the CMS experiment $x$-$y$ transverse frame and the frame identified by the unit vector parallel and orthogonal to the boson flight direction.

The shape of the 2D distributions in the above cases presents great differences. It underlines the large dependence on the frame of reference choice that the recoil and its resolution have. In the CMS frame, which is event-independent, the resolution is almost circular and small discrepancies of its mean from 0 are due to relative displacement of the beam and detector axis. Given the symmetry, it is possible to quote 7 GeV as the resolution on the recoil but, however, it is hard to correlate this number with some effects on the transverse mass.

The right plot, showing the resolution in an event-dependent frame, presents a completely different situation where the circular symmetry is lost. It is clear that the reconstructed momentum of particles coming from the $W$ vertex has different variances for parallel and orthogonal component.

Looking at both these plots, it is also possible to see, considering the true recoil (i.e. $W$ boson $p_T$) spectrum, how sizable is the detector effect. Being the resolution of a reasonable experimental definition, such as TK recoil, of order 7 GeV, it is very hard to promptly reconstruct the $W$ $p_T$ spectrum, peaking at 4 GeV.

Figure 4.10: Distribution of the TK recoil resolution in the CMS frame (left) and in the true produced $W$ boson flight direction frame (right).
A different and frame-independent way of studying the resolution is to look at the distribution of the magnitude $|\Delta \vec{h}|$ (fig. 4.11 left) and the distribution of the difference $\Delta M_T^2$ between MC and reconstructed transverse mass (fig. 4.11 right). The TK recoil is compared for different scale factors applied to its magnitude, including 0. In that particular case, the distribution of $|\Delta \vec{h}|$ is the $W p_T$ spectrum. From the reported plots, it is very hard to understand if there is a scale factor clearly performing better than the others. The plots indicate very clearly that the resolution is comparable to the recoil magnitude.

The plot on the right shows that the choice of the scale have a sizable effect on the transverse mass resolution. The scale factor 0, corresponding to neglecting the recoil and using $M_T^2 \approx 4p_T^2$, leads to a resolution compatible to the factor 1.6, which is the value that recovers on average the recoil scale. The best scale factor for this figure of merit seems to be between 0.5 and 1, whereas exceptionally large scale factor rapidly degrades the resolution.

The bottom line is that a finite recoil resolution produces a broader $M_T^2$ distribution since its width will roughly be the squared sum of the $M_T^2(MC)$ distribution and of $\Delta M_T^2$:

$$\sigma_{M_T^2}^2 \approx \sigma_{M_T^2(MC)}^2 + \sigma_{\Delta M_T^2}^2$$

The transverse mass distribution built using the true MC recoil (blue histogram of fig. 4.7 left) has a RMS of 1014 GeV$^2$, whereas the RMS of $\Delta M_T^2$ distribution has a RMS of 1675 GeV$^2$ when TK recoil is used. A larger width, with the consequence of a fainter peak, is related, with an increase of the statistical uncertainty on the $W$.
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mass (at fixed number of events) but it does not necessarily imply an increase of the systematic uncertainty: a broader recoil estimator can be preferable if it improves the systematic.

It is important to say that often the recoil component orthogonal to the boson $u_\perp = \vec{h} \times \vec{p}_W$ has been used to evaluate the resolution. The understanding developed in this work suggests that, on the contrary, this is not a good estimator since it convolves many physical quantities (i.e. angle and magnitude). In addition, the 2D resolution is projected in a very particular frame and this implies that scaling the recoil directly scales the resolution. The latter point may bring some oddities: in the case of recoil estimator $\vec{h} = 0$, the resolution would be perfectly 0, even if the recoil in each event is wrong by 100%.

Without any doubts, looking at 1D distribution is easier for comparison and is a faster way to have a qualitative feeling of what is happening. In our case a rough but clear estimate is $|\Delta \vec{h}|$, which does not depend on a specific frame.
Chapter 5

A new recoil definition

This core chapter of the thesis presents the original work done in order to improve the experimental definition of the recoil. The goal is to find the best way of combining the information detected in each event to obtain an estimator of the value of the true recoil vector $\vec{h}$.

Practically, the definition is a mathematical function $f(x)$ of a certain number of observable features $x$ of the event. The function $f$ maps the phase space of $x$ into a 2-dimensional space ($\sim \mathbb{R}^2$): the vectors belonging to that space are interpreted as the recoil in a given reference frame.

The recoil computed with this function is used for the main purpose of evaluating the transverse mass. Put differently, it is an effective tuning of the way in which the information in each event is used. The final goal is to maximize the performances in the $W$ mass measurement, both in terms of statistical and systematic uncertainty.

While the proper treatment of uncertainties is left for the last chapter, this one will focus just on the definition. It begins with a brief introduction which contextualizes previous definitions in the "function-as-definition framework" and then explains the idea of the improvement. The main sections contain the technicalities of how multivariate analysis can be used for improving the recoil definition. The dissertation shows in full the application details and explains the work necessary to obtain an event-by-event prediction of the probability density function (pdf) of the true recoil $\vec{h}$. The jargon used to indicate this procedure is regression. The pdf, provided in each event by the regression, is not a point estimation of the recoil but it contains all the information that can be extracted from the obserables $x$ measured in the event. Eventually, functions of the pdf features (e.g. the median) are used for the derivation of a event-by-event recoil estimator, practically consisting in a definition.
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In the last section of the chapter, regression performances and closure tests are shown.

5.1 Recoil definitions

The $W$ boson mass is measured comparing the transverse mass distribution in data with those obtained in the simulation. Practically the comparison is between a histogram, representing the data transverse mass distribution, and several histograms, called templates, built using different mass hypothesis. This will be discussed in detail in sec. 6.2.

One important thing to remember before analyzing different definitions is that no intrinsic bias can be brought in the $m_W$ fit by a particular definition. As long as the same procedure is applied in data and in MC, bias can arise only from differences between the samples. Any definition is in principle acceptable and, at worst, suboptimal. Indeed, a definition can be a bad estimator of the true recoil: the transverse mass computed with it might be broader or more dependent on $W$ $p_T$ but, if the MC is an accurate description of the data, still no intrinsic difference is present between fitted data distributions and the MC templates.

A first and trivial example of the recoil definition is the identical null function, which maps every event into $\vec{h} = 0$. This very odd definition induces a relative error on the recoil estimation of 100%, since $\Delta \vec{h} = \vec{h}_{true}$, but still no particular bias arises. Specifically the $m_T$ templates made with this definition need no data-MC calibration of the recoil (no systematic error due to the recoil modeling). In this case, of course, no information is added to $p_\mu$ and thus no mitigation on the limited $W$ $p_T$ knowledge occurs.

The state of the art of popular recoil definition among the CMS collaboration presents two alternatives (already introduced in sec. 4.3.1): the track recoil (TK) and the particle flow recoil (PF).

The TK recoil can be seen as a definition of the recoil which takes two input observables of the event $x = \{h^x_{TK}, h^y_{TK}\}$, where $h^x_{TK}$ and $h^y_{TK}$ are respectively the $\hat{x}$ and $\hat{y}$ projections of $\vec{h}_{TK}$. The function $f(x)$ applied is trivially the identity. This definition, which has been used for the $W$ $-$ like measurement at CMS [41], is characterized by an high purity, given by the tracker good discrimination power between PV and not PV tracks, and by the consequent absence of dependence from PU and neutral cluster modeling. On the other hand, it just combines in a straight forward way the information from tracks with a limited efficiency: only the four-vectors total sum is considered and shape or single track information are totally lost. In addition, reconstructed tracks...
(i.e. charged particles) contribute for about the 60% of the total energy released by the recoil in the detector. The remaining 40% due to neutrals is neglected. Similarly to TK recoil, PF recoil is a definition which takes $x = \{ h^x_{PF}, h^y_{PF} \}$ and uses the identity as $f$. In this case, the full information of the detector is used but again with a limited performance: no distinction is done between PV and not PV and only the sum of four-vectors is considered. Since each pile-up vertex in the bunch crossing has a null total sum of the particle transverse momenta, PF recoil in principle measures the $W p_T$. However, detector effects make this property valid only on average and the result is an estimator with a huge variance: for each vertex not all the particles are successfully reconstructed and the effect of these missing particles is that of adding a random component to the the $W p_T$ in the PF recoil.

### 5.1.1 An improved recoil

In this work a new definition of the recoil is presented. There are two new key points which this definition has been developed for: using as much present information as possible and combining it in a way which maximizes the event-by-event knowledge of the true recoil.

The idea is to use all the PF candidates, muon excluded, and to extend the list of variables used beyond the single sum of the four-momenta. For instance, this improved PF recoil uses, as explicit input observable $x$, the sum of four-momenta of different groups of particles (e.g. TK, ntnpv), the shape information of the same groups, a selection of single particle information (e.g. the $pt$ of the most energetic track) and the global event features (e.g. number of tracks). Shape variables includes parameter which can describe the distribution of particle in the detector, such as the ratio between the vector and scalar sum of the tracks momentum. A long list of variables has been considered and the ones really used are reported later.

For what is about the function $f(x)$, the goal is not to fix an explicit formula but, instead, to optimize a non explicit formula. The optimization is done in order to have the best performance on the $W$ mass extraction from the transverse mass fit. Practically, this goal is pursued predicting $P(\vec{h}|x)$ in each event, which is the probability for the true recoil to assume a certain value given the set of $x$ observed. Once that the full pdf is known, the choice of the point estimator for the recoil to be used in the analysis is still free: any estimator calculable from the pdf is acceptable.

It has to be remarked that if the set of observable $x$ completely determines the recoil (e.g. if $\vec{h}_{true} \in x$, just as extreme case), than $P(\vec{h}|x)$ is a delta function centered on the
true value. In the opposite case, when all the variables $x$ are completely uncorrelated with $\vec{h}$, the pdf prediction is flat for the recoil direction and has the shape of $W_p T$ spectrum for the magnitude. A more reasonable and real case lays in the middle, when the information from $x$ can constrain the value of $\vec{h}$ without determining it completely. A peaky shape as pdf prediction is expected, with a maximum placed at the most probable value.

Finally, it is important to underline that additional variables, which are loosely or not correlated with the recoil, do not hurt, in principle, the predictive power of the regression. They are just useless. In practice this is not true, since a higher number of dimensions in the input phase space requires bigger statistical samples and more computational power. Thus, it is desirable to use only features which bring a meaningful amount of information on the recoil.

5.2 A multivariate semi-parametric regression

The above mentioned goal is pursued through the implementation of a semi-parametric regression based on deep dense neural networks (DNN) which fits the functional form of $P(\vec{h}|x)$. Before passing to the specific application on the recoil, a recap of what is meant in this work for DNN and semi-parametric regression is provided.

5.2.0.1 Neural Networks: a generic function

Similarly to the other multivariate analysis methods (i.e. BDTs, SVM, etc.), Neural Networks are generic function depending on a usually large number of parameters. The explicit form of the function and the number of parameters are usually addressed as architecture of the network. While the architecture has to be fixed a priori, the parameters value is usually (but not exclusively) set during a phase called training or fitting. The values for the parameters are chosen in order to minimize a function of the network output, called loss function. This function, used as figure of merit, often coincides with the likelihood of a fit.

For the purpose of this work only deep dense neural networks (DNN) are used (fig. 5.1). They are made with a hierarchical structure of one input layer, one or more subsequent hidden layers - more hidden layers make the network deep - and one output layer. Each neuron takes as input the output of all the neurons of the previous layer. Dense refers indeed to the fact that a neuron is connected to all the neurons of the previous and of the following layer. The number of neurons in each layer is arbitrary and the input
neurons do not have inputs but just pass the given information to the subsequent layer. Each neuron, excluded the input ones, performs a linear combination of the inputs, applies a function to the combination value and then returns as output the function result. In formula:

\[ \text{Output } N^i = \phi_L \left( \sum_j w^i_j x_j + b^i \right) \]

where \( b^i \) and \( w^i_j \) are tunable parameters of the neuron, the sum on \( j \) is performed on the output of all the neurons of the previous layer and \( \phi_L \) is a function (called activation function) fixed by the architecture and equal for all the neurons in the same layer.

The intrinsic symmetry between neurons of the same layer is broken by the randomness of the training phase. At the beginning of this phase, the value of each parameter is randomly set and, during the optimization, is often changed in order to reduce the value of the loss function. A gradient descent optimization algorithm \[49\] is usually implemented in its stochastic form to speed up the network convergence.

Formally, it can be demonstrated that, with a sufficient number of neurons, a DNN can approximate an arbitrary function with an arbitrary degree of accuracy. For the purpose of this work, it is important to know that the DNN form is flexible enough to describe a generic function in a high dimensional space with a relatively small number of parameters. All DNNs developed in this thesis are based on the python library \[50\], chosen because it supports the usage of GPUs to speed up the computation.
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During the developmental phase of the work other architectures and frameworks have been considered (i.e. series of polynomial, convolutional NN, BDTs, ...) but they are not here reported since not relevant for the final work.

5.2.0.2 Semi-parametric regression

Perform a semi-parametric regression means to fit a set of data \( \{y, x\}_i \), where \( i \) runs on the observations, in order to describe \( P(y|x) \) with a pre-determined model \( f(y; \alpha(x;k)) \): 

\[
f \text{ is a fixed functional form and } \alpha \text{ its parameters; each parameter } \alpha(x;k) \text{ is a fixed functional form of the observable } x \text{ and of some parameter } k; \text{ the parameters } k \text{ are the degrees of freedom of fit and are chosen in order to describe } P(y|x) \text{ at best.}
\]

![Figure 5.2: Example of a semi-parametric regression.](image)

**Figure 5.2:** Example of a semi-parametric regression.

*Left:* 2D distribution of the variable \( y \) and the observable \( x \) with the so called candle plot over-imposed: red box center corresponds to the mean and red box half-with to the RMS. Horizontal red lines ends at the 90% of the distribution and the small red crosses shows the events which stay outside.

*Right:* Fitted dependence of the parameters \( \mu \) and \( \sigma \) of the \( y \) Gaussian distribution as a function of the observable \( x \).

In fig. 5.2 is reported an example of semi-parametric regression to Gaussian distributed points \( y \) as a function of one observable \( x \). The distribution is fitted with a Gaussian, whose mean and sigma depend on \( x \). So \( \alpha = \{\mu(x;k_\mu), \sigma(x,k_\sigma)\} \) and each \( \alpha_i \) being a fixed function form . In this example the following form is used:

\[
\alpha_i = \sum_{n=0}^{3} k_{i,n} x^n.
\]
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The eight parameters $k$ are then chosen minimizing the likelihood function:

\[
 f(y, x; k) = \mathcal{L} = \frac{1}{\sigma(x; \hat{k}) \sqrt{2\pi}} \exp \left( -\frac{(y - \mu(x; k))^2}{2\sigma^2(x; k)} \right)
\]

The negative log likelihood is also often called loss function.

At the end of the fitting phase, when all the $k$ parameters are freezeed, $f(y; x)$ becomes a function of the $x$ which is supposed to describe the conditional pdf of of $y$ given $x$: $f(y; x) = P(y | x)$.

5.2.1 Application to recoil definition

Setting up a regression of $P(\tilde{h}|x)$ requires to find a sufficient elastic functional form $f$ that, opportunely varying the parameters $\alpha$, can describe $P(\tilde{h}|x)$ in the whole input phase space (i.e. for each value of $x$). The DNN is then used as the function which gives the values of the parameters $\alpha$ as function of the observables $x$. This means that the $x$ are the input of the DNN, the $\alpha$ are the output and the free parameters in the fit (coincident with the DNN training) are the $w_i^j$ and $b^i$ parameters of each neuron $i$.

On one hand, it is a reasonable task to properly define two 1D functional form which can describe the pdf of the recoil component in a given frame. On the other hand, it is much harder to find a function with high input space dimension (dimension of the $x$ space, order 10) and output space dimension equal to the number of the parameter of the 1D functions above (typically 4-6): for this reason, a DNN is needed for the latter task.

Once again, it is important to underline that the sample fitted (called training sample), according to which the DNN parameters are chosen, is relevant only for the performances of the recoil definition, but does not bring any intrinsic bias on the $m_W$ measurement. Of course, the more the training sample is similar to $W$ events in data the better: when the predicted pdf in the $W$ events is more accurate, the true recoil value is better estimated.

In this work, the training is performed on the $W$ MC sample where the true value of $\tilde{h}$ is known and the events are fairly similar to the data. Assuming that MC describe perfectly data\footnote{If that is not the case a systematic uncertainty arises. This is extensively treated in sec.6.4} a bad convergence of the regression implies that the recoil is not perfectly estimated in data and MC in the same way, so no difference between data distribution and templates is induced because of the recoil definition.
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Recoil correction parametrization

Even if DNNs are a powerful tool, it is convenient for a matter of computational power and stability to have a model $f$ with a small number of parameters. Furthermore, since $f$ has to describe the pdf in the whole space, the DNN training is easier if $P(y \mid x)$ has a shape with small variation across the $x$ phase space. When this happens, the $\alpha$ parameters have a modest variation, which makes the DNN task easier, thus, a simpler architecture is sufficient and the training convergence faster. Given that an explicit form for $f$ is needed, it is better when the pdf is similar to reasonable function, such as a gaussian-like distribution or in general a shape with one peak. It is very inconvenient to use as a fitting function a very complex form such a sum of several Gaussian or even more weird forms with 10 or more parameters. A peaky shape is expected since the fit targets the true recoil value so, if the chosen $x$ brings some information on the recoil, the probability in a given event should clump near the true value. On top of this, if $\alpha(x, k)$ has a very strange form, which means that the parameters are changing fast in the event phase space, the fit will have convergence problems because it can easily get stuck in local minimum.

For what is above, instead of fitting directly the recoil value, it is more convenient to define some corrections and, then, fit them. Starting from an easy definition of the recoil (i.e. TK or PF), the correction are meant to retrieve the true value of the recoil. Being the recoil a 2D object, there is no obvious or unique parametrization for this correction. A possibility is the $e_1 - e_2$ or scale-angle correction which uses the ratio between true and TK recoil magnitude and their angular distance. A different possibility is the $c_1 - c_2$ correction which uses scalar correction for the recoil component.

---

\[
e_{1tk}^{MC} = \frac{h_{MC}}{h_{tk}}
\]

\[
e_2 = \Delta \phi
\]

\[
c_1 = \frac{h_{MC}^\parallel}{h_{tk}}
\]

\[
c_2 = \frac{h_{MC}^\perp}{h_{tk}}
\]

---

*Figure 5.3: Sketches illustrating the definition of the scale-angle correction coefficient (left) and of the scalar recoil frame oriented correction coefficient (right).*

ratio between true and TK recoil magnitude and their angular distance. A different possibility is the $c_1 - c_2$ correction which uses scalar correction for the recoil component.
5.2. A MULTIVARIATE SEMI-PARAMETRIC REGRESSION

in the TK recoil frame (i.e. the two-dimensional reference frame where the TK vector is along the $\hat{x}$ axis). In fig. 5.3 sketches illustrating these two parametrizations are shown. Other corrections have been taken into account but for sake of brevity are not here reported.

The freedom in the parametrization choice needs to be exploited to simplify the task of finding the 1D model functions: different parametrizations have different shapes and it is better to choose the one which can be better described by a simple function. The goal is to fit separately two uncorrelated correction coefficients, one for each component of the chosen reference frame. In addition, some correction coefficient can present singularities, which has to be avoided. Looking at fig. 5.4 it is clear that the distribution of different corrections may be really different. In particular, $c_1$ or $1/c_1$ present singularities and multiple peaks due to the kinematics, making them almost impossible to fit. On the contrary, the $e_1$ coefficient presents a regular shape (blue), whose boundary at 0 can be further removed by applying a logarithmic transformation (red).

The above reasoning fixes the choice of the parametrization scheme but still leaves a freedom in choosing which basic recoil definition should be the starting point. As previously discussed, the importance of correcting the angle is sizable but the information that can be exploited for finding the right correction is limited. Given the cylindrical

![Figure 5.4: Distribution of correction coefficient from different recoil parametrization schemes.](image)
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Symmetry of the detector and the invariance under rotation of the production mechanism, the only variables that can improve the knowledge of the angle are the angular distance between the three different components of the recoil: tracks from PV; tracks not from PV; and neutrals.

For this reason, it has been used TK recoil as baseline since its angular information requires slightly less correction than the PF recoil one (fig. 5.5).

![Angular correction coefficient](image)

Figure 5.5: Angular distance between the experimental measured recoil and true recoil in the PF and TK case. This corresponds to the $e_2$ correction coefficient.

5.2.2 Details of the trained regression

The regression trained has as target the conditional distribution of

$$ P(y|x) = P(\ln(e_1)|x_1) \times P(e_2|x_2) $$

being $e_1 = h_{MC}/h_{tk}$ and $e_2 = \phi_{MC} - \phi_{tk}$ the scale-angle correction coefficient for the TK recoil, $x_1$ and $x_2$ the variables for which the probability of $e_1$ and $e_2$ is conditional and $x = x_1 \cup x_2$.

A complete list of the observable used as input of the DNN regression is presented in tab. 5.1. The observable input space of the $x_1$ variables comprehends the ones with a tick in the $\ln(e_1)$ column, the $x_2$, instead, have a tick in the $e_2$ column.

The function used to fit $P(\ln(e_1)|x_1)$ is a Gaussian with two different exponential
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<table>
<thead>
<tr>
<th>Symbol</th>
<th>Formula</th>
<th>Notes</th>
<th>$\ln (e1)$</th>
<th>$\phi_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h_{tk}$</td>
<td>$</td>
<td>\vec{h}_{TK}</td>
<td>$</td>
<td></td>
</tr>
<tr>
<td>$\phi_{tk}$</td>
<td>Azimuthal angle of TK recoil</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>$R_{ntnpv}$</td>
<td>$\ln (h_{ntnpv}/h_{TK})$</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>$R_m$</td>
<td>$\ln (m_{TK}/h_{TK})$</td>
<td>$m_{TK}$ is the invariant mass of the TK recoil</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>$R_{lTK}$</td>
<td>$\ln (p_{T\text{Leading TK}}/h_{TK})$</td>
<td>leading TK is track with highest $p_T$</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>$R_{ln}$</td>
<td>$\ln (p_{T\text{Leading nt}}/h_{TK})$</td>
<td>leading nt is neutral cluster with highest $p_T$</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>$S_{TK}$</td>
<td>$\frac{\sum_{i \in TK} \vec{p}<em>T(i)}{\sum</em>{i \in TK} p_T(i)}$</td>
<td>Vector over scalar sum of particles $\vec{p}_T$ belonging to TK recoil</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>$S_{nt}$</td>
<td>Same as above but with neutral clusters</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>$S_{PF}$</td>
<td>Same as above but with all PF candidates</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>$\cos (\phi_{tk} - \phi_{ntnpv})$</td>
<td>Modulus of angle between TK and ntnpv recoil</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$</td>
<td>\Delta \phi_{TK-ntnpv}</td>
<td>$</td>
<td>Angle between TK and ntnpv recoil</td>
<td>✓</td>
</tr>
<tr>
<td>$\zeta \cdot \Delta \phi_{TK-PF}$</td>
<td>Angle between TK and PF recoil</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\zeta \cdot \Delta \phi_{TK-\text{leading TK}}$</td>
<td>Angle between TK and leading track</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N_{TK}$</td>
<td># of tracks from PV</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>$N_{vtx}$</td>
<td># of reconstructed vertexes</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.1: Event observables used as input of the DNN for the semi-parametric regression. Definition of TK, PF and ntnpv can be found at the end of sec. 4.3.1. The sign of the angles is defined as $\zeta = \text{sgn}(\Delta \phi_{TK-ntnpv})$.

tails matched with $c_1$ continuity (example in fig. 5.6 left):

$$f_{\text{incl}}(y|\tilde{a}_{\text{incl}}(x_1)) = \begin{cases} \frac{1}{N} e^{y^2/2} e^{-\alpha_1 t}, & \text{if } t < -\alpha_1 \\ \frac{1}{N} e^{y^2/2}, & \text{if } -\alpha_1 \leq t \leq \alpha_2 \\ \frac{1}{N} e^{y^2/2} e^{-\alpha_2 t}, & \text{if } t > \alpha_2 \end{cases}$$
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where \( t = \frac{y - \mu}{\sigma} \), \( \vec{a}_{ine1} = \{\mu, \sigma, \alpha_1, \alpha_2\} \) is the vector of the model parameters and

\[
N = N(\sigma, \alpha_1, \alpha_2) = \sqrt{\frac{\pi}{2}} \sigma \left[ \text{erf} \left( \frac{\alpha_2}{\sqrt{2}} \right) - \text{erf} \left( \frac{\alpha_1}{\sqrt{2}} \right) \right] + e^{-\frac{\alpha_2^2}{2}} + e^{-\frac{\alpha_1^2}{2}}
\]

is the normalization factor.

The model \((f_{e2})\) used to fit \(P(e2|x_2)\) is a Gaussian with two exponential tails, as before, plus a constant term (example in fig. 5.6 right): it has five free parameters and the normalization factor depends on the constant term too. The constant term is necessary to account for the fact that \(e2\) does not go to 0 at the boundaries \([-\pi, \pi]\) of its domain. This behavior is only effectively treated with the constant term, is due to the circularity of the variable: in principle, \(e2\) is continuous in \([-\pi, \pi]\), but the fitting function it is not. It has been verified that this inconsistency introduces discrepancies which can be neglected.

The regression fitting has been performed separately for the two correction coefficients and, for each parameter \(\alpha\) of the fitting functions, a DNN has been trained. So, the fitting of \(P(\ln(e1)|x_1)\) with \(f_{ine1}\) has then involved four DNN trained simultaneously, whose parameters has been determined minimizing the likelihood:

\[
\text{loss} = \ln L = \sum_i \ln \left( f_{ine1}(\ln(e1^i)|\vec{a}_{ine1}(x_1^i)) \right)
\]

where \(i\) runs on the fitted sample events, \(e1^i\) is the value of the correction coefficient in the \(i\)-th event and \(x_1^i\) is the set of observable of the \(i\)-th event. A similar procedure has been performed for the fitting of \(e2\).

Further details on the training can be found in appendix A.

At the end of the fitting phase, two functions are obtained, able to predict \(P(\ln(e1) | x)\) and \(P(e2 | x)\) event-by-event as a function of the obsevables \(x\). However, to extract the pdf of the recoil, it is necessary to take care of the jacobian factor, introduced when applying the corrections. First, the predicted (i.e. expected) pdf of the magnitude and of the angle of the true recoil is computed applying the transformation

\[
h_{\exp} = e^{\ln(e1)} \cdot h_{TK} \quad \text{and} \quad \phi_{\exp} = e2 + \phi_{TK}
\]

and applying the proper jacobian. Then, two event-by-event estimators of the recoil are built: a vector \(\vec{h}_{pk}\) made with the peak of the \(h_{\exp}\) predicted distribution and the peak of the \(\phi_{\exp}\) predicted distribution; a vector \(\vec{h}_{mnpk}\) made with the mean of the
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$h_{\text{exp}}$ predicted distribution and the peak of the $\phi_{\text{exp}}$ predicted distribution. For all the previous four estimator, the explicit form in terms of the DNN outputs $\vec{\alpha}_{lne1}$ and $\vec{\alpha}_{e2}$ has been derived.

Given the finite size of the interval in which $\phi_{\text{exp}}$ takes value, the tails do not have an important weight since they are necessarily truncated at $\pi$ and $-\pi$: the mean and the peak of the $e_2$ and $\phi_{\text{exp}}$ are then very similar and no difference can be appreciated between them.

The two event-by-event estimators $\vec{h}_{pk}$ (PK recoil) and $\vec{h}_{mnpk}$ (MNPK recoil) are not a complete set of possible definitions but are both reasonable and simple.

5.3 Goodness of the definition

At this point, a fair question is if the regression is able to describe the probability it has been trained for and how the extracted definitions of the recoil perform, in comparison to ones used before (i.e. PF and TK recoil). Unfortunately, there is no simple unique answer and the previous questions have to be explored in several aspects.

First of all, it is necessary to check if the regression has converged. Once again, there is no bias in the $W$ mass analysis if the convergence is not good, as long as the same definition is applied both on data and MC. However, this question is important since only a good convergence may assure an optimal usage of the input information.

Secondly, it is important to check how the extracted definition behaves on physical observables, such as the scalar resolution $|\Delta \vec{h}|$. As the previous point, this one is relevant not only for the $W$ mass analysis but also for all other possible applications. However, a particular focus is given to the figure of merit more important for $W$ mass. For instance, it is possible to check the $\Delta M_T^2 = M_T^2(MC) - M_T^2(\text{RECO})$ distribution which is correlated with the statistical uncertainty in the $W$ mass fit (see sec. 4.5.2).

Finally, it is crucial to check the performance in recovering the event-by-event correlation between the muon and the recoil. This corresponds to the mitigation power of the systematic uncertainty due to the knowledge of the $W$ $p_T$ spectrum. Despite the efforts dedicated, it is very hard to estimate, with a simple figure of merit, the recovered correlation and no immediate way of determining it has been individuated.

The brute force way followed is performing the $W$ mass fit with different $W$ $p_T$ spectra in pseudo-data and templates (emulating the DATA/MC discrepancies), but this is discussed in the last chapter.

In the following of this section, first, the proper convergence of the regression is tested through two procedures: a local check consisting in the comparison of predicted
and real distributions; a particular global check called \textit{sum of pdfs}.

Then, the performances of $pk$ and $mnpk$ estimators are compared with PF and TK recoil using several figure of merits: residual corrections and resolution estimators.

### 5.3.1 Regression - network convergence check

In order to check if the regression, and thus the fit of the DNN parameters, had converged well, it would have been necessary to check - in each single corner of the phase space - if $P(\ln(e1), e2|x)_{\text{true}}$ is well described by

\[
P(\ln(e1), e2|x)_{\text{predicted}} \sim f_{\ln e1}(\ln(e1); \bar{\alpha}_{e1}(x_1)) \times f_{e2}(e2; \bar{\alpha}_{e2}(x_2))
\]

and, eventually, perform a statistical test. In practice this is impossible given the high number of dimensions of the $x$ space: no reasonable statics will never be enough to do a fine binning in $\sim 20$ variables and perform a significant statistical test on it.

It is however possible to approximate the above investigation by binning in only one or two variables. For meaningful results, it is convenient to choose the variables more correlated with the recoil true value, so that a reasonable division of the phase space is obtained without loosing too much statistic, binning in almost useless variables. This procedure has been extensively done in the early stages of the work and one more time after the training of the final regression. In fig. 5.6, the distribution of $\ln(e1)$ and of $e2$, in an illustrative bin of the $x$ space, are shown to exemplify the procedure. It is important to choose the bins boundaries in order to have a reasonable statistics of non less than 1000 events, so that the procedure has some statistical meaning even in the very important part of the tails. In each bin, it is then compared the distribution of the correction coefficients (blue) with the pdf predicted by functions $f_{\ln e1}$ and $f_{e2}$, whose parameters are set to the average of the predicted values on the events populating the bin (red). Even if this is clearly an approximation, the function obtained in this way can be used for a qualitative comparison. It is also interesting to report the result of a dedicated fit (dashed black), performed in each bin, at the correction coefficient distribution with a function of the same form of $f_{\ln e1}$ or $f_{e2}$. The parameters of this fitting function are set maximizing the likelihood.

Even if this is just a rough figure of merit, a good agreement has been found in all the plots checked. This has been considered a good qualitative proof that the functions $f_{\ln e1}$ and $f_{e2}$ can provide a satisfactory description of the conditional probability.
Figure 5.6: Distribution of the correction coefficient $\ln(e1)$ (left) and $e2$ (right) in a $W\,MC$ sample identical but statistically independent from the one used for the regression training. Specific cuts, reported on the top of both plots, have been applied to check the regression performance in this illustrative bin. The total integral of the histograms is 9000, which contains in the $4 \cdot 10^{-4}$ of the $W\,MC$ sample. The red line presents the regression average prediction in this bin. The black dashed line is a fit to the presented distribution performed with the same function used by the regression.

5.3.1.1 Sum of pdfs closure

A powerful tool to check the global convergence of the regression is to compare the sum of the predicted probability in each single event with the integrated distribution. This procedure, called sum of pdfs plot, is performed on the testing sample; a sample equal to the one used for training but statistically independent.

To explain how these plots are built, it is useful to consider again the example of the Gaussian variable $y$ presented in fig. 5.2. There, the variable of which the probability is predicted by the regression, in each event, is $y$. The procedure to build the sum of pdfs plot is hereafter explained following the sketch in fig. 5.7: first, a histogram of the integrated distribution of the $y$ variable in all the events is built (black points); then, for each event the probability of $y$ given the observed $x$ is predicted through the regression, converted to an histogram and normalized to unity (bottom blue distributions); finally, all the unity histograms are summed together and compared with the integrated distribution (right of the equal sign).

The convergence of this plot is, formally, a necessary but not a sufficient condition for the convergence of the regression. However, since no bias is induced on the $W$ mass analysis in case of bad convergence of the regression, the goal for which this plot is used is to check for a general and qualitative agreement. In addition, the agreement between the integrated distribution and the sum of pdfs depends also on the goodness of the model. If the fitting function $f$ is not a good model for $P(y|x)$, the agreement...
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Figure 5.7: Sketch illustrating the procedure to build the sum of pdfs plots. Integrated distribution of the y variable is compared with the y probability predicted by the regression in each event summed altogether.

is not satisfactory even when the fitting has converged to its best value.

Application on the regression  This approach has been extensively used to check the performance of the DNN regression on the recoil. In fig. 5.8 the sum of pdfs plots for the two fitted coefficients in the recoil regression are shown. The agreement

Figure 5.8: Sum of pdfs plots for the two correction coefficients which are targeted by the regression: ln(e1) on the left and e2 on the right.

is qualitatively very good and the ratio plot below each distribution shows that the
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description of the integrated pdf of both correction coefficients is at the 10% level. It has to be noticed that, on the right plot, the asymmetry is given by the fact that - for technical reasons - the correction signs are always taken in the direction of the angle $\Delta \phi_{tk-ntnpv}$.

Furthermore, the same procedure of sum of pdfs plots can be applied to the predicted distribution of recoil. Fig. 5.9 shows a very good agreement in both the recoil magnitude (left) and angular (right) distribution. In the left plot, three different distributions of

![Figure 5.9: Sum of pdfs plots for the recoil in the scale-angle frame. In the plots it is presented a comparison between generator level distribution (black) for which the regression has been trained, sum of pdfs from DNN (blue). It is also reported the TK distribution of the recoil angle and the magnitude distribution of a TK recoil whose modulus has been scaled for 1.8.](image)

the recoil magnitude (i.e. bonson $p_T$) are shown. As can be seen from the underlying ratio plot, the generator level distribution (black) is reproduced by the sum of pdfs from DNN (blue) with a order 5% agreement, whereas the TK recoil scaled for 1.8 - factor which should recover the correct scale on average - is worse than 10%.

A similar figure is presented for the angular distribution. The TK recoil is affected by the detector axis displacement with respect to the beam axis: it produces the periodical wiggle in the green curve of the right plot in fig. 5.9. Once again, the sum of pdf plot made with the DNN regression shows a better agreement than TK recoil. The increased flatness in the angular distribution is a sign of the successful deconvolution of detector effects.

The sum of pdfs figure of merit has also been checked in different bases for the recoil (e.g. $x - y$), but no significant difference has been found.
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5.3.2 Goodness event-by-event of recoil estimators

The above subsection demonstrated how the regression has reasonably converged. That is important to be sure that all the information in the input variables has been properly exploited, crucial to have meaningful event-by-event estimators. It is now important to check how that estimators behave in estimating the recoil.

For this goal, the distribution of the residual corrections is studied for different recoil estimators, using events from the $W$ MC sample. The residual correction on the magnitude is defined as the logarithm of the ratio between the estimated and true recoil modulus ($\ln(h^{\text{est}}/h^{\text{ref}})$). The residual correction on the angle is defined as relative angle between the estimated and true recoil ($\phi^{\text{ref}} - \phi^{\text{est}}$). In fig. 5.10 the residual correction

![Figure 5.10: Distribution of the residual correction needed event-by-event to recover the MC information for the TK recoil, STK18 (TK with magnitude scaled by 1.8), PF recoil and the two point-like estimators produced with the DNN regression. In the x axis title, the superscript est stands for estimator (i.e. pk, TK, ..), whereas the ref stands for reference (i.e. MC).](image)

on magnitude and angle of a given experimental estimator of the recoil is presented. The left plot, showing the distribution of the ratio between reconstructed and true MC recoil magnitude, addresses for a significant improvement of the two DNN regression estimators (PK and MNPK in green) with respect to the classical estimators (TK, STK18 and PF in blue). In particular, the improvement on the magnitude can be quantified mentioning that the mn npk distribution (dotted green) has a RMS of 0.73, whereas the STK18 has a RMS of 0.96.

Similar conclusions are suggested by the right plot, in which it is clear that the angle estimated with the PK recoil (peak of the predicted distribution, the one used also in mn npk) has a better resolution than the TK or PF recoil one. The pk distribution has a RMS of 1.24 rad, whereas the TK one of 1.32 rad.

In addition, the distributions of the scalar resolution $|\Delta h|$ and of the event-by-event
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Error on the transverse mass are reported in fig. 5.11. The same experimental estimators of the recoil used before are compared. The left plot shows that, as the maximum likelihood principle suggests, the estimator built using the peak of the predicted distributions for $P(\vec{h}|x)$ has very good performances: its distribution has higher peak, smaller tails and thus a smaller average. The mean has a value of 10.1 GeV for pk, 11.1 GeV for mnpk, 11.3 GeV for TK and 12.4 GeV for STK18.

As discussed in the previous chapter, scaling the TK recoil to recover on average the right modulus makes the estimator less performing and, indeed, the solid blue line of STK18 had a smaller peak.

A similar conclusion is addressed by the right plot which shows the $\Delta M_T^2$ distributions. The PK recoil is slightly better but still comparable with the TK one. The mnpk recoil however presents a clearly broader distribution and is than expected to have a larger statistical uncertainty in the $W$ mass fit.

Finally, it is interesting to compare directly the recoil magnitude distribution for the different estimators. Fig. 5.12 reports the generated spectrum in red, the classical recoil definitions in blue and the regression derived estimators in green. As well as for sake of comparison, that plot is important to underline that the event-by-event estimators do not have to reproduce the integrated spectrum but have to give a reasonable estimation of the recoil in a precise event. The peaky form of green distributions derives from the fact that the information passed to the regression is not enough to completely specify the recoil event-by-event. The estimators built are still affected by the generated recoil distribution. Indeed, the MNPK recoil is peaked around the mean of the red distribution and the PK recoil around its peak.

![Resolution plot for different experimental recoil estimators. The magnitude of the 2D resolution on the recoil is reported on the left and the difference between the transverse mass computed with MC truth variables and reconstructed variables is reported on the right.](image)
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![Recoil magnitude distribution](image)

Figure 5.12: Recoil magnitude distribution for the different estimators. In red the true generated distribution, in blue the classical recoil definitions and in green the estimators derived from the regression.

The bottom line of all these control checks is that the new recoil definitions, obtained with the semi-parametric regression technique, are improving the resolution on magnitude and angle. The improvement is instead less sizable on recoil and transverse mass resolution. As a conclusion, these plots are not enough to judge the various recoil definitions: the performances have to be evaluated also in terms of systematic uncertainty on the $m_W$ fit.
Chapter 6

Systematic uncertainties

The crucial point of the whole $W$ mass analysis is the proper evaluation of systematic uncertainties. In this last chapter, the original work done in order to assess that problem is presented with the purpose of, first, quantifying the differences between the new and old definitions of the recoil and, then, showing a possible procedure which assesses the systematic uncertainties related to the recoil in a future $W$ mass measurement.

The dissertation starts with an introduction of how systematic uncertainties arise in the measurement and what is the framework which allows to factorize part of them. The second section describes the procedure used to fit the $W$ mass in this work.

In the third section, the importance of the model assumed for the boson production is discussed. Several definitions of the recoil are compared and ranked based on their sensitivity to the assumed $W$ $p_T$ spectrum. The value of that estimated systematics, obtained when different definitions of the recoil are used, is considered as a figure of merit to compare and rank the definitions themselves.

The remaining part of the chapter discusses the systematic uncertainties induced by imperfect description of the recoil in the simulation and how it is possible to modify the MC in order to increase the agreement with data. In sec. 6.4, recoil distribution in $Z$ events is compared between data and simulation. In sec. 6.5, it is introduced a novel morphing technique which is used to correct the recoil in simulated events in which a $Z$ boson decays into a muons pair. Data and simulated events with the same $Z$ kinematics - as measured with the leptons - are particularly interesting since any difference here can only be due to modeling of the recoil. Given the similarity of $W$ and $Z$ production, is then possible to improve the simulation of $W$ events, porting the corrections derived for the $Z$ simulation to the $W$ simulation.
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In sec. 6.6 the necessary modifications to the $Z$ simulation are derived and quantitative tests are presented to show the accuracy of the procedure. Finally, in sec. 6.7 possible problems in porting the corrections derived using the $Z$ boson to the $W$ simulation are discussed.

6.1 Systematic effects and factorization scheme

In the $W$ mass measurement, systematic uncertainties arise from differences between data and simulation used to produce templates to fit the data distributions.

In the following, we assume that differences between data and simulation in the selection process produce negligible systematic effects in the distributions of interest. Eq. 4.1 shows that biases on the transverse mass distribution can happen only if the pdf $P(p_\mu, h, \Delta \phi(\vec{p}_\mu, \vec{h}) | m_W)$ is different in data and simulation, due to imperfections in the simulation. In this pdf, muon and recoil variables are correlated through the boson kinematics. For this reason it is useful to split the variables of interest in the following groups:

- $z$: \{\(p_T^{(W)}, \phi_W, p_z^{(W)}, M\)}, which identify the boson kinematic.
- $x$: \{\(h_{tk}, N_{tk}, \ldots\}\}, which are the input variables to the recoil definition.
- $y$: \{\(h, \Delta \phi_h\}\}, which re-parametrize the recoil.
- $t$: \{\(p_\mu, \Delta \phi_\mu\}\}, which identify the muon kinematic.

where $\Delta \phi_v = \Delta \phi(\vec{v}, \vec{p}_W) = \phi_v - \phi_W$ stands for the angle in the transverse plane between the vector $\vec{v}$ and the flight direction of the boson.

With these definitions, the pdf of the transverse mass distribution can be split in the convolution of three pdfs:

$$P(M_T) \sim P(t, y) = P(t \mid z) \cdot P(y \mid z) \cdot P(z)$$

(6.1)

For a fixed boson kinematics $z$, recoil and muon can be treated as independent. This fact remarkably simplifies the estimation of systematic uncertainties and allows a factorization of muon and recoil.

The agreement of the boson kinematic distributions $P(z)$ between data and MC has to be fixed \textit{a priori} and specifically at generator level, developing better calculations. However, the relevance of these discrepancies for the $W$ mass analysis depends on the
ability to measure the recoil. As shown in fig. 4.7, the transverse mass distribution built with MC truth level variables has almost no dependence on the $W_pT$ spectrum: a good definition of the recoil mitigates the requirement on the agreement of the $W_pT$ spectrum between data and MC. In particular, in the next section the systematic uncertainty given by the accuracy of the simulation of the $p_T$ spectrum is explored and used as figure of merit to rank the different definitions of the recoil.

In all the following discussions, two reasonable assumptions are considered: i) $P(y \mid z)$ does not depend on the boson mass $M$ and azimuthal angle; ii) $P(y \mid z)$ is the same for $W$ and $Z$ events. When these holds, it is possible to improve the data-MC agreement learning the correction to be applied in $Z$ events - where $z$ variables can be measured - and then apply it on $W$ MC.

Finally, given the goal of this chapter, in the following all the effects of $P(t \mid z)$ are neglected. At the same time, all the procedure presented are independent from $P(t \mid z)$, in the working hypothesis that it will be properly studied for the final $m_W$ measurement.

Given the precision target of the $W$ mass measurement, comparing qualitatively the transverse mass distribution when known discrepancy are injected is not enough. Even sub-percent differences may induce bias in the $m_W$ parameter extraction of few MeV. To estimate the bias induced on the $W$ mass a proper fit has been performed.

### 6.2 $W$ mass fitting procedure

The fitting procedure here presented is not the one used for a CMS measurement. However, it is a good and fast approximation of that fit and is satisfying for the purpose of systematic uncertainty evaluation.

The fit is based on a template fitting procedure. It consists in the comparison between a histogram, representing the data or the pseudo-data transverse mass distribution, and several template histograms built using different mass hypothesis. Often in this thesis, pseudo-data and templates are obtained from two MC which differ for a known (i.e. injected) difference. In the MC used to build templates, different mass hypothesis distributions are obtained, starting from the unmodified one generated with $m_W = m_W^{(PDG)} = 80.385$ GeV, through a re-weighting procedure. Several sets of weights are created, one for each different masses considered. The weights for a given mass shift are computed considering the Bright-Wigner formula for resonances production: the idea is to assign to each event a weight $w$, which is the ratio of production probability in the desired $m_W$ hypothesis divided by production probability in the $m_W^{(PDG)}$. 

hypothesis. In the approximation that all the factors in the production cross section do not change, except the denominator of the Bright-Wigner:

\[ w = \frac{\sigma_{\text{new}}}{\sigma_{\text{PDG}}} \approx \left( \frac{M^2 - M^2_{\text{PDG}}}{M^2 - M^2_{\text{PDG}}} \right)^2 + \frac{\Gamma_W M^2_{\text{PDG}}}{\Gamma^2_W M^2_{\text{new}}} \]

where \( M_{\text{new}} = M_{\text{PDG}} + \Delta M \), being \( \Delta M \) the shift in the \( W \) mass parameter and \( \Gamma_W = 2.085 \text{GeV} \) the boson natural width. This expression of the weight is just an approximate form because it does not take into account the relation between the mass and other parameters such as \( \Gamma_W \), the couplings and so on. However, it holds under the assumption that \( \Delta M \ll \Gamma_W \), which is verified in the presented situation since there is no reason to explore the region \( \Delta M \gg 100 \text{ MeV} \).

The best fit value of the \( \Delta M \) parameter is then chosen as the value whose relative hypothesis template better describes pseudo-data.

There are two crucial points on which this procedure stands: the definition of the histograms and the choice of the decision test used to indicate the best \( \Delta M \) hypothesis. The former has been observed to have a sizable impact on the \( \Delta M \) best fit value, but a negligible effect on the qualitative comparison between different recoils. This means that event selection and histogram feature will play a role in the exact determination of \( m_W \) but also that, for the scopes of this work, this procedure is stable enough to compare the recoil definitions.

It is not useful to exploit the full \( W \) mass spectrum since the \( m_W \) information is brought mainly by events in which the recoil is small and the muon is at \( \eta \sim 0 \) in the boson reference frame. Hence, the additional event selection applied on \( W \) events, on top of the one described in sec.4.3.1, is \( 33.4 \text{ GeV} < p_\mu < 52.7 \text{ GeV} \) and \( h_{TK} < 17.6 \): the additional efficiency is of 80%. This selection, resembling the selection applied in literature for the \( m_W \) measurement, has been developed for historical reasons on \( Z \) and then scaled for \( M_W^{(\text{PDG})}/M_Z^{(\text{PDG})} \) to be applied on \( W \). In addition, the histograms definition is variable independent: the transverse mass distributions, built with the different recoil definition, are taken only between the 25% and 90% quantile and split into 50 bins. The quantile cut is performed because the tail of the spectrum are very sensitive to the production mechanism and little sensitive to the boson mass.

Pseudo-data are scaled such that the number of events, after the selections declared in sec.4.3.1, is 25M: this number represents the expected sample size when the whole CMS statistics is used. Templates histograms are then forced to the same normalization of pseudo-data.

The decision test, chosen to pick the best \( \Delta M \) hypothesis, is the likelihood ratio test.
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In practice, for computational reasons, it has been effectively approximated with a $\chi^2$ scan. A similar approach holds when the bin content is large enough to approximate the Poisson distribution with a Gaussian one. This is the case for the transverse mass histograms since they are filled with about 1M of events divided almost evenly into 50 bins and no tails are present because are removed by the cut on quantiles (example in fig. 6.3 right).

For each mass hypothesis template, the likelihood to the data is quantified by the $\chi^2$ value, computed as

$$\chi^2 = \sum_{i=1}^{50} \frac{(n_i^T - n_i^D)^2}{n_i^T}$$

where $i$ runs on the bin number and $n_i^T (n_i^D)$ refers to the template (data) histogram $i$-th bin content.

The $\chi^2$ values obtained in the different mass hypothesis are then fitted with a parabola $f(\Delta M) = a \cdot \Delta M^2 + b \cdot \Delta M + c$. The best fit value of mass displacement is determined as the minimum of the parabola $\Delta M^* = -b/2a$ and the expected statistical uncertainty as the value in which the $X^2$ is 1 larger than its minimum, $\sigma_{\text{stat}} = 1/\sqrt{a}$. The uncertainty on these two parameters, given by the parabola fit uncertainty, has been checked to be always negligible.

One of the main goal for which this fit is performed in this thesis is to have a comparison between different experimental definitions of the recoil, so the fitting procedure is often performed in parallel for different choices of the recoil estimator (i.e. TK, PF, mnpk, ...).

Since templates and pseudo-data are always chosen in a way in which they are statistically dependent, it has to be remarked that the cited $\sigma_{\text{stat}}$ is not a value representing the variation of $\Delta M^*$ in this fit. However, since in all the histograms used $\sqrt{n_i}/n_i \ll 1$, $\sigma_{\text{stat}}$ is a good estimation of the statistical uncertainty on $m_W$, when the MC statistics used to build the templates is much higher than the one present in data (i.e. can be neglected) and the data sample is of 25M (after the selections in sec.4.3.1).

6.3 Effect of boson kinematic mismodeling

This section is dedicated to the study of the systematic error induced on the $W$ mass measurement by the differences in the boson $p_T$ spectrum between data and MC. For a visual comparison of data-MC differences, a sample of $Z$ decaying in two leptons is used as a proxy of the $W$. Fig. 6.1 shows the spectrum of reconstructed $Z$ bosons (i.e.
the sum of four-vectors of the reconstructed muon pair) in data and MC. It is clear

![Comparison between reconstructed Z kinematic distributions in data and MC](image)

*Figure 6.1: Comparison between reconstructed Z kinematic distributions in data and MC: the transverse momentum is shown on the left and the longitudinal momentum is shown on the right.*

that discrepancies of order 10% are present. Even if this is not the ultimate MC that
will be used for the measurement, it is useful to consider the present situation as a
possible and conservative scenario.

In the following subsection, a sample of W MC is used to compare the effectiveness of
different recoil definition in mitigating the transverse mass dependence on the W \( p_T \) spectrum.

### 6.3.1 Estimating the systematic uncertainty

To estimate the bias induced on the W mass from the differences in the boson \( p_T \) spectrum, a fitting procedure, as described in sec. 6.2, has been performed. First of all, it
has to be noticed that, considered the present literature (see sec. 3.2.3), the expected
size of the effect on \( m_W \) is of O(10 MeV). This makes it sub-leading to the expected
statistical uncertainty, which given the available MC sample is expected to be about
25 MeV. The statistical uncertainty would have been a limiting factor to investigate
the systematic of interest and then a workaround has been adopted to isolate the W \( p_T \) effect. The idea is to fit a W MC sample with templates made by a copy of itself. In
this way the effect of the finite statistics in pseudo-data and templates is canceled by
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the fully statistical dependence of the two samples and the limited amount of available MC is enough to have a meaningful result.

In order to evaluate the effect of the boson \( p_T \), pseudo-data have been re-weighed to artificially modify the \( p_T \) spectrum. Different sizes and shapes of the re-weighting have been tried: fig. 6.2 reports, in the central and in the left plot, the ratio between the distribution of pseudo-data \( W p_T \), before and after the re-weighting, for two different scenarios. The size of the re-weighting is quantified using a percentage value: that is

\[
\begin{align*}
0.50 & \text{ Variation 0.0 percent} \\
0.9 & \text{ Variation 1.0 percent} \\
0.95 & \text{ Variation 3.0 percent} \\
1 & \text{ Variation 5.0 percent}
\end{align*}
\]

Figure 6.2: Left and center: Ratio between the pseudo-data \( p_T \) spectrum before and after the re-weighting. A linear discrepancy of different size has been tested with the left plot, whereas a power law exponentially dumped has been tested in the central plot. Right: For sake of comparison, it is here reported the ratio of the \( p_T \) distribution form \( Z \) data and a pythia only MC tested by the CMS \( W \) mass analysis group.

because the weights are first computed with a given shape and an arbitrary size and then scaled by the reported percent factor before being applied. The percent value has been chosen in a way that resembles the maximum size of the effect.

Even if the artificial modification may seems sizable, it induces a very tiny variation of the \( p_T \) spectrum and an even smaller variation on the transverse mass template. Fig. 6.3 shows the distribution of the boson transverse momentum and transverse mass for the linear re-weighting of the pseudo-data presented in the left plot of fig. 6.2. It is clear that the effect on \( W \) mass can not be appreciated just looking at ratio plots but only a proper fit can give a quantitative estimation of the differences induced by the re-weighting.

Once that pseudo-data have been obtained following the above procedure, an unmodified copy of the same MC - i.e. exactly the same, statistically fully dependent - is used to build templates. In fig. 6.4 the \( \chi^2 \) scan for the STK18\(^1\) recoil is reported for four different linear re-weighting sizes. The full circle represents the \( \chi^2 \) value of the template made in the hypothesis of the \( \Delta M \) value reported on the \( \hat{x} \) axis, whereas

\( \text{TK recoil with magnitude scaled by a factor 1.8.} \)

\(^1\text{TK recoil with magnitude scaled by a factor 1.8.}\)
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Figure 6.3: Effects of the linear re-weighting procedure on pseudo-data distributions of boson momentum (left) and transverse mass (right) are reported for different re-weight size. The left plot is normalized in the full range, whereas the right plot content is scaled by a factor 10 in order to resemble the expected CMS statistics.

Figure 6.4: Value of the $\chi^2$ for the mass templates in the range $-100 \text{ MeV} < \Delta M < 100 \text{ MeV}$, when compared to pseudo-data re-weighted in order to have a linear variation of the $W p_T$ spectrum, as shown in fig. 6.2 left.

different colors refer to the values of the coefficient in front of the re-weighting: the higher is the number in the legend, the more the spectrum is modified. The colored dashed curves reported are the best fit parabola, which clearly give a good description of the points. At the end of this procedure, a set of $\{\Delta M^*, \sigma_{\text{stat}}\}$ values is obtained, one for each $W p_T$ variation size.

The fitting procedure, presented above using STK18 as example, is repeated for transverse mass built using different definitions of the recoil. Fig. 6.5 shows the trans-
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Figure 6.5: Transverse mass fit results for different estimators, obtained fitting half of the W MC sample. The abscissa reports the best fit value $\Delta M^*$ obtained in each scan at different $W_{pT}$ re-weighting sizes. The error reported on it represents the $\sigma_{stat}$ value. The best fit line for each set of points is reported dashed.

verse mass fit results: it reports on the abscissa $\Delta M^*$ obtained in each scan - with the $\sigma_{stat}$ value as its error - and on the ordinate the re-weighting size. Given the small size of the $W_{pT}$ variations, it is possible to fit the point coming from the same recoil definition with a straight line. What is more, the line is not even spoiled by the statistical fluctuation since templates and pseudo-data are statistically dependent. An important cross check is that, when no re-weighting is applied, the $\chi^2$ at its minimum is 0 and this happens for $\Delta M = 0$. This fact is reflected in the minimum position of the black parabola in fig. 6.4 and in the 0 $\hat{y}$-axis interception of all the lines in fig. 6.5. It is also interesting to notice that the $\sigma_{stat}$ value does not significantly depend on the $W_{pT}$ re-weighting: all the error bars for a given color are equal (still fig. 6.5).

At this point, the slope of the fitted line can be used as parameter to quantify the dependence of the $W$ mass analysis on the $W_{pT}$ spectrum knowledge. In particular, the value of the slope is a proxy to assess the recovered correlation between recoil and muon.

As anticipated before, the transverse mass distribution is not completely independent from the $W_{pT}$, even when the true MC recoil is used. As the slope of the black line of fig. 6.5 suggests, the bias on $m_W$ in this case is very small compared to the one for more realistic definitions. A comparison between the performances of the recoil definitions can be already foreseen, but a deeper discussion is presented in the next subsection.
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6.3.2 Recoil definitions ranking

The different recoil definitions can be compared in terms of goodness in mitigating the systematic uncertainty on the $W$ mass, through a comparison of the slopes discussed above. They express an expected bias on the fit in terms of MeV each percent of variation. Even if the output number can not be taken as the effective bias present in a real measurement (the bias depends on the MC and on the fitting procedure that will be eventually used), the comparison of these slopes can be taken as a qualitative way to rank the different definitions. However, it is important to consider simultaneously the expected statistical uncertainty too. Indeed, it is possible to build variables less dependent on $W\, p_T$, but also with a small dependence on $m_W$ and, thus, less effective in the measurement. A trivial and extreme example of this behavior is to fit, instead of transverse mass, a variable not correlated with the $W$ (e.g. fitting the distribution of the number of PU vertexes): it may be not dependent on $W\, p_T$, but the $\chi^2$ will be completely flat. A similar effect is also obtained when the recoil is badly measured and the random component summed to the $W\, p_T$ is bigger than the muon momentum. For each recoil variable used, in fig. 6.6 the bias slope on the abscissa and the expected statistical uncertainty on the ordinate are reported, being the latter estimated as the $\sigma_{\text{stat}}$ when no re-weighting is applied.

A subtle point in the whole procedure is that, even if fully statistical dependent samples are used for pseudo-data and templates, a statistical uncertainty in the determination of the $\Delta M^*$ slope and $\sigma_{\text{stat}}$ is present due to the finite MC sample used. To evaluate this effect, the $W$ MC sample has been divided randomly into 100 sub-samples. The value of the $\Delta M^*$ slope and $\sigma_{\text{stat}}$ is then obtained for each sub-sample, building distributions of these two observables for each recoil definition used. What is then reported in fig. 6.6 is the mean of those distributions, as central value, and a scaled unbiased estimator of the variance, as error box. $\Delta M^*$ slope and $\sigma_{\text{stat}}$ are treated as uncorrelated and the error bar is given by the expression

$$\hat{s}_x = \frac{1}{\sqrt{N}} \frac{(N-3)!}{(N-2)!\sqrt{2}} \sqrt{\sum_{i=1}^{N} (x_i - \bar{x})^2}$$

where $N = 100$ is the number of sub-samples and $x$ is either the $\Delta M^*$ slope or $\sigma_{\text{stat}}$.

The ranking presented in fig. 6.6 can be interpreted as the fact that the recoil definitions, developed on top of the DNN recoil regression, are behaving well in the mitigation of the systematic uncertainty due to the knowledge of the $W\, p_T$ spectrum. On one hand, when the mnpk recoil is used, the fit presents almost the same statisti-
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Figure 6.6: The variables ranking in terms of statistical and $W p_T$ systematic uncertainty. The error box reported represents the statistical uncertainty due to the finite size of the MC sample used.

cal uncertainty as when TK recoil is used, but with $1/3$ of systematics. On the other hand, when mnpk is used, the systematics arising is almost the same as when the PF recoil is used, but with about $1/2$ of statistic uncertainty. Even if almost arbitrary $W p_T$ variation have been used, they have a reasonable shape and are of the same order of magnitude of the expected ones. The results are presented only for linear re-weighting of the $W p_T$ spectrum, but other shapes have been tried and no significant difference has emerged.

Once again, it is useful to keep in mind that the ranking here presented is just a qualitative comparison between different experimental recoil definition; a proper systematic treatment needs to be further developed for a future $W$ mass measurement.
6.4 Systematic on the recoil mismodeling

The previous section has shown the ranking of different recoil definitions based on their sensitivity to the assumed $W$ $p_T$ spectrum. Another criterion is the dependence of the estimated recoil value on the accuracy of the MC simulation. Put differently, it considers how sizable are the data-MC discrepancies in the distribution of the estimated recoil, when the same boson momentum is fixed. For example, it is assumed that the MC overestimates the tracks momentum by 10% and underestimates the neutrals momentum by 50%. Then, the recoil definitions behave as follows: the TK recoil will be on average 10% bigger in MC than in data, whereas PF recoil will be about 40% smaller. The usage of PF will induce bigger differences on the transverse mass distribution and, thus, a bigger bias in the fit.

As a second example, it is assumed now that MC describes perfectly the sum of the tracks momentum but overestimates their number, which is directly proportional to the boson momentum. In this case, TK recoil behaves the same in data and MC and no bias is present on $m_W$. The MNPK recoil, instead, does not behave the same and its usage brings a bias in the $m_W$ fit. Indeed, for a fixed number of tracks, the regression prediction is the same and so is the $mnpk$ recoil. However, the true boson value is different in data and MC. Given the factorization scheme of eq. 6.1 and assuming that $P(z)$ will not exactly compensate the differences in $P(z \mid x)$, a difference in $P(x \mid z)$ is induced. As discussed later, this reflects directly into differences in $P(y \mid z)$, which bring differences on the transverse mass distribution and, eventually, a bias in the $m_W$ fit.

The remaining sections go through the systematic uncertainties induced by the recoil modeling and report a trial of MC calibration.

The $W$ mass measurement reports a bias if $P(y \mid z)$ is not equal in data and MC. Since $y = f(x)$,

$$P(y) = P(x) \frac{1}{f'(x)} = \frac{P(x \mid z)P(z)}{f'(x)}.$$  

So, assuming a perfect description of $P(z)$, the discrepancy between DATA and MC in $P(y)$ arises from a discrepancy in $P(x \mid z)$; such discrepancy is present and is due to mismodeling that happens in hadronization, fragmentation and detector simulations. Even if the source of the recoil disagreement comes from the $x$ space, it is more convenient to treat directly the $x$-induced differences on the $y$ space. That is because, first of all, it reduces the space dimensions and, secondly, only the $y$ variables enter in the $W$ mass measurement. Discrepancies among the $x$ not affecting the $y$ can be neglected.
The core idea is to evaluate how much $Z$ data and MC differ from each other and to fit corrections of the $y$ variables, conditional to the $z$ variables, in order to remove this difference. Here, and from now on, for $z$ is meant only a subset of the previously defined variables made of \{\(p_T, p_z\)\}.

In this reduction of the $z$ space, an assumption is introduced: the $y$ variables probability has to be independent from the mass of the boson and from the boson azimuthal angle. The bottom line is that this should derive from the cylindrical symmetry of both production and detector. If such assumption is not verified, the procedure is not complete and further morphing has to be developed to correct the remaining disagreement.

This procedure of fitting corrections can be performed only on $Z$, since $z$ variables are not measured in $W$ data. However, given the similarities in the production mechanism between $Z$ and $W$, the correction derived on the $Z$ sample can be ported on the $W$ one. Indeed, both $W$ and $Z$ are produced by a quark-antiquark annihilation and no main differences in the recoil, at fixed boson momentum, are expected.

For this and 6.6 whole sections, only $Z$ data and $Z$ MC are used.

### 6.4.1 Differences between data and simulations

Differences between data and MC are present in the $x$ variables, but they are very hard to investigate. In fig. 6.7 the ratio plots between data and MC distribution, in two example variables, are reported for different bins of the $Z$ boson kinematics. The bins are defined by cuts in the two variables $p_T^{(Z)}$ and $p_z^{(Z)}$: two cuts in each variable are set and then combined to form the four possible regions, indicated in the plots by the four different colors. Even if the bin size is relatively big (see the plot’s legend and compare it with fig. 6.1), the statistics available is not enough to clearly identify differences and, on top of this, it is even harder to foresee what is the effect on the rest of the $W$ mass analysis.

As discussed before, looking directly at discrepancies between $y$ variables is more effective: those are the variables which should be really distributed in the same way both in data and MC. Before discussing quantitatively the recoil modeling effect, it is useful to introduce the correction procedure which will be used to improve the agreement between data and MC. It is called *multi-dimensional morphing* and it practically consists in the derivation of a function which changes the values of the recoil scale and angle in each MC event, in order to have a distribution of $P(y \mid z)$ similar to the one in data.
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The interest in improving the data-MC agreement goes far beyond the $W$ mass analysis. In high energy physics this is a recurrent problem and its applications range from precision measurement to searches.

The way to pursue the improvement presented in this section consists in the derivation of a function, called morphing function, which transforms the variable of each event in order to restore a general agreement in the desired distribution(s). The explicit form of that function is fixed by a machine learning algorithm and its parameters by a dedicated training.

One of the main technical achievements of this thesis, after the convergence of the DNN semi-parametric regression, is the development of a general purpose multi-dimensional morphing, where multi-dimensional indicates that more than one variable is simultaneously changed in each event. Since the purpose is more general than the single $W$ mass, the procedure is discussed in a conceptual framework.

Given two sets of variables\footnote{The symbol $\sim$ means "distributed as". This implies that both $f$ and $g$ are functions $\mathbb{R}^n \times \mathbb{R}^m \to [0,1]$ and are normalized to 1: they are two probability density functions.}$\{y, z\} \sim f(y, z)$ and $\{y', z'\} \sim g(y', z')$, both with values

![Figure 6.7: Ratio plot of the distribution of two example x variables (TK recoil magnitude on the left and number of tracks on the right) in four different bins of the boson kinematic phase space.](image)
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in $\mathbb{R}^n \times \mathbb{R}^m$, having a morphing procedure means to determine a function $M : \mathbb{R}^n \rightarrow \mathbb{R}^n$ such that the conditional probability $P(M(y) \mid z = z_0)$ is equal to $P(y' \mid z' = z_0)$ for every acceptable values of $z_0$. The new $y$ variables obtained after the application of the morphing function $\bar{y} = M(y)$ are called morphed variables. In other words, the morphed variables $\{M(y), z\} \sim h(M(y), z)$ are such that $g(y, z)|_{z = z_0}$ and $h(y, z)|_{z = z_0}$ have the same shape (i.e. different just for a normalization factor) for each fixed value of $z_0$.

In short, morphing a variable into another means to change the first one in order to have the same distribution of the second one, potentially in a way which is conditional to some other variables.

That is exactly what we are interested in for the MC calibration of the $W$ mass analysis. Indeed, we want to check the differences in $P(y \mid z)$ between data and MC of $Z$ events, learn how to modify the MC to better describe data and finally apply the learned correction to the $W$ MC. In particular, the recoil variables have to be morphed conditionally to the boson transverse and longitudinal momentum. The morphing function is the correction that we need to apply to MC in order to make it more similar to the data.

Quantile mapping

The problem of defining a morphing function that maps a variable into another is usually faced, in the 1D case, by a quantile mapping procedure. Given two variables $x \sim f(x)$ and $y \sim g(y)$, the morphing identifies the function

$$M(x) = G^{-1}(F(x))$$

as the one such that the transformed variable $x' = M(x)$ is distributed as $x' \sim g(x')$, where capital letters $F$ and $G$ indicate the cumulative distribution function (CDF). Applying the function $M$, as above defined, means essentially to map a value of the $x$ variable with the one having the same CDF value in the $y$ distribution, as illustrated in fig. 6.8.

This procedure is well defined only in 1D because there is no unique definition of the CDF in higher dimensions. However, it is possible to extend the quantile mapping concept in order to reach the goal of a multi-dimensional morphing.
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Figure 6.8: Sketch of the quantile mapping procedure.

6.5.1 Procedure for a $n$-dimensional $k$-conditional morphing

Before describing the procedure, it is useful to recap what a quantile regression is and how it works. After that, the dissertation will go through the details of the quantile morphing procedure developed in this work.

Quantile regression

Quantile regression \[51\] is a type of regression analysis used in order to estimate the quantiles value. In particular, it is used to fit a function $f_\tau(x)$, which describes the value of the $\tau$-th quantile of the distribution of a $y$ variable, conditionally to a set of variables $x$.

Since in principle the number of dimensions of $x$ can be arbitrarily high, a machine learning algorithm is used to describe the functional form of $f_\tau(x)$. Specifically, a BDT \[52\] is used in the following, even if approaches with DNN have been tried too. Practically, if the goal is to fit the value of the $\tau$-th quantile of $P(y \mid x)$ using a function defined with a BDT, it is necessary to choose the BDT parameter in a way in which the following loss function is minimized:

$$\text{loss} = E_y[\rho_\tau(y - u(x))]$$

where $\tau$ is a fixed quantile, $u(x)$ is the BDT prediction, $E_y$ is the expectation value on the $y$ sample, the function $\rho_\tau(z) = z (\tau - I_{(z<0)})$ and $I$ is the indicator function. A straightforward informal demonstration can be obtained directly minimizing the loss.
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function
\[ \frac{\partial}{\partial u} \left( E_y[\rho_y(y - u)] \right) \bigg|_{u=q} = - (\tau - 1) \int_{-\infty}^{q} f(y)dy - \tau \int_{q}^{\infty} f(y)dy = 0 \]

which can be re-written as
\[ (1 - \tau)F_y(q) - \tau(1 - F_y(q)) = 0 \]

and that is solved by the value of \( q \) which satisfies \( F_y(q) = \tau \).

When the BDT training (i.e. fitting) phase is over, the function \( f_\tau(x) \) can be used to predict the position of the \( \tau \)-th quantile of \( P(y \mid x) \). A specific training for each value of \( \tau \) is needed, since the \( \tau \) value is fixed to a given value in the loss function.

The morphing procedure

To achieve a morphing procedure on a multi-dimensional distribution of a set of variables \( y \) and conditional to the set of variables \( x \), the idea is to merge the quantile mapping with the quantile regression. Quantile mapping is applied on the quantile regression output. In short, the method to map the full space proceed recursively:

- The morphing for the first variable \( y_1 \in y \) is fitted conditionally to the \( x \) space.
  - The morphing is performed with a quantile mapping, where the quantile values are provided by the quantile regression.

- The morphed set of \( \bar{y}_1 \) is computed.

- The morphing for the second variable \( y_2 \in y \) is fitted conditionally to the \( \{x, \bar{y}_1\} \) space.

- The morphed set of \( \bar{y}_2 \) is computed.

- The morphing for the third variable \( y_3 \in y \) is fitted conditionally to the \( \{x, \bar{y}_1, \bar{y}_2\} \) space.

- ... 

The choice of the variables order is free and the final result is always to have a morphing of \( P(y \mid x) \).

A more detailed description follows: the notation used refers to sec. 6.5.

The starting point consists in training two sets of quantile regressions: one set for the
quantiles of the conditional distribution of the \( y_i \); one set for the target associated \( y'_i \) variable. For example, nine quantile regressions are trained for \( y_1 \) and nine for \( y'_1 \), addressing the values of \( \tau = 0.1, 0.2, \ldots, 0.9 \). For each value of \( \tau \) and for each variable a BDT is trained. When the BDTs training phase is over, 18 functions are calculable: \( q_{1,\tau_i}(x) \) with \( i = 1, \ldots, 9 \), one for each value of the quantile of \( P(y_1 \mid x) \); \( q'_{1,\tau_i}(x) \) with \( i = 1, \ldots, 9 \), one for each value of the quantile of \( P(y'_1 \mid x) \).

The morphed values of \( y_1 \), called \( \bar{y}_1 \), are then computed for a fixed value of \( \{y_1, x\} \): i) the points in a 2D old-new space are built pairing the values of the quantiles of \( y \) and \( y' \)

\[
\{\{q_{1,\tau_1}(x), q'_{1,\tau_1}(x)\}, \ldots, \{q_{1,\tau_9}(x), q'_{1,\tau_9}(x)\}\};
\]

ii) a function \( M_1 \) is built interpolating with monotonic piecewise cubic Hermite polynomial the above set. Outside the first and the last predicted quantile, linear extrapolation is used; iii) \( \bar{y}_1 \) is computed as \( \bar{y}_1 = M_1(y_1) \).

The computation is performed for all the events (i.e. for all the \( \{y_1, x\} \)) and the full set of \( \bar{y}_1 \) is obtained.

Now, to take care of the \( n - 1 \) dimensions, which still need to be morphed, the same procedure is repeated, adding the already morphed variable(s) \( \bar{y} \) together with the conditional variables \( x \).

For example, a second dimension \( y_2 \) is chosen and the probability \( P(y_2 \mid x, \bar{y}_1) \) is morphed to be the same as \( P(y'_2 \mid x, y'_1) \). This procedure is repeated until all the \( \bar{y} \) have been computed. All the morphing function can be joined to obtain the function \( M \) which transforms the \( y \) in

\[
\bar{y} = M(y, x) = \{\bar{y}_1, \bar{y}_2, \bar{y}_3, \ldots\} = \{M_1(y_1, x), M_2(y_2, x, \bar{y}_1), M_3(y_3, x, \bar{y}_1, \bar{y}_2), \ldots\}
\]

The obtained \( \bar{y} \) has the same \( x \)-conditional probability density function as the \( y' \). It has to be remarked that the order in which the \( y \) variables are morphed does affect the explicit form of \( M \), but does not affect the results.

### 6.6 Recoil modeling effect and calibration

A slightly better qualitative view, with respect to comparing the \( x \) variables, can be given by the comparison between the distributions of the \( y \) variables. In fig. 6.9, four different plots are reported showing the comparison between data and MC in the two \( y \) variables, for the TK recoil definition and for the mnpi definition. The recoil
distribution after the morphing of $y$, conditionally to $z$, is also reported. It has been fitted in order to morph the $Z$ MC into $Z$ data. The three different colors identify the

distributions of data, bare MC and MC after that a morphing procedure, as the one explained above, has been applied to recover the differences in the $y$ variables. As it is clear from the ratio plots, the agreement for the TK variables is slightly better and this is of course due to the fact that less factors enter in the definition and, thus, less discrepancies can be induced. In addition, it is clear that the morphing procedure has

Figure 6.9: Recoil variable distributions for the TK (top) and $mnpk$ (bottom) recoil definitions. For each variable the three different colors identify the data distribution (black), the bare MC distribution (red) and the MC distribution after the morphing procedure (blue). Ratio plots are also shown below each plot between the data and the other two distributions.
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remarkably improved the agreement between data and MC, lowering the ratio to the percent level. A particular feature interesting to underline is the disagreement in the lower part of the recoil magnitude spectrum for mnpk recoil (bottom left plot, around 5 GeV). This effect can be reduced by increasing the number of quantiles in that region: the wiggles are due to the approximation introduced by the morphing interpolation or extrapolation.

Even if from these plots it can be seen that the corrections to the recoil are performing well, it is hard to understand if the agreement level is good enough for the \( W \) mass analysis and at what bias size can induce a similar situation on the \( m_W \) parameter.

A proper way to quantify the data-MC agreement for what matters the \( W \) mass measurement is to perform the fit for the \( m_W \) extraction. For this purpose, a machinery similar to the one used in sub. 6.2 is used. Specifically, it has to be remarked the importance of using statistical dependent samples to create pseudo-data and templates, since the bias remaining after the morphing will hopefully be very small and the finite statistics effect might be large enough to cover it.

In the following, all the morphings have been performed on the two \( y = \{ h_r, \Delta \phi_r \} \) variables (\( r \) being \( TK, PF \) or \( mnpk \)), conditionally to \( p_T(Z) \) and \( p_z(Z) \).

6.6.1 Procedure check

In order to verify the whole morphing plus fitting procedure, a preliminary closure test has been performed using \( Z \) MC only. The full sample has been randomly split into three, nominally MC0, MC1 and MC2. Then, two morphing functions have been fitted: \( M_{0 \rightarrow 1} \), which should transform the MC0 into MC1; \( M_{0 \rightarrow 2} \), which should transform the MC0 into MC2. These two functions have been applied on MC0, practically obtaining three copies of MC0: the original unmodified one \( MC0_0 \); \( MC0_1 \) (\( MC0_2 \)) obtained when \( M_{0 \rightarrow 1} \) (\( M_{0 \rightarrow 2} \)) is applied. The three \( MC0_i \) are fully statistical dependent and the only differences are introduced by the morphing function. Indeed, the three copies are identical except for the \( y \) variables, which show differences introduced by the morphing. These differences belong to two types: random fluctuations, given by the statistical independence of the samples used to fit the morphing functions; and, potentially, bias effects introduced during the morphing fitting and application, due to imperfect convergence, interpolation or extrapolation.

To quantify the differences among the copies of MC0, three fits, similar to the ones used in subsec. 6.2, have been performed. The fitted distribution is the one of the transverse mass computed using the mnpk recoil. The bottom line is to use a MC0
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copy as pseudo-data and a different MC0 copy to build the templates. For each possible combination of MC0 copies, the sample is further split in 100 sub-samples and the fit performed in each of them. The bias distribution on the mass resulting from the fit is reported in fig. 6.10 for all the combinations. It is clear that, the expected result for a positive output of the test, is to have all the three distributions with a mean compatible with 0. This is the case, since the three obtained distribution means are (referring to the plots from left to right): $-12.6 \pm 13.5$ MeV, $-2.7 \pm 16.8$ MeV and $-20.2 \pm 17.6$ MeV.

The uncertainty on the mean, of order 20 MeV, is due to the limited amount of MC available. The size of this uncertainty - of the same order for all the fits that will be presented in the following - fixes the level of precision at which the calibration can be tested today. Larger MC samples will be needed for the final measurement.

6.6.2 Systematic assessment before calibration

A morphing function between $Z$ data and $Z$ MC has been derived for three different sets of $y$ variables: TK, PF and mnRK. The morphing has been fitted conditionally to the reconstructed $p_T^{(Z)}$ and $p_z^{(Z)}$ of the di-muon system. These morphing functions are meant to be the MC calibration for the corresponding recoil. They have been applied to the $Z$ MC obtaining a data-like copy with all the same variables, except the recoil ones given, instead, by the morphing.

To asses the systematic present when no morphing is applied, it is possible to perform a $m_W$ fit to pseudo-data made with the data-like copy of the $Z$ MC, with templates made with the unmodified copy (i.e. bare $Z$ MC). Once again, pseudo-data and templates are statistically dependent and the only differences are introduced by the morphing procedure. As before, the samples are split in 100 sub-samples and the mean, with its
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uncertainty, is used as estimator of the bias. Tab. 6.1 reports the results in the case in

<table>
<thead>
<tr>
<th>Recoil estimator used in $M_T^2$</th>
<th>Average bias [MeV]</th>
<th>Average bias error [MeV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>mnpk</td>
<td>140</td>
<td>14</td>
</tr>
<tr>
<td>PF</td>
<td>-80</td>
<td>24</td>
</tr>
<tr>
<td>TK</td>
<td>28</td>
<td>11</td>
</tr>
</tbody>
</table>

Table 6.1: Average mass bias and its uncertainty obtained in the fit between data-like Z MC and Z MC. The result obtained when different experimental recoil estimators are used is reported.

which the three different recoil definitions are used. As expected, the more information a definition uses, the higher is the bias. Specifically, none of the variables reports a bias compatible with 0 and all of them have a average value which is much higher than the precision goal of the $W$ mass analysis.

This is the reason why the morphing is really necessary and a recoil calibration is of crucial importance.

6.6.3 Systematic assessment after calibration

Even if the morphing between data and MC developed above has been used to asses the systematics when the bare MC is used to fit data, actually it is the correction to be applied to the recoil on MC in order to better describe data. In principle, the same morphing function used to obtain the mnpk recoil in the data-like Z MC can be applied to the $W$ MC and then use the latter to build templates for the fitting of $W$ data. Given this, it is interesting to understand at what level the morphing has converged and what is the residual bias on the mass after the calibration.

For this reason, a further morphing has been fitted between the original Z MC and the data-like one. A third copy of Z MC, called data-like 2, is then obtained applying the latter morphing function to the original Z MC. A sketch summarizing the procedure followed to obtain the data-like 2 Z MC is shown in fig. 6.11. The bottom line is that the differences between data-like and data-like 2 should be of the same order of the differences between data-like Z MC and Z real data. Under this assumption, a quantitative estimation of the residual bias after the morphing can be obtained performing a mass fit between pseudo-data, made with the data-like MC, and templates, made with the data-like 2 MC. It has been followed the same procedure, explained in the previous paragraph, of splitting in sub-samples and taking the averages as bias estimator. The results, reported in tab. 6.2 have been computed only in the case in which TK or mnpk
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![Diagram](image)

Figure 6.11: Sketch explaining the morphings trained and applied to obtain the data-like 2 \( Z \) MC. The dashed lines, connecting two samples, indicate that a morphing has been trained to modify the sample on the full circle side, in order to have the same \( P(y \mid z) \) pdf of the sample on the empty circle side. The full lines represent the application of the morphing with the same color: the sample indicated by the arrowhead is produced by the application of the fitted morphing to the sample from which the arrow starts. Different colors indicate different morphings.

<table>
<thead>
<tr>
<th>Recoil estimator used in ( M_{T}^{2} )</th>
<th>Average bias [MeV]</th>
<th>Average bias error [MeV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>mnpk</td>
<td>-11.2</td>
<td>9.8</td>
</tr>
<tr>
<td>TK</td>
<td>-14.4</td>
<td>7.6</td>
</tr>
</tbody>
</table>

Table 6.2: Average mass bias and its uncertainty obtained in the fit between data-like 2 \( Z \) MC and data-like \( Z \) MC. It is reported the result obtained when different experimental recoil estimator are used.

Bias on \( Z \) mass after MC recoil calibration

In particular, it is interesting to notice that in both cases the uncertainty on the residual bias of order 10 MeV makes the result compatible with 0 within 2 RMS, meaning that the size of our MC sample does not allow us to identify any relevant effect remaining after the morphing. Since it is important for a \( W \) mass measurement, aiming to a competitive precision, to investigate uncertainties well beyond 10 MeV, it will be necessary to repeat similar studies when a definitive version of the MC will be individuated. In addition, since the bias uncertainty scales approximately with the square root of the MC sample size, a MC sample at least 9 times larger is desirable for future developments.

Anyway, it is interesting to remark how the morphing procedure developed in this work is able to correct the recoil distribution in the MC, in order to better describe real data, conditionally to the boson kinematics. The agreement between the target
and corrected distribution, estimated indirectly with the auxiliary data-like $Z$ MC copy, has been tested up to the equivalent level on $m_W$ of 10 MeV.

6.7 Porting the calibration from $Z$ to $W$

The assumptions that make this procedure meaningful and complete for the $W$ mass are multiple. The MC calibration procedure heavily relies on the fact that, at fixed boson kinematics, the recoil behaves in the same way for $Z$ and $W$. In particular, the assumption under which the morphing derived on the $Z$ samples has the same performances on the $W$ one is even stronger. Considering the way in which the MC to data morphing functions is obtained, it must be true that the distribution of $P(y \mid z)$ is the same in $Z$ and $W$, both in MC and data. More explicitly: $P(y \mid z)$ has to be the same between $Z$ and $W$, in both data and MC:

$$P(y \mid z)^Z_{MC} = P(y \mid z)^W_{MC} \quad \text{and} \quad P(y \mid z)^Z_{data} = P(y \mid z)^W_{data}$$

If this does not hold, the corrections derived on the $Z$ are not effective in improving the data-MC agreement on the $W$.

Given the experimental constraints, it is impossible to fully check the validity of this hypothesis, because in the $W$ data the boson momentum can be reconstructed only through the recoil since the neutrino is not detected, hence the $z$ variable are not present at reconstruction level in that sample. In addition, the MC/data calibrating morphing between $Z$ MC and $Z$ data has been obtained conditionally to the reconstructed $z$ variables. A workaround is needed to apply the morphing on the $W$ MC sample.

6.7.1 Generated instead of reconstructed boson kinematic variables

An effective and rough way of facing the problem that no reconstruction level variables are available for the $W$ events, is to simply use, instead, the generator level ones. So, even if the morphing for the $y$ variables has been fitted on the $Z$ sample, conditionally to the reconstructed $z$ variables, it is instead applied passing the MC truth variables to the interpolation algorithm. To test the effectiveness and quantify the bias introduced by this approach, the $Z$ MC is
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once more used. Starting from the original copy of the Z MC, a new data-like gen copy is obtained replacing the recoil variables with the ones computed applying the data-MC morphing function in the way described above. As usual, to quantify the effect on the W mass extraction, a fit to the transverse mass spectrum is performed, using pseudo-data made with the data-like MC and templates made with the new data-like gen MC. Results of the bias obtained fitting the 100 sub-samples are reported in fig. 6.12 when the TK or mnpk recoil is used. In both cases the mean is compatible with zero within one or two standard deviations. It is then possible to draw the conclusion that, given the level of accuracy reachable with the current statistics, training the morphing on reconstructed level boson kinematics variables and applying it on generator level one produce a bias of order 10 MeV or less.

A different workaround to this gen-reco problem is to artificially smear the MC truth level neutrino momentum in order to obtain a detected neutrino with a behavior similar to muons. It can then be used to simulate a reconstructed W from the dilepton pair which should be equivalent to the reconstructed Z. For sake of time, this alternative approach has not been tested.

6.7.2 Intrinsic MC differences between Z and W

This section discusses the differences of the recoil in Z and W at fixed boson kinematics, assumed null in the previous sections. Differences can be induced, for example, by the different flavors of the quarks which annihilate into the boson. For instance, as discussed in sec. 4.1.1, a larger contribution to the Z production is given by the b and c quarks.
6.7. PORTING THE CALIBRATION FROM Z TO W

To quantify these differences two morphings have been trained: one to morph the \( y \) variables (conditionally to the usual \( p_T \) and \( p_z \)) of the Z MC into the W MC; the other one vice versa. Through their application, a copy of the Z MC W-like and a copy of the W MC Z-like are obtained.

Given the small size of the differences, it is impossible to quantify, or even identify, some effects by looking at the ratio plot of the recoil distributions before and after the morphing.

For this reason, the effect has been quantified performing the mass fit on the transverse mass spectrum in a way similar to what has been done in the previous paragraphs. The original unmodified copy of the MC has been used to build pseudo-data, whereas

<table>
<thead>
<tr>
<th>Pseudo-data</th>
<th>Templates</th>
<th>Average bias [MeV]</th>
<th>Average bias error [MeV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>bare Z MC</td>
<td>W-like Z MC</td>
<td>1.9</td>
<td>11.6</td>
</tr>
<tr>
<td>bare W MC</td>
<td>Z-like W MC</td>
<td>-36.2</td>
<td>9.4</td>
</tr>
</tbody>
</table>

Table 6.3: Average mass bias and its uncertainty obtained in the W/Z morphing cross checks. Both fits are performed to the transverse mass distribution computed using the mnpk recoil. The samples are divided into 100 sub-samples and the average of the biases obtained is reported.

the \( W \)-like (for Z MC) and the \( Z \)-like (for W MC) copies have been used to build templates. It has been explored only the case in which mnpk is used. The average bias value obtained in the 100 sub-samples is reported in tab. 6.3.

The output of this double cross check has not been fully understood yet. On one hand, the average on the Z sample is largely compatible with 0 but, on the other hand, the average on the W sample is three standard deviations away from it. Even if further studies are needed to better understand this discrepancy, it can be stated that the assumption that \( P(y | z) \) is equal in Z and W MC holds at least until the level of few tens of equivalent MeV on \( m_W \).

Finally, it has to be remarked that no other quantitative approaches to estimate the goodness of the above assumption have been found in literature, even if both ATLAS and CDF measurement explicitly use it. Given the absence of possible comparison, it is hard to fully trust this last result or to set an expected level of precision required.

Without any doubt, a deeper investigation of this phenomenon is crucial in order to properly understand the systematic uncertainties of the W mass measurement. Preliminary results are encouraging, but further efforts are needed.
Chapter 7

Conclusions

The $W$ mass measurement is one of the more interesting challenges that the physics at the energy frontiers is facing. The LHC is nowadays providing a good experimental environment to explore new and more accurate approaches to this topic. The CMS experiment intends to exploit this opportunity and is indeed setting up all the tools for a $W$ mass measurement of unprecedented precision.

Considered the amount of data gathered, the systematic uncertainty will represent the limiting factor. From the experimental point of view, one of the most fertile fields for original and innovative contributions is the study of the recoil system, which is produced in association with the $W$ boson. The original work presented in this thesis has vastly explored this topic.

Studies conducted at generator level on the $W$ and $Z$ boson production mechanism set the basis of a deeper understanding of the recoil origins. A solid definition of the recoil has been justifiably preferred with respect to the previous used MET concept. The investigation of the recoil phenomenology has remarked that the CMS acceptance limits deeply affect the detection of a sizable part of the particles constituting the recoil.

In the $W$ mass analysis the recoil enters mainly in the computation of the transverse mass. The distribution of this variable presents, at MC level, a sizable peak due to the correlation between the muon from the $W$ decay and the recoil. The correlation, and then the peak, is slightly reduced by the muon experimental reconstruction. On the contrary, the experimental effects, which limit the precision of a recoil measurement, considerably sculpt the transverse mass shape.

The main reason for using the transverse mass in the $W$ mass analysis consists in the fact that its distribution has a little dependence from the boson transverse momentum.
The better the recoil is measured, the smaller is this dependence and the smaller is the required accuracy of the MC simulation. Being a 2D vector, the recoil presents a series of technical difficulties. One of the most important is that a precise measurement of both the magnitude and the angle is crucial. In addition, there is not a unique figure of merit which can be used to evaluate the recoil measurement performances. A good estimator is $|\Delta \vec{h}|$, which is often of the same size as the recoil magnitude itself. Finally, also the difference between the true and the reconstructed transverse mass ($\Delta M_{T}^{2}$) is interesting, since it is correlated to the statistical uncertainty on the $W$ mass fitted value.

One of the main achievements of this thesis is the development of a novel approach to the recoil measurement. Using a semi-parametric regression based in dense neural networks, the probability distribution function of the recoil vector is predicted, as a function of the observed features of the event. The trustworthiness of this prediction has been tested and found at the satisfactory level of few percent.

Two point estimators of the recoil vector have been derived using the mean (MNPK) and the most probable value (PK) of the recoil pdf predicted by the regression. A comparison with previously used recoil estimators (TK and PF) has underlined the superior quality of the approach presented in this thesis: in particular, both magnitude and angle of the recoil are measured with a precision of few percent better. This is reflected in an improvement in both $|\Delta \vec{h}|$ and $\Delta M_{T}^{2}$ figures of merit.

Recoil related systematic uncertainties arising in the transverse mass fit, for the $W$ mass measurement, are discussed. Those are due to discrepancies between the data and the MC simulation used in the template fitting procedure. In particular, since the transverse mass depends only on three scalar variables, their joint probability has to be studied: the muon transverse momentum; the recoil transverse momentum and their relative angle on the transverse plane. Given the $W$ boson role, all the correlation between recoil and muon passes through it. As a result, the systematic uncertainties (i.e. the differences between data and MC) can be divided into three independent sources: the muon simulation accuracy at fixed boson kinematics; the recoil simulation accuracy at fixed boson kinematics; and the boson kinematics prediction.

The latter is studied in this work. The systematic uncertainty induced by the knowledge of the $W p_T$ spectrum has been estimated in several scenarios. The value obtained when different definitions of the recoil are used has been computed and used to rank the definitions. The new definitions developed in this work demonstrate to be a substantial improvement. In particular, when the MNPK recoil is used, the fit presents $1/3$ of the systematic with respect to the approach used by CMS in its last public result. This
number can be used as a benchmark but not as a proper estimation of the uncertainty that will be present in future CMS measurements. The MC which will be used and the final fitting strategy need still to be defined.

A further substantial part of the work consists in the development of a novel method to increase the agreement between data and MC. Based on the systematic factorization scheme mentioned above, it is called *quantile morphing* and uses a quantile mapping on top of a quantile regression to modify, event-by-event, the recoil in MC. The major improvement is that the corrections are derived in a way to obtain the agreement in the 2D angle-magnitude recoil distribution and conditionally to the boson longitudinal and transverse momentum. This method has been applied on $Z$ events since the boson properties are available in both MC and data, of course at reconstruction level.

The bias induced by the recoil modeling on the $Z$ mass measurement, when a $W$-like approach is used, has been computed. When the bare MC is used, it has been estimated to be several tens of MeV. After the recoil correction, it has been verified to be compatible with 0 up to the level of 10 MeV, being the available MC sample size the limiting factor.

Finally, the porting of the MC calibration from $Z$ to $W$ sample is discussed. Two main points are faced: the morphing is derived on $Z$ as a function of the boson reconstructed variables, but there is no such feature in $W$ events; the conditional probability of the recoil, given the boson kinematic, has to be the same in $Z$ and $W$ for the calibration to be effective. A solution to the former is studied. The usage of generator level boson kinematic variables instead of the reconstructed level ones has been tested to induce a bias on the $W$ mass of order 10 MeV or less. The latter point has been investigated with a cross check of $Z$ events morphed to $W$ ones and viceversa. The bias induced on the mass extraction has been estimated to be at the level of few tens of MeV. A similar quantitative test has never been performed before, hence no similar studies are present in literature. Preliminary results are encouraging, but further efforts are needed.

### 7.1 Future developments

This section is devoted to discuss possible or natural developments to the work exposed in this document.

In order to improve the studies presented in this thesis, a larger MC sample is needed. The reached level of 10 MeV in the systematic uncertainty estimation is not satisfactory for a precise $W$ mass measurement. The morphing procedure discussed above has to be tested up to few MeV and possible further improvements have to be
investigated in order to increase the data/MC agreement. When a new and bigger MC sample will be available, it will be interesting to repeat the analysis presented in the last chapter and possibly develop it to the level of the proper $W$ mass measurement. Furthermore, it is of crucial interest to deepen the study about the discrepancies, between $W$ and $Z$ MC, in the recoil distribution at fixed boson momentum. The studies performed in this work suggest that discrepancies of $O(10 \text{ MeV})$ may be present. Unfortunately, no similar numerical estimation is present in literature and so further trials are required to know if those discrepancies are real or morphing induced. A very fast test of repeating the $W - Z$ cross check selecting only the light flavor production has been tried but no significant results have been obtained. The physics inducing the discrepancies still needs to be properly individuated and, possibly, the induced bias computed with a few MeV precision.

An additional interesting point about systematics to be further explored is the understanding of the induced uncertainty from the $W p_T$ spectrum knowledge. Even if the fitting procedure presented in this work is a very effective solution, it requires a non-negligible amount of time and is a very high level figure of merit. It is important to isolate the feature of the recoil which mitigates the dependence of the transverse mass variable from the boson $p_T$, so that it can be explicitly improved. During the thesis, a sizable effort has been dedicated to the study of this topic but no crucial result has been obtained.

The recoil regression is also a fertile field for future studies. Remaining in the current framework, a study to optimized the DNN hyper-parameters and architecture is of sure interest and can bring to order 10% improvement in a limited amount of time. For instance, the effect of additional variable should be carefully studied. Inspired by the procedure developed for the multi-dimensional quantile morphing, it is interesting to test a regression where one of the two variables has as input the predicted value of the other one. In this way, possible correlation among the variables can be properly treated. Trials addressing the usage of a different recoil architecture are also required for maximizing the regression performances.

A great impact on the $W$ mass analysis can instead be made by a better usage of the information coming from the regression in each event. For example, an estimator of the predicted recoil pdf width (variance, FWHM, ...) contains information about the accuracy on the recoil value point prediction; it would be interesting to investigate the effects of exploiting such information in the fitting procedure. A possibility in this direction is to use the inverse of the predicted recoil pdf variance as weight of each event.
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Besides the small improvements quoted above, a major framework revolution can also be studied. Machine learning techniques are today far more developed than simple dense neural networks. In this thesis, the regression is fed with high level features ($S_{TK}$, $R_{ntnpv}$, ...) because the DNN architecture is suitable for problems with a fixed number of inputs and whose information is meaningful standalone. To explain with a ground level example, using singularly all the tracks in the event is not possible with DNNs because their number varies every event. In addition, single tracks are meaningless and the information stands in the event as a whole. However, more sophisticated approaches, such as convolutional neural networks (CNN) or long-short time memory networks (LSTM), are able to deal with different problems. Specifically, in the early stages of the thesis, it has been tried to convert the event into a 2D $\eta - \phi$ color map of the detected particles. The map has then be fed to a CNN targeting, as the DNN discussed in the thesis body, the recoil pdf. A similar approach is more suitable to exploit the full information detected, staring also from the low level features. A full development of this approach has not been fulfilled for time requirements but, given the extraordinary capabilities that CNN has shown in a broad class of application, it might be interesting to invest few months on this topic.

The LSTM approach has never been tried for recoil measurement but is widely used by the CERN community ([53] and [54]). A possible way to apply it to the recoil is to feed the network with all the detected particles ordered with a physics induced metrics, such as angular distance or transverse momentum. Two possibilities are here suggested, but a broader spectrum of approaches is available and already implemented in common Python or C++ libraries.

Finally, a direct application of the DNN regression can deliver a standalone measurement of the $Wp_T$ spectrum, unfolded by detector effects. Looking at the sum of pdfs plots shown in sec.5.3.1.1 it is clear that a regression can be optimized in order to describe the generator level boson $p_T$ spectrum. Using the sum of pdfs is effectively equivalent to perform unbinned unfolding of the detector effects. Now, no experimental measurement of the $Wp_T$ in the soft range with a fine binning has never been published. Nevertheless, a similar result would be of great interest for the theoretical community which needs it to improve the computation used for MC simulations. An unbinned measurement of the $Wp_T$ can then represent an important measurement to be delivered in less than one year. No trials have been performed in this direction during the thesis. Even if the DNN regression can be applied straightforward, a precise and demanding study on the systematic uncertainty is required to finalize the measurement idea here exposed.
Appendix A

DNN training details

As explained in sec. 5.2.2, for each parameter of the fitting functions a DNN has been trained: 4 in parallel for $\ln(e_1)$ and 5 in parallel for $e_2$. The training consisted in fitting the conditional probability of the correction coefficient in a $W$ MC sample, selected according to the criteria explained in sec. 4.3.1. 70% of events have been used as training sample and 30% as testing sample. The loss function used is respectively the negative logarithm of the $f_{\ln e_1}$ and $f_{e_2}$ functions, opportunely normalized to 1 (crucial for the meaningfulness of the procedure). The architecture chosen for all the DNNs has three hidden layers, an input layer where all the $x$ are passed and an output layer made by a single neuron. The hidden layers have, from the nearer to the input to the output, respectively 100, 50 and 8 neurons. The activation function chosen for all the hidden layers is a Leaky Relu:

$$
\phi(x) = \begin{cases} 
  ax, & \text{if } x < 0 \\
  x, & \text{if } x > 0 
\end{cases}
$$

where the parameter $a$ has been fixed to the value of 0.2. The output neurons which give values to the $\alpha_1$, $\alpha_2$ and $\sigma$ parameters of both correction coefficients have an exponential activation function so that their output is necessary positive. The $\mu$ parameter output neuron of $\ln(e_1)$ has a linear activation function, whereas the one for $e_2$ has a sigmoid scaled to take values in $[-\pi, \pi]$. The starting values of bias parameters $b_i$ are initialized according to a Glorot Uniform, while a Glorot Normal is used for the weights $w^i_j$ starting values. The total number of free parameters for each DNN is of order $22k$. The fitting procedure, which takes about five hours on a standard laptop using the keras library [50], consists of 100 epochs with a batch size of 200 events. The mini-
mizing algorithm which has been chosen is adam [55] with a decay of learning rate of $1 \cdot 10^{-6}$ and a clip norm set to 1.
Furthermore two callbacks are set during the training: early stopping on the loss function of the testing sample with patient 8 and a reduce learning rate on plateau of 0.3 with patient 3 on the loss function of the training sample.
The details of the minimizing algorithm choice and hyper parameter (DNN architecture, training parameters, ...) optimization have been explored with several training trails but are not here reported.
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