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Abstract

The decay \[ \Lambda_b^0 \rightarrow \Lambda_c^+ p \bar{p} \pi^- \] is observed using \( pp \) collision data collected with the LHCb detector at centre-of-mass energies of \( \sqrt{s} = 7 \) and 8 TeV, corresponding to an integrated luminosity of \( 3 \text{ fb}^{-1} \). The ratio of branching fractions between \( \Lambda_b^0 \rightarrow \Lambda_c^+ p \bar{p} \pi^- \) and \( \Lambda_b^0 \rightarrow \Lambda_c^+ \pi^- \) decays is measured to be

\[
\frac{B(\Lambda_b^0 \rightarrow \Lambda_c^+ p \bar{p} \pi^-)}{B(\Lambda_b^0 \rightarrow \Lambda_c^+ \pi^-)} = 0.0540 \pm 0.0023 \pm 0.0032.
\]

Two resonant structures are observed in the \( \Lambda_c^+ \pi^- \) mass spectrum of the \( \Lambda_b^0 \rightarrow \Lambda_c^+ p \bar{p} \pi^- \) decays, corresponding to the \( \Sigma_c(2455)^0 \) and \( \Sigma_c^*(2520)^0 \) states. The ratios of branching fractions with respect to the decay \( \Lambda_b^0 \rightarrow \Lambda_c^+ p \bar{p} \pi^- \) are

\[
\frac{B(\Lambda_b^0 \rightarrow \Sigma_c^0 p \bar{p}) \times B(\Sigma_c^0 \rightarrow \Lambda_c^+ \pi^-)}{B(\Lambda_b^0 \rightarrow \Lambda_c^+ p \bar{p} \pi^-)} = 0.089 \pm 0.015 \pm 0.006,
\]

\[
\frac{B(\Lambda_b^0 \rightarrow \Sigma_c^{*0} p \bar{p}) \times B(\Sigma_c^{*0} \rightarrow \Lambda_c^+ \pi^-)}{B(\Lambda_b^0 \rightarrow \Lambda_c^+ p \bar{p} \pi^-)} = 0.119 \pm 0.020 \pm 0.014.
\]

In all of the above results, the first uncertainty is statistical and the second is systematic. The phase space is also examined for the presence of dibaryon resonances. No evidence for such resonances is found.
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1 Introduction

The quark model of Gell-Mann \(^1\) and Zweig \(^2\) classifies mesons (\(q\bar{q}\)) and baryons (\(qqq\)) into multiplets, and also allows for hadrons with more than the minimal quark contents. In 2015, LHCb observed two pentaquark states in the decay \(A_b^0 \rightarrow J/\psi pK^-\) \(^3\). In the decay channel \(A_b^0 \rightarrow D^{*+}p\bar{p}\pi^-\) \(^4\) charmed dibaryon resonant states could be present. As discussed in Ref. \(^4\), such states could manifest via the decay \(A_b^0 \rightarrow \bar{p} + [cd][ud][ud] = \bar{p} + D^+_c\), where \(D^+_c\) is the dibaryon state with a mass below 4682 MeV/c\(^2\). The subsequent decay of the \(D^+_c\) dibaryon could proceed either via quark rearrangement to the final state \(p\Sigma^0_c\), with \(\Sigma^0_c \rightarrow D^+_c\pi^-\), or via string breaking to the final state \(\mathcal{P}_c(\bar{u}[cd][ud])\), which could involve a lighter, yet undiscovered \(\mathcal{P}_c\) pentaquark state, \(\mathcal{P}_c^+ \rightarrow \mathcal{P}_c(\bar{u}[cd][ud])p\), with \(\mathcal{P}_c \rightarrow D^{+}_c\pi^-\) \(^4\). The discovery of any of these decay modes would test the predictions of quantum chromodynamics and the fundamental workings of the Standard Model.

In this Letter, the first observation of the decay \(A_b^0 \rightarrow A_b^{+}\) \(\bar{p}\bar{p}\pi^-\), referred to as the signal channel, is reported. A measurement is made of its branching fraction relative to the normalisation channel \(A_b^0 \rightarrow A_b^{-}\) \(\bar{p}\bar{p}\pi^-\), labelled as \(\mathcal{B}_r \equiv \frac{\mathcal{B}(A_b^0 \rightarrow A_b^{+}\pi^-)}{\mathcal{B}(A_b^0 \rightarrow A_b^{-}\pi^-)}\). The resonance structure within the \(A_b^{+}\) \(\bar{p}\bar{p}\pi^-\) system is also explored, and significant contributions are found in the \(A_b^{+}\) \(\pi^-\) spectrum from the \(\Sigma_c(2455)\) and \(\Sigma_c^*(2520)\) resonances, hereinafter denoted as \(\Sigma_{c}^{0}\) and \(\Sigma_{c}^{*0}\). The ratios of branching fractions between decays via these resonances and the \(A_b^0 \rightarrow A_b^{+}\) \(\bar{p}\bar{p}\pi^-\) decay are also reported. The phase space is also examined for the presence of dibaryon resonances. No evidence for such resonances is found. The measurements in this Letter are based on a data sample of \(pp\) collisions collected with the LHCb detector at centre-of-mass energies of \(\sqrt{s} = 7\) TeV in 2011 and \(\sqrt{s} = 8\) TeV in 2012, corresponding to an integrated luminosity of 3 fb\(^{-1}\).

2 Detector and simulation

The LHCb detector \(^5\) \(^6\) is a single-arm forward spectrometer covering the pseudorapidity range \(2 < \eta < 5\), designed for the study of particles containing \(b\) or \(c\) quarks. The detector includes a high-precision tracking system consisting of a silicon-strip vertex detector surrounding the \(pp\) interaction region, a large-area silicon-strip detector located upstream of a dipole magnet with a bending power of about 4 Tm, and three stations of silicon-strip detectors and straw drift tubes placed downstream of the magnet. Different types of charged hadrons are distinguished using information from two ring-imaging Cherenkov (RICH) detectors. Photons, electrons and hadrons are identified by a calorimeter system consisting of scintillating-pad and preshower detectors, an electromagnetic calorimeter and a hadronic calorimeter. Muons are identified by a system composed of alternating layers of iron and multiwire proportional chambers. The online event selection is performed by a trigger, which consists of a hardware stage, based on information from the calorimeter and muon systems, followed by a software stage, in which all charged particles with \(p_T > 500\) (300) MeV/c are reconstructed for 2011 (2012) data, where \(p_T\) is the transverse momentum \(^7\). The software trigger requires a two-, three- or four-track secondary vertex with a significant displacement from any PV. At least one charged particle must have a \(p_T > 1.6\) GeV/c and be inconsistent with originating from a PV. A multivariate

\(^1\)Unless explicitly noted, charge conjugate decays are implied.
algorithm is used for the identification of secondary vertices consistent with the decay of a $b$ hadron. Trigger signals are associated with reconstructed particles. Selection requirements can therefore be made on the trigger selection itself and on whether the decision was due to the signal candidate, other particles produced in the $pp$ collision, or a combination of the two. Candidates are selected and classified in one of the following two hardware trigger categories. In the first category, called Triggered On Signal (TOS), the candidate must include a hadron consistent with originating from the decay of a $\Lambda_c^+$ candidate and which deposited enough transverse energy in the calorimeter to satisfy the hardware trigger requirements. The typical value of the transverse energy threshold is around 3.5 GeV/c$^2$. As the $\Lambda_c^+$ baryon is a $\Lambda^0_b$ decay product for both signal and normalisation channels, this choice minimizes the difference between these two channels. The second category, called Triggered Independent of Signal (TIS), comprises events which satisfied the hardware trigger through signatures unassociated with the complete signal decay, either due to a muon with high $p_T$, or a hadron, photon, or electron with high transverse energy deposited in the calorimeters. The efficiencies of the TIS and TOS requirements are different, so the data are divided into two statistically independent samples, one TIS, and the other TOS and not TIS, which will be referred to as TOS for the rest of this Letter.

In the simulation, $pp$ collisions are generated using PYTHIA with a specific LHCb configuration. Decays of hadronic particles are described by EVTGEN, in which final-state radiation is generated using PHOTOS. The interaction of the generated particles with the detector, and its response, are implemented using the GEANT4 toolkit as described in Ref. 14.

3 Candidate selection

The $\Lambda^0_b \rightarrow \Lambda_c^+ p\bar{p}\pi^-$ and $\Lambda^0_b \rightarrow \Lambda_c^+ \pi^-$ candidates are reconstructed using the decay $\Lambda_c^+ \rightarrow pK^−\pi^+$. An offline selection is applied, based on a loose preselection, followed by a multivariate analysis. To minimize the systematic uncertainty on the ratio of efficiencies between signal and normalisation channels, the selection criteria on the $\Lambda_c^+$ candidates are similar between the two channels.

Reconstructed final-state particles in $\Lambda^0_b \rightarrow \Lambda_c^+ p\bar{p}\pi^-$ and $\Lambda^0_b \rightarrow \Lambda_c^+ \pi^-$ decays are required to have a momentum $p > 1$ GeV/c and $p_T > 100$ MeV/c. All final-state particles are also required to be inconsistent with originating from any primary vertex (PV), by rejecting the tracks with a small $\chi^2_{IP}$, where $\chi^2_{IP}$ is the difference in the vertex-fit $\chi^2$ of a given PV with or without the track considered. Protons and antiprotons are required to have $p > 10$ GeV/c to improve particle identification. Candidate $\Lambda_c^+$ decays are required to have at least one decay product with $p_T > 500$ MeV/c and $p > 5$ GeV/c, a good vertex-fit quality, and an invariant mass within $\pm 15$ MeV/c$^2$ of the known $\Lambda_c^+$ mass. The scalar sum of the transverse momenta of the $\Lambda_c^+$ decay products is required to be greater than 1.8 GeV/c. The $\Lambda^0_b$ candidate is reconstructed by combining a $\Lambda_c^+$ candidate with a pion, a proton and an antiproton that are inconsistent with originating from any PV. This combination must form a good-quality vertex, significantly displaced from the associated PV, defined as that for which the $\Lambda^0_b$ candidate has the least $\chi^2_{IP}$. The $\Lambda_c^+$ candidate is required to decay downstream of the $\Lambda^0_b$ decay vertex. The $\Lambda^0_b$ decay time, calculated as $t = m_{\Lambda^0_b}L/p$, is required to be greater than 0.2 ps, where $m_{\Lambda^0_b}$ is the mass, $L$ is the
decay length and $p$ is the momentum of the $A^0_b$ candidate. The $A^0_b$ candidate is also required to have at least one final-state particle in the decay chain with $p_T > 1.7$ GeV/c, $p > 10$ GeV/c, and have at least one track significantly inconsistent with originating from the associated PV by requiring the track to have a large $\chi^2_{IP}$. Final-state tracks must pass strict particle-identification requirements based on the RICH detectors, calorimeters and muon stations. A constrained fit [16] is applied to the candidate decay chain, requiring the $A^0_b$ candidate to come from the associated PV and constraining the $A^+_c$ particle to its known mass. In the case of the search of the resonant contributions, the mass of the $A^0_b$ candidate is also constrained to the known mass.

Cross-feeds from the $\bar{B}^0(\bar{B}^0_s) \to D^+(D^+_s)\pi^-$ decay or $\bar{B}^0(\bar{B}^0_s) \to D^+(D^+_s)\bar{p}\pi^-$ decay with $D^+(D^+_s) \to K^+K^-\pi^-$ or $D^+ \to K^-\pi^+\pi^+$, where either the kaon or pion is misidentified as a proton, are explicitly vetoed when both of the following two conditions are satisfied. First, the mass hypothesis of the proton from the $A^+_c$ candidate is replaced with either the kaon or pion hypothesis, and the resulting invariant mass of the combination is consistent with the known $D^+(D^+_s)$ mass within $\pm15$ MeV/c$^2$. Second, the invariant mass of the $A^+_c$ candidate is set to the known $D^+(D^+_s)$ mass, and the resulting invariant mass of the $A^0_b$ candidate is consistent with the known $\bar{B}^0(\bar{B}^0_s)$ mass within $\pm25$ MeV/c$^2$ for $A^0_b \to A^+_c\bar{p}\pi^-$ decays, and within $\pm45$ MeV/c$^2$ for $A^0_b \to A^+_c\pi^-$ decays.

Further background reduction is achieved using a multivariate analysis based on a gradient boosted decision tree (BDTG) [17]. The BDTG is trained using twelve variables: the vertex-fit quality of the $A^+_c$ and $A^0_b$ candidates, the decay-vertex displacement along the beamline between the $A^0_b$ and $A^+_c$ candidates, the displacement between the decay vertex of the $A^0_b$ candidate and the associated PV, the $\chi^2_{IP}$ of the $A^0_b$ candidate, the angle between the reconstructed $A^0_b$ momentum and the direction of flight from the associated PV to the decay vertex, the smallest $p_T$ and smallest $\chi^2_{IP}$ among the three $A^+_c$ decay products, the $p_T$ and $\chi^2_{IP}$ of the pion originating directly from the $A^0_b$ decay, and the smallest $p_T$ and smallest $\chi^2_{IP}$ between the $p$ and $\bar{p}$ originating directly from the $A^0_b$ decay. The BDTG training is performed using simulated samples for the signal, and data distributions for the background, with reconstructed invariant mass well above the known $A^0_b$ mass. Cross-feeds from the decays $A^0_b \to A^+_c K^+K^-\pi^-$, $\bar{B}^0 \to A^+_c\bar{p}\pi^+\pi^-$ and $\bar{B}^0_s \to A^+_c\bar{p}K^+\pi^-$ are explicitly vetoed during the BDTG-training process by requiring the difference between the reconstructed $b$-hadron mass and its known mass to be greater than $\pm30$ MeV/c$^2$. The BDTG selection is optimized for the figure of merit $S/\sqrt{S+B}$, where $S$ and $B$ are the expected signal and background yields within $\pm30$ MeV/c$^2$ of the known $A^0_b$ mass. The initial value of $S$ and $B$ without BDTG selection is obtained from the $A^0_b$ mass spectrum in data. No improvement in the normalisation channel is found using a similar procedure, therefore no BDTG selection is applied. A systematic uncertainty is assessed for this choice in Section 6.

Due to the large number of final-state particles in the $A^0_b$ decays, particles with the same charge may share track segments, representing a possible background. These tracks are referred to as clones, and are suppressed by requiring that the opening angle between any same-charged tracks in the candidate is larger than 0.5 mrad. This selection removes 2% of candidates in the signal sample and 0.1% in the normalisation sample. If multiple $A^0_b$ candidates are reconstructed in one single event, one candidate is chosen at random in the following two cases. First, if the proton from the $A^+_c$ decays is exchanged with that directly from the $A^0_b$ decays, forming two candidates with nearly the same $A^0_b$ mass. Second, if a track from one candidate shares a segment with a track from the another
With these criteria, 2.5% of candidates in the signal sample and 0.1% in the normalisation sample are vetoed. After these selections, 0.8% of events in the signal sample and 0.2% in the normalisation sample contain multiple $\Lambda_0^b$ candidates. No further vetoes on these candidates are applied.

4 Efficiencies

The total efficiencies of the signal and normalisation decays are given by

$$\epsilon_{\text{total}} = \epsilon_a \cdot \epsilon_{\text{rec&sel}} \cdot \epsilon_{\text{trig}} \cdot \epsilon_{\text{PID}},$$

where $\epsilon_a$ represents the geometrical acceptance of the LHCb detector, $\epsilon_{\text{rec&sel}}$ is the efficiency of reconstruction and selection calculated on candidates in the acceptance, $\epsilon_{\text{trig}}$ is the trigger efficiency of the selected candidates, and $\epsilon_{\text{PID}}$ is the particle-identification efficiency. All efficiencies except $\epsilon_{\text{PID}}$ and $\epsilon_{\text{trig}}$ are determined from simulation. The particle-identification efficiency is determined from calibration data specific to each data-taking year, binned in momentum and pseudorapidity of the track in question, as well as in the multiplicity of the event. The trigger efficiency is determined from a combination of simulation and data-driven techniques where the agreement between data and simulation is explicitly verified using the normalisation sample satisfying the TIS requirement. All efficiencies are calculated separately for the TIS and TOS trigger samples, and for data-taking year, due to the difference in centre-of-mass energies. Agreement between data and simulation is improved by applying a per-candidate weight to the $p_T$ and rapidity, $y$, of the $\Lambda_0^b$ baryon in simulated events to match the normalisation sample in the TIS category, which is largely independent of trigger conditions. The $p_T$ and $y$ distributions of $\Lambda_0^b$ produced in $pp$ collision are identical for the signal and normalisation channel, so the same per-candidate weights are applied to the signal sample. The simulated $\chi^2_P$ of the final-state particles and the vertex-fit $\chi^2$ of $\Lambda_c^+$ candidates are weighted to reproduce the data distributions. The ratio between the efficiencies of signal and normalisation channels, $\epsilon_r$, is $(10.00 \pm 0.12)\%$ for the TIS sample and $(11.39 \pm 0.22)\%$ for the TOS sample, including uncertainties due to the limited size of the simulated sample.

5 Fit model and the ratio of branching fractions

The yields in both the signal and normalisation channels are determined from an unbinned extended maximum-likelihood fit to the corresponding invariant-mass spectra with both the TIS and TOS samples combined. The signal is modelled by a sum of two Crystal Ball functions [18] with a common mean of the Gaussian core, and with the tail parameters fixed from simulation. For both the signal and normalisation channels, the background from random combinations of final-state particles is described by an exponential function, whose parameters are left free in the fits and are independent between the signal and normalisation channels. For the normalisation channel, background from the $\Lambda_0^b \rightarrow \Lambda_c^+ \rho^-$ decays, with $\rho^- \rightarrow \pi^- \pi^0$ is modelled by the convolution of an empirical threshold function with a Gaussian resolution. The contribution due to misidentification of the kaon to pion from $\Lambda_0^b \rightarrow \Lambda_c^+ K^-$ is modelled by a sum of two Crystal Ball functions. The parameters of these two background sources are taken from simulation. The fits to the invariant-mass
The systematic uncertainties on the measurement of the ratio of branching fractions are listed in Table I. The total systematic uncertainty is determined from the sum in quadrature of all terms.

First, the uncertainty related to the background modelling is considered. In the signal sample, the exponential function is replaced with a second-order polynomial for the background component. For the normalisation channel, the model is varied by using the sum of two exponential functions. The resulting uncertainty on the ratio of branching fractions is 0.6%. The uncertainties due to the $A_0^0 \rightarrow A_+^c \rho^+\pi^-$ shape parameters are assessed by increasing the width of the Crystal Ball functions by 10%, corresponding to two standard deviations, resulting in a change of 0.1%. The uncertainty due to the $A_0^0 \rightarrow A_+^c K^-$ contribution is estimated by varying the shape parameters by one standard deviation, resulting in an uncertainty of 0.4%. The total uncertainty on the ratio of

Figure 1: Invariant mass distributions of the (a) $A_0^0 \rightarrow A_+^c p\bar{p}\pi^-$ and (b) $A_0^0 \rightarrow A_+^c \pi^-$ candidates. Fit results are overlaid as a solid blue line. For (a), the red dotted line represents the signal component and the green dotted line the background due to random combinations. For (b), the red dotted line is the signal component, the green dotted line is the random combination background, the purple dashed line is the contribution from $A_0^0 \rightarrow A_+^c \rho^-$ and the brown dashed-dotted line represents the contribution from $A_0^0 \rightarrow A_+^c K^-$. Distributions for signal and normalisation channels are shown in Figure 1. In this figure, the TIS and TOS samples are combined. From these fits, $926 \pm 43 \ A_0^0 \rightarrow A_+^c p\bar{p}\pi^-$ and $(167.00 \pm 0.50) \times 10^3 \ A_0^0 \rightarrow A_+^c \pi^-$ decays are observed.

To determine the ratio of branching fractions $B_r$, a simultaneous fit is performed to the signal and normalisation channels, each divided into the two independent trigger categories. The yield of the normalisation sample, $N(A_0^0 \rightarrow A_+^c \pi^-)$, is a free parameter in the fits, whereas the yield of the signal sample is calculated as $N(A_0^0 \rightarrow A_+^c p\bar{p}\pi^-) = B_r \times \epsilon_r \times N(A_0^0 \rightarrow A_+^c \pi^-)$, where $\epsilon_r$ is the ratio between the total efficiency of the $A_0^0 \rightarrow A_+^c p\bar{p}\pi^-$ and $A_0^0 \rightarrow A_+^c \pi^-$ decays. The ratio of branching fractions $B_r$ is shared for the TIS and TOS subsamples. The ratio of branching fractions is measured to be $B_r = 0.0542 \pm 0.0023$. The corresponding signal yields are $677 \pm 29$ for the TIS subsample and $259 \pm 11$ for the TOS subsample; the yields in the normalisation sample are $(124.9 \pm 0.4) \times 10^3$ for the TIS subsample and $(41.9 \pm 0.2) \times 10^3$ for the TOS subsample.
Table 1: Summary of systematic uncertainties and correction factors to the ratio of branching fractions measurement. All uncertainties are given as a percentage of the ratio of branching fractions.

<table>
<thead>
<tr>
<th>Source</th>
<th>Uncertainty (%)</th>
<th>Correction factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Background fit model</td>
<td>0.7</td>
<td>–</td>
</tr>
<tr>
<td>Signal fit model</td>
<td>0.1</td>
<td>–</td>
</tr>
<tr>
<td>PID efficiency</td>
<td>0.3</td>
<td>–</td>
</tr>
<tr>
<td>Tracking efficiency calibration</td>
<td>0.8</td>
<td>0.985</td>
</tr>
<tr>
<td>Kinematic range of final-state tracks</td>
<td>0.7</td>
<td>–</td>
</tr>
<tr>
<td>Hadron interaction</td>
<td>4.4</td>
<td>–</td>
</tr>
<tr>
<td>$p_T$, $y$ weighting</td>
<td>1.0</td>
<td>–</td>
</tr>
<tr>
<td>Trigger efficiency</td>
<td>2.9</td>
<td>–</td>
</tr>
<tr>
<td>Simulated sample size</td>
<td>1.3</td>
<td>–</td>
</tr>
<tr>
<td>Candidates with clone tracks and multiple candidates</td>
<td>0.2</td>
<td>–</td>
</tr>
<tr>
<td>Veto of the reflection background</td>
<td>0.4</td>
<td>–</td>
</tr>
<tr>
<td>$Λ_c^+$ Dalitz weighting</td>
<td>0.2</td>
<td>0.984</td>
</tr>
<tr>
<td>$Λ_c^+$ polarization</td>
<td>0.3</td>
<td>0.987</td>
</tr>
<tr>
<td>Resonant structures</td>
<td>1.8</td>
<td>1.041</td>
</tr>
<tr>
<td>Total</td>
<td>6.0</td>
<td>0.996</td>
</tr>
</tbody>
</table>

the branching fractions due to the background modelling is 0.7%. The signal-model parameterization is changed to a single Hypatia function [19], where the mean and width are allowed to float and all other parameters are taken from simulation, resulting in an uncertainty of 0.1%.

The uncertainty on the relative efficiency of the particle identification is assessed by generating pseudoexperiments. For each pseudoexperiment, efficiencies in different momentum, pseudorapidity and multiplicity bins are determined from independent Gaussian distributions with mean values equal to the nominal efficiencies and widths corresponding to their uncertainties. This procedure is repeated 1000 times, and the width of the resulting efficiency is taken as the systematic uncertainty. This procedure, performed separately for the TIS and TOS samples, results in a 0.13% uncertainty for both samples. Binning effects on the efficiency are estimated by halving the bin size of the momentum distributions, resulting in a relative change of 0.2% for the TIS sample and 0.1% for the TOS sample. The total uncertainty on the relative efficiency for the TIS and TOS samples is then 0.24% and 0.16%, respectively, corresponding to an uncertainty of 0.3% on the ratio of the branching fractions.

Tracking efficiencies are determined with simulated events weighted to match the kinematic properties of dedicated calibration samples. The weights are determined as a function of the kinematic variables, separately for each data-taking year [20]. The kinematic properties of the $Λ_c^+$ decay products are similar for the signal and normalisation samples and therefore provide minor contributions to the total tracking efficiency ratio. The dominant contribution to the systematic uncertainty comes from the knowledge of the $p$ and $\bar{p}$ tracking efficiencies, whose systematic uncertainties are fully correlated. The efficiency correction procedure gives a change in efficiency of 2.0% for the TIS sample and 1.4% for the TOS sample, yielding a total correction factor of 0.985 for the ratio of branching fractions, and a systematic uncertainty of 0.4% for each of the $p$ and $\bar{p}$.
mainly stemming from the finite size of the calibration sample [20]. Due to distinct trigger requirements, the kinematic acceptance of the calibration samples differs slightly from the signal and normalisation channels. A nonnegligible fraction of candidates have final-state particles in a kinematic range outside of the regions covered by the calibration samples. About 20% of the candidates from both channels fall in this category due to the low-momentum pion from the $\Lambda^+_c$ decay. In addition, 10% of the candidates from the signal channel are also affected, mainly due to the pion originating from the $\Lambda^0_b$ decay. For all of these outside-range candidates, the efficiency correction in the nearest available bin is used. As the effects for $\Lambda^+_c$ decays cancel in the relative efficiency, only the additional 10% candidates in the signal channel contribute a 0.7% uncertainty on the relative efficiency. Hadronic interactions with the LHCb detector contribute an additional uncertainty of 2.2% on the ratio of the branching fractions for each $p$ or $\bar{p}$ (4.4% in total), which is obtained from simulation, accounting for the imperfect knowledge of material budget of the LHCb detector [21].

Per-candidate weights depending on $p_T$ and $y$ of the $\Lambda^0_b$ baryon are applied in simulated events to improve the agreements between data and simulation. Systematic uncertainties for the weighting due to the finite size of the normalisation sample are assessed with pseudoexperiments. In each pseudoexperiment, the weights are varied within their uncertainties, and the results are propagated to the ratio of branching fractions. The standard deviation of the obtained distributions is taken as a systematic uncertainty, resulting in 0.65% for the TIS sample and 0.65% for the TOS sample. The systematic uncertainties due to the binning scheme of the weighting in $p_T$ and $y$ are estimated by halving the bin size, or using the gradient boosting, which is an unbinned method of weighting, to check the changes on the relative efficiencies. The resulting systematic uncertainties are 0.43% for the TIS sample and 1.5% for the TOS sample. After propagation through the entire fit procedure, this results in an uncertainty of 1.0% on the ratio of the branching fractions.

Trigger efficiencies for the TOS samples are also assessed using pseudoexperiments which are propagated to the final measurement, resulting in a final uncertainty of 0.1%. The trigger efficiency of the TIS sample is taken from simulation. Its systematic uncertainty is computed from the difference between the TIS efficiency taken from data and simulation for events which are triggered both on the $\Lambda^+_c$ candidate and also on other tracks unassociated to the signal decay. As a result, a systematic uncertainty of 3.9% is assigned for the relative trigger efficiency of the TIS sample, corresponding to an uncertainty of 2.9% on the ratio of the branching fractions.

The effect of the finite size of the simulated sample is assessed by considering the possible variance of the efficiency with weighted samples in a bin of $p_T$ and rapidity of the $\Lambda^0_b$ candidate, given by

$$\sigma_\epsilon = \sqrt{\sum_i \epsilon_i (1 - \epsilon_i) N_i w_i / \sum_i N_i w_i}$$

where for each bin $i$, $N_i$ is the number of candidates, $w_i$ is the single event weight, and $\epsilon_i$ is the single event efficiency. Propagation of this variance results in an uncertainty of 1.3%.

The uncertainty due to the removal of candidates reconstructed with clone tracks and multiple candidates is assessed by applying the same procedure to simulation, resulting in
a difference of 0.2%. Vetoes on the invariant mass of possible cross-feeds may bias the signal mass distributions. An uncertainty of 0.4% is determined by changing the fit range of the normalisation sample to begin at 5450 MeV/c².

The agreement between data and simulation in the $\Lambda_c^+ \to pK^−\pi^+$ decay is also tested by comparing the Dalitz plot distributions. The normalisation sample is weighted in the $m^2(pK^-)$ versus $m^2(K^−\pi^+)$ plane. Due to the smaller sample size of the signal channel, weights obtained from the normalisation channel are applied to the signal. The resulting procedure renders all distributions consistent within one statistical standard deviation. The difference in the ratio of branching fractions is 1.3% smaller than the nominal result, providing a correction factor of 0.984. An uncertainty of 0.2% is determined by using an alternative binning scheme and varying the Dalitz-plot weights by their statistical uncertainties.

The polarization of the $Λ_0^b$ particles has been measured to be consistent with zero [22], but the weak decay of the $Λ_0^b$ baryon may induce a polarization in the $Λ_c^+$ system. In the simulation, it is assumed that the $Λ_c^+$ particle is unpolarized, leading to a difference in angular distributions between simulation and data. A possible effect due to the $Λ_c^+$ polarization is assessed by applying a weighting procedure to the distribution of the $Λ_c^+$ helicity angle, which is defined as the angle between the $Λ_c^+$ flight direction in the $Λ_0^b$ rest frame and the direction of the $pK^-\pi^0$ pair in the $Λ_c^+$ rest frame. This weight is obtained through a comparison between the angular distributions in simulation and data for the signal and normalisation channel individually. Applying this weight to both signal and normalisation channels does not change the efficiency with respect to any of the other possible angles, and leads to a change of 1.1% in the relative efficiency for the TOS sample and 1.4% for the TIS sample. Propagation of these uncertainties leads to a correction factor of 0.987 on the ratio of the branching fractions. An uncertainty of 0.3% is determined by using an alternative binning scheme and varying the single-candidate weights by their statistical uncertainties.

Simulated data are generated using a phase-space model for the $Λ_0^b$ decay, which does not take into account possible resonances in the $Λ_c^+\pi^-p\bar{p}$ system. Upon inspection, clear signals from the $Σ_c^0$ and $Σ_c^{*0}$ resonances are found, as described in Section [7]. To assess the effect of these resonances, the simulation is weighted to reproduce the data. Weights are applied in two invariant mass dimensions, namely the $Λ_c^+\pi^-$ invariant mass and another invariant mass of any two or three body combination. Among these weighting strategies, applying weights in $m(Λ_c^+\pi^-)$ and $m(pπ^-)$ (option 1) leads to the smallest $B_r$, while weights in $m(Λ_c^+\pi^-)$ and $m(p\bar{p}π^-)$ (option 2) leads to the largest $B_r$. A correction factor is computed as the average of the central values of the ratio of branching fractions for the two options divided by the nominal branching fraction, with an uncertainty determined by half the difference between the two ratios of branching fractions. This leads to a correction factor of 1.041 and a resulting systematic uncertainty of 1.8%.

Uncertainties due to the use of the BDTG are tested by repeating the BDTG training and selection procedure to the normalisation channel without variables related to the $p\bar{p}$ pair; the ratio of branching fractions is found to be consistent.
7 Resonance structures in the $\Lambda_c^+\pi^-$ mass spectrum

As the resonant structure of $\Lambda_b^0 \rightarrow \Lambda_c^+ p\overline{p}\pi^-$ decays is unexplored, the resonances in the $\Lambda_c^+\pi^-$ system are studied. An unbinned maximum-likelihood fit of the $\Lambda_c^+\pi^-$ mass is performed for those candidates which pass all the selection criteria for the signal $\Lambda_b^0 \rightarrow \Lambda_c^+ p\overline{p}\pi^-$. The fit shown in Figure 2 yields 59 $\pm$ 10 $\Lambda_b^0 \rightarrow \Sigma_c^0 p\overline{p}$ decays and 104 $\pm$ 17 $\Lambda_b^0 \rightarrow \Sigma_c^{*0} p\overline{p}$ decays.

The signal shapes of the $\Sigma_c^0$ and $\Sigma_c^{*0}$ resonances are given as the modulus squared of the relativistic Breit-Wigner function [15],

$$|\text{BW}(m|M_0,\Gamma_0)|^2 = \frac{1}{(M_0^2 - m^2 - iM_0\Gamma(m))^2}, \quad (3)$$
multiplied by $m\Gamma(m)$, and convolved with a Gaussian resolution determined from simulation. Here, $M_0$ is the known value of the $\Sigma_c^0$ or $\Sigma_c^{*0}$ mass [15], $m$ is the $\Lambda_c^+\pi^-$ invariant mass, and $\Gamma_0$ is the mass-independent width of the resonance, namely 1.83 MeV/c$^2$ for the $\Sigma_c^0$ and 15.3 MeV/c$^2$ for the $\Sigma_c^{*0}$ resonance. The mass-dependent width is given by

$$\Gamma(m) = \Gamma_0 \times \left(\frac{q}{q_0}\right)^{2L+1} \frac{m B_L(q, q_0, d)^2}{m}, \quad (4)$$

where $L$ is the angular momentum in the resonance decay, $q$ is the momentum of the $\Lambda_c^+$ baryon in the $\Sigma_c^{(*)0}$ rest frame, $q_0 \equiv q(m = M_0)$ and $d$ stands for the size of the $\Sigma_c^{(*)0}$ particles. From parity and angular momentum conservation, it follows that $L = 1$. The width also depends on the Blatt-Weisskopf factor $B_L(q, q_0, d)$ [23], where the value of $d$ is set to be 1 fm (5 GeV$^{-1}$). The ratio of widths of the Gaussian resolution functions for the $\Sigma_c^0$ and $\Sigma_c^{*0}$ resonances is fixed from simulation to be 1.96. The background is described with an empirical threshold function. The fit shown in Figure 2 yields 59 $\pm$ 10 $\Lambda_b^0 \rightarrow \Sigma_c^0 p\overline{p}$ decays and 104 $\pm$ 17 $\Lambda_b^0 \rightarrow \Sigma_c^{*0} p\overline{p}$ decays.

The relative efficiencies for the decays $\Lambda_b^0 \rightarrow \Sigma_c^0 p\overline{p}$, with $\Sigma_c^0 \rightarrow \Lambda_c^+\pi^-$ and $\Lambda_b^0 \rightarrow \Sigma_c^{*0} p\overline{p}$, with $\Sigma_c^{*0} \rightarrow \Lambda_c^+\pi^-$ with respect to $\Lambda_b^0 \rightarrow \Lambda_c^+ p\overline{p}\pi^-$ decays are determined with an analogous procedure as that for the $\Lambda_b^0 \rightarrow \Lambda_c^+ p\overline{p}\pi^-$ decays relative to the $\Lambda_b^0 \rightarrow \Lambda_c^+\pi^-$ decays, but with the trigger samples combined due to limited sample size. The efficiencies are 0.685 $\pm$ 0.021 for the $\Sigma_c^0$ mode and 0.904 $\pm$ 0.021 for the $\Sigma_c^{*0}$ mode, relative to $\Lambda_b^0 \rightarrow \Lambda_c^+ p\overline{p}\pi^-$. Many of the systematic uncertainties cancel in the measurement of the ratio of branching fractions, with the remaining systematic uncertainties stemming from the yield determination. The value of $d$ in the Blatt-Weisskopf factor is varied between 1.5 and 0.5 fm, with the largest variation for each resonance taken as the systematic uncertainty, resulting in 3.4% for the $\Sigma_c^0$ resonance and 1.9% for the $\Sigma_c^{*0}$ resonance. The background shape is changed to a third-order polynomial, with a relative difference of 1.7% for the $\Sigma_c^0$ resonance and 10.6% for the $\Sigma_c^{*0}$ resonance taken as the systematic uncertainty. The masses and widths of the $\Sigma_c^{(*)0}$ resonances are allowed to float within one standard deviation of their known values, resulting in a 3.8% difference of the raw yield for the $\Sigma_c^0$ resonance and 2.2% difference for the $\Sigma_c^{*0}$ resonance. All uncertainties in the relative efficiency cancel, except for those related to the weighting due to resonant structures in the $\Lambda_c^+\pi^-$ system. The scaling factor of 1.041, with an uncertainty of 1.8% on the relative efficiency, which is shown in Table 1 is therefore used here as well. The resulting ratios of branching fractions are
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<table>
<thead>
<tr>
<th>m(L^+ pi^-) [MeV/c^2]</th>
<th>Data</th>
<th>Total</th>
<th>Background</th>
<th>( \Sigma^0 \rightarrow L^+ pi^- )</th>
<th>( \Sigma^*0 \rightarrow L^+ pi^- )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2450 - 2458 MeV/c^2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2488 - 2549 MeV/c^2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 2: Invariant mass of the \( L^+ pi^- \) system from the decay \( L^0_b \rightarrow L^+ pi^- \). The \( \Sigma^0 \) and \( \Sigma^*0 \) resonances are indicated. The fit to the data is shown as a blue continuous line, with the background component shown as a green dotted line, the \( \Sigma^0 \) shape shown as a dashed red line, and the \( \Sigma^*0 \) shape shown as a dash-dotted magenta line.

\[
B(L^0_b \rightarrow \Sigma^0 p\bar{p}) \times B(\Sigma^0 \rightarrow L^+ pi^-) = 0.089 \pm 0.015 \pm 0.006,
\]
\[
B(L^0_b \rightarrow \Sigma^*0 p\bar{p}) \times B(\Sigma^*0 \rightarrow L^+ pi^-) = 0.119 \pm 0.020 \pm 0.014,
\]

where the first uncertainty is statistical and the second is systematic.

8 Search for dibaryon resonances

The existence of dibaryon resonances, \( \Omega^+ \rightarrow p\Sigma^0 \), is investigated in the \( L^+ pi^- p \) mass spectrum of background-subtracted data. The full \( m(L^+ pi^-) \) spectrum is considered, while the signal regions of \( \Sigma^0 \) and \( \Sigma^*0 \) resonances are defined by the ranges 2450 < \( m(L^+ pi^-) \) < 2458 MeV/c^2 and 2488 < \( m(L^+ pi^-) \) < 2549 MeV/c^2, respectively. The background is subtracted with the sPlot technique [24]. No peaking structures are observed in the distributions shown in Figure [3]. The two-dimensional distribution of \( m(L^+ pi^-) \) versus \( m(L^+ pi^-) \) has been checked and does not exhibit any clear structure.

9 Conclusion

The first observation of the decay \( L^0_b \rightarrow L^+ pi^- \) is presented. The ratio of the branching fractions using the decay \( L^0_b \rightarrow L^+ pi^- \) as the normalisation channel is measured to be

\[
\frac{B(L^0_b \rightarrow L^+ pi^-) \times B(L^+ pi^-)}{B(L^0_b \rightarrow L^+ pi^-)} = 0.0540 \pm 0.0023 \pm 0.0032,
\]
using data corresponding to an integrated luminosity of 3 fb$^{-1}$ collected during 2011 and 2012 with the LHCb detector. Contributions from the $\Sigma_c(2455)^0$ and $\Sigma_c^*(2520)^0$ resonances are observed, and the ratios of their branching fractions with respect to the $\Lambda^0_b \to \Lambda^+_c p p \pi^-$ decays are measured to be

$$\frac{\mathcal{B}(\Lambda^0_b \to \Sigma^+_c p \bar{p}) \times \mathcal{B}(\Sigma^0_c \to \Lambda^+_c \pi^-)}{\mathcal{B}(\Lambda^0_b \to \Lambda^+_c p \bar{p} \pi^-)} = 0.089 \pm 0.015 \pm 0.006,$$

$$\frac{\mathcal{B}(\Lambda^0_b \to \Sigma^{*0}_c p \bar{p}) \times \mathcal{B}(\Sigma^{*0}_c \to \Lambda^+_c \pi^-)}{\mathcal{B}(\Lambda^0_b \to \Lambda^+_c p \bar{p} \pi^-)} = 0.119 \pm 0.020 \pm 0.014.$$ 

In all of the above results, the first uncertainty is statistical and the second is systematic.

The mass spectra of the $\Lambda^+_c p \pi^-$ final state are also inspected for possible dibaryon resonances, but no peaking structure is observed.
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