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Abstract

The search for BSM physics is one of the primary objectives of the LHC. This thesis describes the $\alpha_T$ search for supersymmetry using a dataset of $12.9 \text{ fb}^{-1}$ collected during the 2016 proton-proton runs by the CMS detector. The search uses a final state containing significant hadronic activity in the form of jets, missing energy, and no leptons or photons. Dedicated dimensionless variables ensure that backgrounds with fake missing energy are mitigated. A detailed description is given of the selections used to mitigate backgrounds while maintaining acceptance to a wide range of signal models and of the techniques used to ensure a robust determination of the residual backgrounds and systematic uncertainties. No evidence for BSM physics is observed and simplified models are therefore used to interpret the results of the search. Stringent new limits are placed on a range of supersymmetric topologies and a procedure to allow the search to be re-interpreted for any BSM physics model is presented.

Additionally, the upgrade of the Level-1 trigger jet and energy sum algorithm is studied. The upgraded trigger hardware is exploited to ensure effective performance in conditions exceeding the design specification of the LHC.
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Chapter 1

Introduction

In the 20th century, great advances have been made in understanding the properties and interactions of the fundamental particles that make up our universe. The Standard Model (SM) of particle physics provides an extraordinarily successful description of the phenomena that have been observed in a plethora of experiments.

Despite these successes, the SM is known to be incomplete. From a theoretical perspective, the theory cannot provide a description of gravitational interactions on a microscopic scale \[1\]. In addition, multiple astronomical observations have supported the existence of a dark matter (DM) particle that comprises around five times more of the mass in the universe than particles predicted in the SM \[2\].

Supersymmetry (SUSY) is an additional symmetry between bosonic and fermionic particles that is among the best motivated of theories that can resolve these and other issues of the SM. The features of the SM and SUSY models are detailed in Chapter 2.

The Large Hadron Collider (LHC) is a proton-proton (p-p) collider designed to probe the SM with collisions at the highest ever centre of mass energy (13 TeV). The Compact Muon Solenoid (CMS) detector is among two general purpose detectors designed to provide precise measurements of the energy, position and momenta of the particles produced in these collisions. The LHC and CMS have run successfully at a lower centre of mass energy (7-8 TeV), discovering the Higgs boson and providing the strongest constraints on a range of SUSY models. The LHC and CMS are described in Chapter 3 while the reconstruction of the data collected by CMS is detailed in Chapter 4.

The Level-1 trigger system is a crucial component of the CMS detector, responsible for making the initial decision on whether an event should be recorded for full analysis. As the data taking conditions become more extreme, the hardware and algorithms used
by this system must be fully upgraded. The jet finding and energy sum algorithms are particularly important for SUSY analyses. The Level-1 Trigger upgrade is described in Chapter 5.

The $\alpha_T$ analysis is a search for SUSY using data recorded by the CMS detector. Sensitivity to beyond Standard Model (BSM) physics requires strong rejection of backgrounds while maintaining acceptance to signal. Experimental signatures of SUSY include significant hadronic activity in the form of jets and significant ‘missing energy’. In Chapter 6, the strategy of the $\alpha_T$ search is described, which uses dimensionless variables to mitigate the otherwise dominant backgrounds containing fake missing energy. Inclusive sensitivity to a wide range of models is achieved by finely categorising events according to their energy, missing energy, number of jets and number of b tagged jets.

In order to extract a possible signal contribution, the background components passing selection and associated systematic uncertainties must be robustly determined. In Chapter 7, the procedures for determining backgrounds containing true and fake missing energy are detailed. The systematic uncertainties are determined using tests with both data and simulation.

The compatibility of the data with the SM hypothesis is assessed using a maximum likelihood fit as detailed in Chapter 8. As no evidence is observed for BSM physics, the results are interpreted using simplified supersymmetric models which evaluate the reach of the search for different SUSY event topologies.

Finally, the results of searches cannot be interpreted in the plethora of models to which they may be sensitive. A procedure is given to facilitate the re-interpretation of the $\alpha_T$ search, such that its impact on any BSM physics may be approximated. This procedure is applicable to many searches and is described fully in Chapter 9.
Chapter 2

Theoretical overview

In this chapter the current best theory of particle physics, the Standard Model, is outlined. Outstanding problems are detailed and used to motivate BSM physics and, in particular, SUSY. The features of supersymmetric theories are outlined and the possible experimental signatures which would enable such a theory to be discovered are detailed.

Natural units, Einstein summation convention and Feynman slash notation are used throughout. Electric charges are in units of the charge of the electron.

2.1 The Standard Model

The SM of particle physics is a quantum field theory (QFT) whose excitations correspond to the elementary particles forming all known matter and the mediators of all known forces [3].

The known matter in the universe is composed of spin-1/2 fermions, summarised in Table 2.1. These are split into quarks which carry colour charge (see Section 2.1.2) and leptons which do not. In terms of their quantum numbers, each of the three generations of quarks and leptons vary only in mass from the other generations. The SM contains spinor fields which give rise to these fermions.

The interactions between particles in the universe are mediated by spin-1 bosons, summarised in Table 2.2. The gluon and photon are massless while the W and Z bosons are massive. The mechanism for determining the masses of these particles, discussed in Section 2.1.2, gives rise to a further fundamental spin-0 particle, the Higgs boson.
Table 2.1: The fundamental fermions observed in nature separated into their three generations. The u, d and s quark masses are estimates of the ‘current’ quark masses in the \( \overline{\text{MS}} \)-Scheme at \( \mu \sim 2 \text{ GeV} \), the c and b quark masses are the running masses in the \( \overline{\text{MS}} \)-Scheme at \( \mu \sim 2 \text{ GeV} \) and all other masses are from direct measurement. Each particle shown also has an antiparticle with opposite charge and identical mass [4].

<table>
<thead>
<tr>
<th>Generation</th>
<th>Leptons</th>
<th>Quarks</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Particle</td>
<td>Mass</td>
</tr>
<tr>
<td>1</td>
<td>( e^- )</td>
<td>511 keV</td>
</tr>
<tr>
<td></td>
<td>( \nu_e )</td>
<td>( \sim 0 )</td>
</tr>
<tr>
<td>2</td>
<td>( \mu^- )</td>
<td>105.7 MeV</td>
</tr>
<tr>
<td></td>
<td>( \nu_\mu )</td>
<td>( \sim 0 )</td>
</tr>
<tr>
<td>2</td>
<td>( \tau^- )</td>
<td>1.777 GeV</td>
</tr>
<tr>
<td>2</td>
<td>( \nu_\tau )</td>
<td>( \sim 0 )</td>
</tr>
</tbody>
</table>

Table 2.2: The fundamental spin-1 vector bosons observed in nature and the force which they mediate. Masses are from direct measurement [4].

<table>
<thead>
<tr>
<th>Force</th>
<th>Particle</th>
<th>Mass</th>
<th>Electric Charge</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electromagnetism</td>
<td>( \gamma )</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Weak</td>
<td>( W^\pm )</td>
<td>80.4 GeV</td>
<td>( \pm 1 )</td>
</tr>
<tr>
<td></td>
<td>( Z )</td>
<td>91.2 GeV</td>
<td>0</td>
</tr>
<tr>
<td>Strong</td>
<td>( g )</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

The SM contains vector and scalar fields which give rise to the spin-1 and spin-0 bosons respectively.

The symmetries of the SM determine the properties of the particles and their interactions. There are two classes of symmetries:

- Space-time symmetries corresponding to translations and rotations of the space-time coordinates. The SM satisfies the Poincaré group of space-time transformations that define special relativity.
- Gauge symmetries corresponding to transformations of the fields within the SM.

The mechanism by which the gauge symmetries give rise to the properties and interactions of the particles in the SM is detailed in the remainder of this section.
2.1.1 Gauge symmetries

The derivation in this section follows that in Reference [5]. Consider a Lagrangian containing a fermionic field, \( \psi \),

\[
L = \bar{\psi}(x)(i\gamma^\mu D_\mu - m)\psi(x) = \bar{\psi}(x)(iD - m)\psi(x),
\]

(2.1)

where \( \bar{\psi}(x) \) is the Dirac conjugate of \( \psi(x) \), \( D_\mu \) is the ‘covariant derivative’ and \( \gamma^\mu \) are the Dirac matrices. Consider a local gauge symmetry defined by symmetry operator \( U(x) \) such that

\[
\psi(x) \rightarrow U(x)\psi(x),
\]

(2.2)

\[
\bar{\psi}(x) \rightarrow \bar{\psi}(x)U^\dagger(x),
\]

(2.3)

where \( U^\dagger(x) \) is the hermitian conjugate of \( U(x) \). In the remainder of this section the dependence on \( x \) is implicit. In order to ensure gauge invariance, the covariant derivative must transform as

\[
D_\mu \psi \rightarrow UD_\mu U^\dagger U\psi \rightarrow U\psi.
\]

(2.4)

This may be achieved by introducing a vector gauge field, \( A_\mu \), such that \( D_\mu = \partial_\mu + igA_\mu \). To satisfy Equation 2.4, such that the Lagrangian is gauge invariant, \( A_\mu \) must transform under the ‘adjoint action’,

\[
A_\mu \rightarrow UA_\mu U^\dagger + \frac{i}{g}(\partial_\mu U)U^\dagger.
\]

(2.5)

Having introduced this vector field, a new gauge invariant term may be added to the Lagrangian,
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\[ \mathcal{L} = \bar{\psi}(i\slashed{D} - m)\psi - \frac{1}{4} F^{\mu\nu} F_{\mu\nu}, \]  
\[ (2.6) \]

where \( F^{\mu\nu} \) is the field strength tensor of the vector field,

\[ F_{\mu\nu} = -\frac{1}{g} \left[ D_\mu, D_\nu \right] = \partial_\mu A_\nu - \partial_\nu A_\mu - g \left[ A_\mu, A_\nu \right]. \]  
\[ (2.7) \]

By writing the fields and covariant derivatives in terms of the generators of the group, \( t_a \), such that \( A_\mu = A_\mu^a t_a \), the field strength tensor can be written as

\[ F_{\mu\nu}^a t_a = \left( \partial_\mu A_\nu^a - \partial_\nu A_\mu^a - g f_{abc}^a A_\mu^b A_\nu^c \right) t_a, \]  
\[ (2.8) \]

where \( f_{abc}^a \) are the structure constants of the group defined by the commutation of the group generators [6]. Non zero structure constants introduce self interactions of the gauge fields. No gauge invariant term quadratic in \( A_\mu^a \) (mass term) can be added to the Lagrangian and therefore the vector field is massless.

Gauge symmetries of the Lagrangian therefore result in massless vector bosons that are ‘mediators’ of the resultant forces. The properties of the forces depend on the details of the gauge symmetry. In the next section, the gauge symmetries of the SM are discussed.

2.1.2 Gauge symmetries of the Standard Model

The gauge symmetry group of the SM is given by [5]:

\[ G_{SM} = SU(3)_c \otimes SU(2)_L \otimes U(1)_Y. \]  
\[ (2.9) \]

The \( SU(3)_c \) gauge symmetry is unbroken and therefore the associated ‘strong force’ is mediated by a massless vector boson, the gluon. \( SU(3)_c \) is generated by the eight Gell-Mann matrices which give rise to eight colour charges. The quarks carry a single colour charge, the gluon is doubly charged and all other fundamental particles in the SM are colour singlets. The strong force is short range as the gluon is self-interacting.
The strong coupling constant, $\alpha_s$, reduces with energy (asymptotic freedom) making calculations non-perturbative \[7\]. The energy required to separate colour singlets of quarks is sufficient to generate additional quark/antiquark pairs (hadronisation) and therefore quarks are ‘confined’ into colour singlet hadrons of two (mesons) or three (baryons) quarks. High energy collisions of protons, such as those at the LHC, result in the production of highly collimated emissions of hadrons (jets) due to the liberation of quarks \[8\].

The gauge symmetry of the electroweak sector of the SM is $SU(2)_L \otimes U(1)_Y$. These symmetries lead to the electromagnetic and weak forces mediated by the $\gamma$ and $W/Z$ bosons respectively. The Lagrangian for this sector may be written as

$$\mathcal{L}_{Ew} = \mathcal{L}_{gauge} + \mathcal{L}_{fermion} + \mathcal{L}_{Higgs} + \mathcal{L}_{Yuk},$$ (2.10)

the terms of which are discussed in this section. The weak force distinguishes between left and right-handed chiralities and therefore the fermionic fields are split into $\psi_{L/R} = (1 \pm \gamma^5)\psi$. The fermion term may then be written for each of the three generations of quarks and leptons as:

$$\mathcal{L}_{fermion} = i\bar{\psi}_L \slashed{D} \psi_L + i\bar{\psi}_R \slashed{D} \psi_R.$$ (2.11)

The left-handed fields transform as doublets under the $SU(2)_L$ symmetry while the right-handed fields are singlets. For the first generations of quarks and leptons $\psi$ may therefore be written as

$$\psi_L = \begin{pmatrix} u_L \\ d_L \end{pmatrix}, \quad \begin{pmatrix} \nu_{eL} \\ e_L \end{pmatrix},$$

$$\psi_R = u_R, d_R, e_R.$$ (2.12)

The generators of $SU(2)_L$ are $T^i = \tau^i/2$, where $\tau^i$ are the three Pauli matrices. The covariant derivative therefore acts on the left and right-handed components of $\psi$ as
\begin{align}
D_\mu \psi_L &= (\partial_\mu + igW^i_\mu T^i + ig'Y B_\mu)\psi_L \\
D_\mu \psi_R &= (\partial_\mu + ig'Y B_\mu)\psi_R 
\end{align}
(2.13)

where \( g \) and \( g' \) are the coupling constants of the \( SU(2)_L \) and \( U(1)_Y \) groups respectively, \( W^i \) are the three gauge bosons that couple to the weak isospin, \( T \), and \( B \) is the gauge boson coupling to hypercharge, \( Y \). The hypercharge values are chosen such that the sum of the hypercharge and the third component of weak isospin corresponds to the electric charge,

\[ Q = T^3 + Y. \]
(2.14)

For the gauge section of the Lagrangian, the \( SU(2)_L \) and \( U(1) \) symmetries give rise to two field strength tensors,

\begin{align}
G^i_{\mu\nu} &= \partial_\mu W^i_\nu - \partial_\nu W^i_\mu - g\epsilon^{ijk}W^j_\mu W^k_\nu, \\
F_{\mu\nu} &= \partial_\mu B_\nu - \partial_\nu B_\mu.
\end{align}
(2.15, 2.16)

This leads to

\[ \mathcal{L}_{\text{gauge}} = -\frac{1}{4}F^{\mu\nu}F_{\mu\nu} - \frac{1}{4}G^{i\mu\nu}G^i_{\mu\nu}. \]
(2.17)

The Lagrangian invariant under these gauge symmetries, however, does not correspond to the observed universe. No mass terms can be included for either the gauge bosons or the fermions while maintaining gauge invariance. As shown in the remainder of this section, such masses must be introduced via the breaking of the electroweak gauge symmetry in the Higgs sector of the Lagrangian. This sector of the Lagrangian is given by

\[ \mathcal{L}_{\text{Higgs}} = (D^\mu \phi)^\dagger(D_\mu \phi) - V(\phi), \]
(2.18)

where the complex scalar field, \( \phi \), is an \( SU(2)_L \) doublet. The covariant derivative of \( \phi \) is
\[ D_\mu \phi = (\partial_\mu + igW^i_\mu T^i + ig' \frac{1}{2} B_\mu)\phi \] (2.19)

and the potential, \( V \), is given by

\[ V(\phi) = -\mu^2 \phi^\dagger \phi + \lambda \left( \phi^\dagger \phi \right)^2, \] (2.20)

where \( \mu^2 \) and \( \lambda \) are positive constants. The potential is minimised for any \( \phi \) satisfying

\[ \phi^\dagger \phi = \mu^2 \equiv v^2. \] While the potential satisfies the electroweak gauge symmetry, the minimum will not and may be chosen as

\[ \langle \phi \rangle = \frac{-1}{\sqrt{2}} \begin{pmatrix} 0 \\ v \end{pmatrix}. \] (2.21)

From Equation 2.14, the scalar field has zero electric charge and electromagnetism is an unbroken symmetry. The symmetry group has therefore been broken from \( SU(2)_L \otimes U(1)_Y \rightarrow U(1)_Q \). Taking the unitary gauge to remove unphysical ‘Goldstone bosons’, the scalar field may be expanded around this minimum as

\[ \phi = \frac{-1}{\sqrt{2}} \begin{pmatrix} 0 \\ v + H \end{pmatrix}. \] (2.22)

The physical \( W, Z \) and \( \gamma \) (labelled A) gauge bosons are combinations of the bosons defined above,

\[ W^\pm = \frac{1}{\sqrt{2}}(W^1_\mu \mp iW^2_\mu), \quad \begin{pmatrix} Z_\mu \\ A_\mu \end{pmatrix} = \begin{pmatrix} \cos(\theta_W) & -\sin(\theta_W) \\ \sin(\theta_W) & \cos(\theta_W) \end{pmatrix} \begin{pmatrix} W^3_\mu \\ B_\mu \end{pmatrix} \] (2.23)
where $\theta_W \equiv \text{atan}(g'/g)$ is the weak mixing angle. From Equation 2.22 and the first term of Equation 2.18, the masses may be identified as

$$M_W^\pm = \frac{1}{2} gv, M_Z = \frac{gv}{2 \cos \theta_W}, M_A = 0$$

(2.24)

The masses of the fermions are derived from the Yukawa term in the Lagrangian,

$$\mathcal{L}_{\text{Yuk}} = -\frac{1}{\sqrt{(2)}}(v + H)(f_{mn}\bar{e}_{Lm}e_{Rn} + h_{mn}\bar{d}_{Lm}d_{Rn} + k_{mn}\bar{u}_{Lm}u_{Rn}) + \text{hermitian conjugate}$$

(2.25)

where $f_{mn}$, $h_{mn}$ and $k_{mn}$ are the Yukawa coupling matrices between the different generations. These may be diagonalised via unitary transformations to generate mass terms for the quarks and leptons. The neutrino is massless in the SM as there is no right-handed component. This contradicts the observation of oscillations between neutrino flavours [9]; however, extensions which predict non-zero neutrino masses are possible [10].

The same unitary transformations also introduce mixing between quark generations from the terms including covariant derivatives in the Lagrangian. The mixings are summarised in the CKM matrix and occur as no basis of mass eigenstates is simultaneously diagonal for up and down type quarks [11]. Flavour changing interactions between quarks are mediated by the $W^\pm$ boson while interactions via the $Z$ and $\gamma$ bosons are flavour preserving. There are no flavour changing interactions predicted for the leptons.

### 2.2 Physics beyond the Standard Model

The SM describes the properties and interactions between all known particles. These properties have been measured and the predictions of the SM verified in a multitude of experiments. However, the theory cannot be complete as there remain fundamental problems which the SM does not resolve. Several of the largest such problems are described below.

On a theoretical level, a renormalisable theory of gravity cannot be included within the SM [1]. While negligible at electroweak energy scales, quantum gravitational effects become increasingly important as energies approach the planck scale, $M_{\text{planck}} \sim 10^{18}\text{GeV}$. 
Measurements from cosmology and astrophysics have highlighted several areas the SM fails to adequately describe Nature. The vacuum energy density of the universe ('cosmological constant'), $\Lambda$, may be expected to be approximated by $M_{\text{planck}}^4$ by dimensional arguments. However, cosmological measurements of $\Lambda$ imply $\Lambda/M_{\text{planck}}^4 \sim 10^{-120}$ [12]. This discrepancy is related to the failure to include gravity in a quantum field theory.

Astronomical observation imply the existence of a DM particle that forms the majority of the matter within the universe and that does not interact through the strong or electromagnetic forces [2]. The SM has no viable candidate for this particle. In addition, the matter-antimatter asymmetry observed in the universe requires charge-parity violating processes far in excess of those occurring in the SM.

The discovery of the Higgs boson at $m_h \sim 125$ GeV raises the ‘hierarchy problem’. In QFT, the corrections to $m_h$ are related to the highest energy scale in the theory. Assuming that quantum effects of gravity are non-negligible at the planck scale one may expect $m_h \sim M_{\text{planck}}$ (see Section 2.3.2), differing from the observed mass by many orders of magnitude.

These problems form the motivation for the existence of a BSM physics model that can resolve some or all of the outstanding issues in the SM. SUSY is a particularly well motivated BSM theory that can resolve the hierarchy problem, provide a DM candidate and include a quantum theory of gravity.

### 2.3 Supersymmetry

There are many possibilities for extending the SM, including new particles/interactions, new (internal) gauge symmetries, extra spatial dimensions and/or new space-time (external) symmetries. SUSY is an external symmetry that relates fermions and bosons by extending the Poincaré algebra [13]. The Coleman-Mandula theorem shows that any such extension through new bosonic generators (such as those responsible for Lorentz transformations and translations) forbids non-zero scattering amplitudes [14]. Supersymmetry therefore introduces fermionic generators, $Q$, such that (heuristically),

$$Q \left| \text{Boson} \right\rangle \sim \left| \text{Fermion} \right\rangle \quad Q \left| \text{Fermion} \right\rangle \sim \left| \text{Boson} \right\rangle .$$  

(2.26)
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Particles connected by the SUSY generator are in ‘supermultiplets’. This generator commutes with all gauge symmetries of the SM and so particles within each supermultiplet have identical electric, weak isospin and colour charges. In addition, the SUSY generator commutes with the mass operator, implying particles within each supermultiplet have identical masses. The supersymmetric partners of the known SM particles, ‘sparticles’, have not been observed and therefore SUSY must be a broken symmetry.

2.3.1 The minimally supersymmetric standard model

The minimally supersymmetric standard model (MSSM) is the simplest supersymmetric extension of the SM [13]. The fermions in the SM are ‘chiral’ (left and right-handed pieces transform differently) with two fermionic degrees of freedom per helicity state. The number of bosonic and fermionic degrees of freedom must be equivalent in each supermultiplet and therefore the simplest supermultiplet is the chiral supermultiplet containing the fermion and two real scalar fields.

The gauge bosons in the SM (before electroweak SUSY breaking) are massless spin-1 vector bosons and therefore have two bosonic degrees of freedom (one per helicity state) and can be included in a ‘gauge’ supermultiplet with a spin-1/2 fermionic partner (‘gaugino’).

The SM Higgs does not reside in a single chiral supermultiplet as this introduces a gauge anomaly into the theory [13]. This anomaly may be avoided by including two Higgs chiral supermultiplets with opposite hypercharge. The SM Higgs is a linear combination of the neutral components of these supermultiplets.

| Table 2.3: Chiral supermultiplets in the MSSM [13] |
|-----------------|-----------------|
| Name            | spin-0          | spin-1/2          |
| squarks, quarks (3 families) | $(\tilde{u}_L \tilde{d}_L)$ | $(u_L d_L)$ |
|                 | $(\tilde{u}_R^*)$ | $(u_R^*)$         |
|                 | $(\tilde{d}_R^*)$ | $(d_R^*)$         |
| sleptons, leptons (3 families) | $(\tilde{\nu} \tilde{e}_L)$ | $(\nu_L e_L)$ |
|                 | $(\tilde{e}_R^*)$ | $(e_R^*)$         |
| Higgs, higgsinos | $(H_u^0 H_d^0)$ | $(H_u^0 H_d^0)$   |
|                 | $(H_u^+ H_d^-)$ | $(\tilde{H}_u^0 \tilde{H}_d^0)$ |
Table 2.4: Gauge supermultiplets in the MSSM [13]

<table>
<thead>
<tr>
<th>Name</th>
<th>spin-1/2</th>
<th>spin-1</th>
</tr>
</thead>
<tbody>
<tr>
<td>gluino, gluon</td>
<td>$\tilde{g}$</td>
<td>$g$</td>
</tr>
<tr>
<td>winos, W bosons</td>
<td>$\tilde{W}^\pm$</td>
<td>$\tilde{W}^0$</td>
</tr>
<tr>
<td>bino, B boson</td>
<td>$\tilde{B}^0$</td>
<td>$B$</td>
</tr>
</tbody>
</table>

The particle content of the MSSM (before symmetry breaking) is summarised in Table 2.3 for the chiral supermultiplets and Table 2.4 for the gauge supermultiplets. The neutral higgs and electroweak gaugino sectors combine to form mass eigenstates labelled ‘neutralinos’ ($\chi^0$), while the charged higgs and electroweak gaugino sectors combine to form ‘charginos’ ($\chi^\pm$). Gravity may also be included in the theory by adding a spin-2 graviton and a spin-3/2 superparticle called the gravitino [13].

The mass scale of the sparticles is dependent on the mechanism of SUSY breaking. As discussed below, naturalness arguments motivate the lightest sparticle masses at the TeV scale.

2.3.2 Natural supersymmetry

In the SM, the Higgs mechanism requires couplings to each fermion, $f$, of the form $-\lambda_f \bar{f} \phi f$. If BSM physics is expected to alter the high energy behaviour of the theory at a scale $\Lambda_{UV}$, the quantum corrections to the Higgs boson mass, $\delta m_H^2$, will be

$$\Delta m_H^2 = \frac{|\lambda_f|^2}{8\pi^2} \left[-\Lambda_{UV}^2\right] + O(\log(\Lambda_{UV}))$$

which is quadratically divergent [13]. The correction is proportional to the size of the coupling of the Higgs to the fermion and is therefore largest for the top quark in the SM. Assuming the cut-off scale is at $M_{\text{planck}}$, the quantum corrections must be fine-tuned to $\sim 30$ orders of magnitude to predict the observed Higgs mass.

In a BSM theory containing complex scalars, $s$, the Lagrangian will gain a term $-\lambda_s |\phi|^2 |s|^2$. Assuming, for simplicity, each component of the complex scalar has mass $m_s$, the correction to the Higgs mass will be
\[ \Delta m_{H^2}^2 = \frac{\lambda_s}{8\pi^2} [-\Lambda_{UV}^2] + \mathcal{O}(\log(\Lambda_{UV})). \] (2.28)

If SUSY is a symmetry of nature, each fermion can be related to a complex scalar such that \(|\lambda_f|^2 = -\lambda_s|\) and the quadratic divergence is naturally cancelled. In unbroken SUSY, logarithmic divergences also vanish [13]. Experimental observations imply the sparticle masses cannot be equal to their SM partners and therefore an additional SUSY breaking term is required in the Lagrangian. This must be a ‘soft’ breaking, such that \(\lambda_f^2 = -\lambda_s\) still holds to cancel the quadratic divergence. To avoid fine tuning of the logarithmic divergence, the lightest sparticles should have masses around the TeV scale. The LHC provides the first experimental probe of this energy scale.

While such arguments provide a strong motivation for TeV scale gluinos and squarks, it should also be noted that models such as ‘split SUSY’ [15] or the ‘AMSB’ [16] provide alternative solutions to the naturalness problem with significantly different signatures at the LHC (see below).

### 2.3.3 R-parity

The general MSSM ‘super potential’ contains terms which violate baryon number, B, and lepton number, L. Such terms lead to predictions of proton decay in the order of seconds. The proton lifetime is constrained experimentally to > 10^{34} years [17]; therefore, to forbid such a process, an extra symmetry called ‘R-parity’ is defined as,

\[ R \equiv (-1)^{3(B-L)+2S} = \begin{cases} +1 & \text{SM particles} \\ -1 & \text{superpartners} \end{cases}, \] (2.29)

where S is the spin [13]. R-parity has several physical implications including a stable lightest supersymmetric particle (LSP). This particle must be electrically and colour-neutral from cosmological constraints. Typically, it is taken to be the lightest neutralino in the MSSM. This LSP is a weakly interacting massive particle (WIMP) and is candidate for DM. In addition, R-parity requires that superpartners be formed in pairs in collisions and that each superpartner decays to another superpartner in a chain that must end with the LSP. The interactions of the LSP with detectors at the LHC are too weak to
be observed and therefore such collisions will produce signatures containing significant momentum imbalance.

### 2.3.4 Experimental SUSY signatures at the LHC

The LHC provides proton-proton collisions at $\sqrt{s} = 13$ TeV. The sparticles have identical charges under the symmetries of the SM and, therefore, in a generic (natural) MSSM model coloured sparticles may be expected to have the highest production cross-section [18]. Assuming R-parity, these sparticles can be produced through:

- quark-antiquark scattering or gluon fusion to produce a gluino or squark pair
- quark and gluon scattering to produce a squark and gluino
- quark-quark scattering to produce a squark pair.

Each of the sparticles will decay in a chain to the LSP. In the decay, coloured SM particles are produced which will hadronise into jets. The signature produced by such processes will therefore be significant hadronic activity in the form of jets as well as momentum imbalance from the LSP. The energy in the final state and the momentum carried by the LSP are dependent on the masses of the sparticles.

The top makes the largest contribution to the Higgs boson mass divergence. In natural SUSY, the lightest coloured sparticle is expected, therefore, to be the partner of the top. This leads to a signature of multiple top quarks in the final state. As discussed in Section 6.1.2, top quarks decay primarily to a $b$ quark and $W$ boson. The sparticles produced at the LHC may therefore be expected to lead to a final state containing multiple $b$ quarks.

The SM contains processes which produces events with similar signatures to those of hadronic SUSY described above. These are described fully in Section 6.1.2, and, in order to be sensitive to SUSY signals, such background processes must be mitigated and any residual background contributions measured. The search described in this thesis relies on several techniques to mitigate and measure background processes as described in Chapters 6 and 7, respectively.
2.3.5 Simplified models

The MSSM contains up to 120 free parameters that affect the production and decay modes of the sparticles. It is therefore not possible to interpret the results of searches for SUSY in the full MSSM. In previous searches for SUSY, the constrained MSSM (the CMSSM), which leaves five free parameters, was used to interpret the results [19]. However, while parametrically simple, the decay chains of sparticles in the CMSSM are complicated, making such interpretations model-dependent.

To evaluate model-independent reach, searches are interpreted using simplified models that are defined by a fixed set of production and decay modes. Simplified models are effective models where the majority of the particle content in the theory is decoupled at high masses. Each of the simplified models considered in this thesis involves the direct pair production of only one sparticle type, which then decays directly to the LSP [20].

The simplified models may be used to approximate the impact of searches on a complete theory by determining the relevant simplified topologies contained in the full theory. The impact of searches for many different types of signatures may be combined using programs such as FastLim [21].

The T2 simplified models are simplified versions of squark-antisquark production. Each squark undergoes a two-body decay to a quark and the LSP. In this thesis, direct bottom squark production followed by decay to bottom quark and LSP as well as direct top squark production followed by decay to top quark and LSP are considered.

The T1 simplified models are simplified versions of gluino pair production. Each gluino undergoes a three-body decay to a quark-antiquark pair and the LSP. In this thesis, decays to top-antitop as well as bottom-antibottom pairs are considered. As the three body decay proceeds via the virtual squark, these models are referred to as gluino-mediated squark production.

Figure 2.1 displays the decay chains for the models considered in this thesis. In the simplified models, the masses of the heavy sparticle and of the LSP are free parameters. The topology of the model is crucial in determining the reach of experimental searches. In cases where the mass splitting is large, the final state typically contains significant momentum imbalance and hadronic energy. If the mass splitting is small, (‘compressed’ models), the momentum imbalance and hadronic energy are suppressed. Additional phenomena, such as initial/final state radiation (ISR/FSR), where one or
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Figure 2.1: Graphical representation of the production and decay of supersymmetric particles for the simplified models considered in this thesis [20].

more incoming/outgoing partons radiates a jet, may be required for sensitivity to such models.

The furthest mass points excluded (see Section 8.3.1) by searches at CMS for a range of simplified supersymmetric models at the end of the 7 and 8 TeV centre of mass energy runs of the LHC are shown in Figure 2.2. The searches carried out target a range of natural SUSY scenarios. The hadronic searches require a final state containing no leptons or photons and are sensitive to SUSY models containing light squarks and gluinos. Searches for electroweak gauginos use a wide variety of final states containing vector bosons (or their decay products) to achieve sensitivity to SUSY models with light charginos and neutralinos [22]. The discovery of the Higgs boson has motivated additional searches for neutralino decay to the Higgs boson and LSP, sensitive to models with higgsino neutralinos and charginos [23]. The search for the SUSY partner of the lepton is sensitive to models which can provide the muon anomalous magnetic moment from SM expectation [24]. Finally, there are searches for SUSY models in which R-parity is not conserved (RPV SUSY) that typically require a large number of jets and low $E_T$ [25]. In addition to such 'prompt' analyses, searches for long lived particles (not shown in
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As the centre of mass energy increases to $13\text{ TeV}$, searches for a wide range of signatures, including those detailed above, are necessary to explore potential SUSY models. Hadronic searches, such as the $\alpha_T$ analysis, present a particularly exciting opportunity as the production cross-section for for coloured sparticles at the TeV scale jumps by more than an order of magnitude [28].
Chapter 3

The LHC and CMS experiment

3.1 The Large Hadron Collider

The LHC is a 27 km circular circumference storage ring, accelerator and collider for both protons and Pb ions. It is situated in a stable environment in a tunnel 100 metres underneath the Franco-Swiss border near Geneva, Switzerland. A double-ring synchotron, it is designed to collide proton-proton pairs with a centre of mass energy of up to $\sqrt{s} = 14$ TeV and a luminosity of up to $10^{34}$ cm$^{-2}$s$^{-1}$. This makes the LHC the only collider in operation able to directly probe TeV scale physics.

The injected beams in the LHC are accelerated and stored for each physics run using a 400 MHz superconducting cavity system. The beams of protons or lead ions are merged at four sections around the ring to enable collisions at interaction points. At each of these four interaction points lies one of the four main experiments at the LHC: A Large Ion Collider Experiment (ALICE) [29], A Toroidal LHC Apparatus (ATLAS) [30], the Compact Muon Solenoid (CMS) [31], and Large Hadron Collider Beauty (LHCb) [32] which record the collisions. Figure 3.1 shows the layout of the LHC ring including the positions of the four main detectors. The proton beams are made up of many ‘bunches’ of approximately $1.1 \times 10^{11}$ protons localised into less than 1 ns (or 30 cm) in the direction of motion. The beams are formed inside the Proton Synchrotron (PS) from bunches of protons 25 ns apart with an energy of 26 GeV. The protons are then accelerated in the Super Proton Synchrotron (SPS) to 450 GeV before being injected into the LHC at the points shown in Figure 3.1. Once injected into the LHC, radio frequency (RF) cavities provide around 275 kW of RF power independently to each beam to accelerate the protons to half the operating centre of mass energy for collisions. The LHC operates
as a storage ring for the accelerated beams using 1232 superconducting dipole magnets in the eight arc segments. These provide magnetic fields of up to 8 T to steer the beams. High precision quadropole and higher order magnets at the interaction points are used to position and focus the beams to maximise the occurrence of high momentum collisions and therefore the luminosity. The average number of simultaneous collisions per bunch crossing, in time pileup (PU), for the work in this thesis was $\approx 25$. The luminosity in the LHC is not constant over a physics run, but decays due to the degradation of intensities and emittance of the circulating beams (mainly due to loss from collisions). Eventually, the beam is dumped and the acceleration process is restarted.

### 3.1.1 LHC run conditions

The first physics runs of the LHC from 2010 to 2013 (Run 1) reached energies of 3.5 and 4 TeV per beam and provided record-breaking integrated luminosities. The data collected allowed the discovery of the Higgs boson [34, 35] as well as large regions of the parameter space of many BSM physics models to be probed. From 2013 to mid-2015
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Figure 3.2: Integrated luminosity measured online versus day delivered to CMS (blue) and recorded by CMS (orange) during stable beams for p-p collisions at $\sqrt{s} = 13$ TeV [36].

(Long Shutdown 1) the LHC was shut down for upgrade to allow design energies to be reached. All magnet interconnectors were inspected and replaced, where necessary, and the dipole magnets underwent a quench training programme.

From 2015 to 2016 (Run 2, which will continue up to 2018) the LHC has been running with record beam energies of 6.5 TeV per beam and bunch spacings of 25 and 50 ns. As shown in Figure 3.2, by July 2016, 15.0 fb$^{-1}$ of integrated luminosity was delivered to the CMS and ATLAS detectors, with 13.8 fb$^{-1}$ recorded by CMS. The dataset is validated to ensure the exclusion of runs in which the data quality may be affected by detector subsystem. The luminosity of this ‘certified’ dataset is 12.9 fb$^{-1}$ and it is this dataset, at a centre of mass energy of $\sqrt{s} = 13$ TeV, which forms the basis for the work in this thesis.

3.2 The CMS detector

The Compact Muon Solenoid (CMS [31]) is one of two general-purpose detectors at the LHC which have performed exceptionally well during the physics runs of the LHC. The main design goals for CMS were to discover the Higgs boson as well as to search for generic models of new physics. To achieve this, CMS provides efficient identification and measurement of physics objects including muons, electrons, photons, taus and hadronic...
showers over a wide range of momenta and energies. Each major subsystem is made of a barrel and two endcaps to give coverage of almost $4\pi$ in solid angle. This barrel design ensures global momentum imbalance can be effectively reconstructed, allowing the missing energy predicted in many new models of physics to be precisely measured. A more detailed description may be found in [31].

The (right-handed) coordinate system used by CMS takes the origin at the collision point. The $z$-axis points along the anticlockwise beam direction while the $x$-axis points radially inward towards the centre of the LHC and the $y$-axis points vertically upward. The polar angle, $\theta$, is measured from the $z$-axis and defines the pseudorapidity, $\eta = -\ln(\tan(\theta/2))$. This is used in preference to $\theta$ as the difference between the pseudorapidity of two particles is approximately invariant under boosts along the $z$-axis [33]. The $\eta$ coverage of CMS is $|\eta| < 5$. The azimuthal angle, $\phi$, is defined from the $x$-axis in the $x$-$y$ plane. This allows the definition of $\Delta R = \sqrt{\Delta \phi^2 + \Delta \eta^2}$, commonly used to measure the angular difference between objects. Transverse energies and momenta, $E_T$ and $p_T$ respectively, are defined as $E_T = E \sin(\theta)$ and $p_T = \sqrt{p_x^2 + p_y^2}$. Momentum imbalances are measured as the negative vector sums of the momenta of the relevant objects in the $x$-$y$ plane.

Figure 3.3 shows a cross section of CMS in the $x$-$y$ plane as well as introducing the major detector components that will be described in detail in this section. The tracker lies closest to the beam and, as for the calorimetry subsystems, is situated within a magnetic field of 3.8T provided by the superconducting solenoid. It measures the curved trajectory of charged particles through this magnetic field to determine their momenta as well as the location of primary and secondary vertices. The tracker is followed by the
electromagnetic calorimeter (ECAL), which measures energy deposited in electromagnetic showers from particles such as electrons and photons and is separated into barrel and endcap components for the central and forward regions respectively. The hadronic calorimeter (HCAL) lies outside the ECAL and measures the energy of hadronic particles. It is a sampling calorimeter made up of several layers of absorber and scintillator to allow hadron showers to be measured over a maximum of around 11 radiation lengths. The coverage of the hadron calorimeter is extended into the forward regions with the hadronic forward calorimeter (HF). Enclosing the calorimetry and tracking subsystems is the superconducting solenoid which generates the magnetic field. Outside the solenoid, the iron return yoke lies interspersed with muon chambers, forming the outermost components of the detector. Muons deposit little energy within the detector, and typically reach the cavern containing the detector. The barrel muon system is composed of drift-tubes (DT) and resistive plate chambers (RPC). These provide high resolution hit timing and positioning to determine the muon trajectory. In the forward region the DTs are replaced by cathode strip chambers (CSC) which have greater resistance to the higher radiation flux occurring along the beamline.

3.3 Tracker

The CMS tracker is an all-silicon tracker with an area sensitive to charged particles of around 200 m$^2$. It is designed to measure hits along the curved trajectories of charged particles that result from the high energy p-p collisions. A cross section of the tracker in the r-z plane is shown in Figure 3.4. The tracker has coverage for $|\eta| < 2.5$ and achieves an optimal efficiency in the barrel region $|\eta| < 0.9$ [37, 38]. Close to the interaction vertex, $r < 20$ cm, where the particle flux is maximal ($10^7$/s), is the pixel detector. This system consists of an inner region of 66 million silicon pixels of 100 $\mu$m $\times$ 150 $\mu$m in three overlapping layers and a forward region with two endcap discs on each side. For $r > 20$ cm the particle flux drops to enable the use of larger silicon microstrips. These range in size from at least 10 cm $\times$ 80 $\mu$m for the tracker inner barrel (TIB) region at intermediate values of $r$ (20 cm $< r < 55$ cm) to at least 25 cm $\times$ 180 $\mu$m for the outer barrel (TOB) region (55 cm $< r < 110$ cm). The forward region for $r > 20$ cm is covered by endcap discs divided into the 9 discs of the tracker end cap (TEC) for the 120 cm $< |z| < 280$ cm region and 3 tracker inner discs (TID) lying between the TIB and TEC. The TID and first 3 discs of the TEC have sensors of thickness 320 $\mu$m while the remainder of the TEC discs have sensors of thickness 500 $\mu$m [38].
To measure the trajectories the tracker must effectively detect hits from charged particles. The efficiency for the hit reconstruction, defined as the fraction of particles with $p_T > 1$ GeV passing through the fiducial regions of the sensors in a layer for which hits are recorded, ranges from 99% in the strip detector to 99.5% for the pixel detector. The position resolution for the hits also determines the track finding performance; for the pixel detector the resolution in the $r$-$\phi$ plane is $\sim 10 \, \mu$m and $\sim 20 - 40 \, \mu$m along the $z$ direction while the $r$-$\phi$ resolution for the strip detector ranges from $\sim 13 - 47 \, \mu$m.

### 3.4 Electromagnetic calorimeter

The high precision measurement of the energy and position of electrons and photons resulting from processes such as Higgs boson decay is an important design goal of the CMS experiment. Additionally, a substantial energy fraction of jets, which are central to the analysis outlined in this thesis, is formed of photons whose properties cannot be measured in any other subsystem.

The CMS ECAL is formed of high density lead tungstate (PbWO$_4$) crystals incorporating an ECAL barrel section (EB) and two ECAL endcaps (EE) outside the tracker [40]. The high density (8.28 g/cm$^3$), short radiation length (0.89 cm) and small Moliere radius (2.2 cm) of the crystal are optimal for a compact calorimeter with high granularity. In addition the crystals are radiation hard (up to 10 Mrad) and have a fast scintillation decay time (80% of the light is emitted within 25 ns) comparable to the smallest bunch spacing provided by the LHC.
The EB has an inner radius of 129 cm and covers the range $|\eta| < 1.479$. The crystals are arranged into 36 identical ‘supermodules’ which surround the beam line in a quasi-projective geometry (the gaps between crystal modules are offset by $3^\circ$ with respect to the line from the nominal vertex position) and cover 0.0174 radians in $\Delta \phi$ and $\Delta \eta$ [31]. The crystals have a front face cross section of $\sim 22 \times 22 \text{ mm}^2$ and a length of 230 mm. This allows electrons and photons to deposit most of their energy within a single crystal as the crystals have a depth equivalent to 25.8 radiation lengths and a breadth comparable to the Moliere radius.

The endcaps lie at a distance of 314 cm from the vertex and cover the range $1.479 < |\eta| < 3$. The crystals are structured into 2 ‘Dees’ which consist of semi-circular aluminium plates upon which structural units of $5 \times 5$ ‘superclusters’ of crystals are cantilevered. These are arranged off-axis from the nominal vertex position. The identical crystals have a front face cross section of $\sim 28.6 \times 28.6 \text{ mm}^2$ and a length of 220 mm (24.7 radiation lengths) [31].

The energy of the incoming electromagnetic particles is measured through the scintillation light produced in the crystals. The light yield of the crystals is reasonably low ($30 \gamma/\text{MeV}$) and so photodiodes with intrinsic gain that can operate within a magnetic field must be used to collect the scintillation light and amplify the signal [40]. Silicon avalanche photodiodes (APDs) are used as photodetectors in the barrel region while vacuum phototriodes (VPTs) are used in the endcaps as they are less sensitive to the high radiation conditions in the forward regions. The temperature sensitivity of both the crystals and photodiodes requires a stable temperature of $\sim 291 \text{ K}$ with a target stability of $0.1 \text{ K}$.

The final component of the ECAL is the preshower (ES) which covers much of the endcaps ($1.653 < |\eta| < 2.6$). In addition to its principle aim of identifying neutral pions, it assists in identifying electrons and in determining the position of electrons and photons. The preshower is a two layer sampling calorimeter. Each layer consists of a lead radiator that initiates electromagnetic showers (of thicknesses equal to 2 and 1 radiation lengths for the first and second layer respectively) in front of silicon strip detectors, which measure the energy deposited and transverse shower profile [40].

The energy resolution of the ECAL can be parameterised as the summation of three independent sources as shown in Equation 3.1 [41],
\[ \frac{\sigma_E}{E} = \frac{a}{\sqrt{E(\text{GeV})}} \oplus \frac{b}{E(\text{GeV})} \oplus c, \]  

where the parameters \( a, b, c \) are the stochastic, noise and constant contributions respectively. These have been derived from an electron beam test as \( a = 2.8\% \), \( b = 12\% \) and \( c = 0.3\% \). The stochastic term is very low as the shower is mainly contained within each crystal. The noise term is determined mainly by the preamplifier and pileup effects while the constant term originates mainly from intercalibration errors and crystal non-uniformity [40]. In physics runs additional effects due to radiation damage or material upstream of the beam must be controlled to a fraction of a percent [42]. The high resolution achieved by the CMS ECAL allows effective identification and energy measurement of electrons and photons, crucial to controlling electroweak backgrounds in the analysis described in this thesis.

### 3.5 Hadronic calorimeter

The HCAL is a sampling calorimeter which is designed to measure the hadronic properties of jets as well as provide good containment and hermeticity to ensure momentum imbalance from neutrinos or new physics particles can be effectively measured [43]. These quantities are critical for the analysis described in this thesis. The design of the HCAL is largely determined by the space limitations due to the ECAL at \( r = 1.77 \text{ m} \) and the solenoid at \( r = 2.95 \text{ m} \).

The central region of the HCAL is formed by the HCAL barrel (HB) covering the region \( |\eta| < 1.3 \) which sits between the ECAL and magnet. The HB is composed of 17 layers of brass interleaved with plastic scintillator tiles. Brass is used as the absorbing material due to its relatively short interaction length (16.42 cm), ease of machining and because it is non-magnetic. The space taken by the active material is minimised through plastic scintillator tiles read out with embedded wavelength-shifting (WLS) fibres [31]. The detector is made up of 36 identical azimuthal wedges split into two barrels. The active scintillator tiles are divided into 2304 segments (towers), each covering \( \Delta \phi \times \Delta \eta = 0.087 \times 0.087 \), corresponding to the same area taken by the 5 x 5 ECAL superclusters. The HB is extended to \( 1.3 < |\eta| < 3.0 \) by the HCAL endcap (HE). This is formed of 14 layers, with the first 6, covering \( |\eta| < 1.74 \), made from towers of
\[ \Delta \phi \times \Delta \eta = 0.087 \times 0.087. \] For \(|\eta| > 1.74\) the \(\Delta \phi\) size is 0.174 while the \(\Delta \eta\) increases from 0.09 to 0.178.

The hadronic outer (HO) sits outside the magnet in the region \(|\eta| < 1.26\) and is designed as a ‘tail-catcher’. It increases the effective thickness of the HCAL to over 10 interaction lengths, reducing the tails in the energy resolution as well as improving the \(E_T\) resolution. It is composed of iron absorbers and scintillator layers (with the same tile geometry as in the HB), divided into 12 sections of 30° [43].

Finally, coverage for \(3.0 < |\eta| < 5.0\) is provided by the HF installed 11.2 m from the interaction point. This provides excellent measurement of forward hadronic activity as well as hermeticity for \(E_T\) measurements [43]. The HF is composed of a 1.65 m thick steel absorber embedded with a grid of 0.6 mm quartz fibres, each separated by 5 mm, running parallel to the beam. The energy is measured using the Cherenkov light produced by particles, formed in the hadronic shower, travelling within the fibres. The HF is segmented into 13 towers in \(\eta\) with a size of \(\Delta \eta \approx 0.175\), except for the lowest \(\eta\) tower with \(\Delta \eta \approx 0.1\). The azimuthal segmentation of all towers is \(\Delta \phi = 0.175\), except for the highest \(\eta\) tower with \(\Delta \phi = 0.349\).

Similarly to the ECAL, the HCAL resolution was measured using a test beam of single charged pions to be given by the expression shown in Equation 3.2 [44],

\[
\sigma_H \left( \frac{E}{E(GeV)} \right) = 94.3\% \oplus 8.4\%. \tag{3.2}
\]

### 3.6 Solenoid magnet

The design specifications of the solenoid magnet are driven by the desire to unambiguously determine the sign of muons with momentum \(\sim 1\) TeV. This requires a resolution of 10% at \(p = 1\) TeV. To achieve this, the CMS experiment uses a niobium-titanium superconducting magnet with a length of 12.5 m and a diameter of 6 m which can operate in fields of up to 4 T. A field of 3.8 T provides sufficient bending power to achieve the design goal and so, to maximise its lifetime, the magnet is typically run at this field strength [31].
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Figure 3.5: A quarter cross section of the CMS muon system showing the DTs in the barrel region ($|\eta| < 1.2$) and the CSCs in the endcap region $1.2 < |\eta| < 2.4$. RPCs are layered with the DTs and CSCs in the range $|\eta| < 1.6$ to provide an independent but complementary measurement [31].

3.7 Muon system

Effective identification and measurement of muons is critical to the design goals of the LHC and for the analysis described in this thesis. Centrally produced muons are measured three times: in the inner tracker, after the coil and in the return flux. Three types of detectors which rely on gas ionisation are used to identify and measure muons – drift tubes (DTs), cathode strip chambers (CSCs) and resistive plate chambers (RPCs) [31]. DTs are used in the central barrel region of $|\eta| < 1.2$ where the neutron induced background is small, the muon rate is relatively low, and the magnetic field is low ($\sim 0.4$ T) and uniform. In the endcap region of $1.2 < |\eta| < 2.4$ these conditions are reversed and CSCs are used. RPCs are used in both the barrel and endcap region (covering the range $|\eta| < 1.6$) as they provide a fast response with a good time resolution, allowing the bunch crossing to be unambiguously resolved, but much coarser position resolution than the DTs or CSCs [45]. The configuration of the muon systems is shown in Figure 3.5.

The performance of the muon system has been measured using early 7 TeV beam and cosmic muon data [46]. The efficiency of muon reconstruction is typically 96 – 99%. The muon system relies on the effective absorption of charged particles other than muons in the layers of the detectors. ‘Punch through’ of such particles is reduced to $\sim 5\%$ for the
first muon station and to $\sim 0.2\%$ for further stations. The momentum resolution was measured as $\sim 1.8\%$ ($10\%$) for muons of $p_T = 20\text{ GeV}$ ($p_T = 1000\text{ GeV}$).

### 3.8 Data acquisition system

Data acquisition (DAQ) is a major challenge for the CMS experiment as the collision rate far exceeds reasonable processing and storage capabilities that would be required if all data were to be fully reconstructed. It is critical for the CMS physics programme that possible signal events are selected swiftly and efficiently while keeping to constraints placed on data bandwidth, storage and latency. The LHC produces bunch crossings at a rate of up to $40\text{ MHz}$ but can only store $\sim 1\text{ kHz}$ for offline analysis [47]. The required rejection power of $10^4$ is too large to be achieved in a single processing step while maintaining a high efficiency and so the task is split into two stages. The first step, Level-1 trigger (L1 trigger), is a hardware system that uses a small subset of the event information to accept or reject events. The L1 trigger reduces the rate of events which must be completely read from the detector buffers to a maximum of $100\text{ kHz}$. Even with this reduction, $100\text{ Gbytes/s}$ must be transferred to the surface to be processed by the second step, the High Level Trigger (HLT), which reduces the rate to a peak of $\sim 1\text{ kHz}$ which is read to tape to be fully reconstructed. A schematic diagram of the DAQ process is show in Figure 3.6. The selections at both the L1 trigger and HLT steps are designed to optimise efficiency given the constraints of acceptable rate and latency.

#### 3.8.1 Level-1 trigger

The L1 trigger system is the first step in selection for all data collected by the CMS detector. The event selection is timed using a local clock synchronised to the LHC bunch collision which initiates the partial readout and processing of detector subsystems and storage of data in the L1 trigger pipelines. The limited pipeline depth restricts the latency for L1 trigger decision to a budget of $3.2\text{ ms}$, of which $\sim 2\text{ ms}$ must be used for transmission of data [48]. This necessitates the use of fast, high performance electronics and optical links to rapidly reconstruct the event and make the trigger decision. The timing restriction allows only a partial reconstruction using a reduced information set from the calorimetry and muon subsystems only. Dedicated electronics reconstruct physics objects in local regions of the detector that are passed to the global trigger, which
Figure 3.6: Diagram of the CMS DAQ system showing the data flow from the detector through the L1 trigger and the HLT. The approximate rate into each system as well as the maximum time for a decision are indicated [47].
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3.8.2 High Level Trigger

The HLT receives the full detector information read from the CMS detector. It is able to use this to perform a full reconstruction with all detector subsystems, allowing a performance similar to the offline reconstruction. However, though the maximum processing time per event is significantly greater than for the L1 trigger, latency constraints require the use of simplified reconstruction algorithms. The reconstruction is performed using trigger paths that each sequentially execute reconstruction and selection criteria [48].

Events which pass the HLT selection are transmitted to the CERN ‘Tier-0’ for permanent storage and reconstruction. The GRID computing infrastructure allows the offline reconstruction and processing to be distributed to dedicated computing sites across the globe [49]. Overall, despite these efforts to reduce data rate, several peta-bytes of data must still be recorded every year for offline analysis, in addition to a similar quantity of simulated events.

3.9 Simulation

To confront data from experimental observations with a theoretical hypothesis requires an accurate simulation of both background and signal processes and of their interactions with the CMS detector. This is extremely challenging at the LHC due to the wide range of particle multiplicities and momenta from the p-p collisions, often in non-perturbative regimes. The simulation of events at CMS is factorised into five stages: the hard scattering, fragmentation, hadronisation, decay and detector simulation. A generic review of simulation for particle physics can be found in [50].

The hard scattering models the interaction between the two collision partons. The energy carried by each is sampled from the parton density function depending on the hard-scatter energy scale [51]. This process is simulated using the PYTHIA8 and MADGRAPH5 generators [52, 53].
The fragmentation and hadronisation of the coloured particles is simulated using dedicated showering and hadronisation algorithms with generators such as PYTHIA8 or HERWIG \cite{52,54}. The fragmentation is an iterative process of repeated radiation of soft gluons and quarks performed until the calculation becomes non-perturbative. The particles are then clustered into colourless bound state with different techniques used to connect the colour flow from initial partons to the final state partons, depending on the generator. Unstable particles formed at this stage then undergo further decay. Subsequent $\tau$ lepton decay is simulated using the dedicated TAUULA generator \cite{55}. The particles formed during this stage are referred to as generator level particles.

The simulated background samples are normalised using cross sections calculated with PROSPINO \cite{56} to next-to-leading order (NLO) and next-to-next-to-leading order (NNLO) in $\alpha_s$.

The effects of pileup are simulated by combining the generated output with a minimum bias sample with a mean of twenty simultaneous interactions. This is done in a 12 bunch crossing window of the signal event to include the effects of both out-of-time and in-time pileup.

The interactions with the CMS detector of the generated particles must be simulated. For the background processes a full detector simulation is performed using GEANT4 \cite{57}, while for the simulated samples the detector response is simulated using the CMS fast simulation package \cite{58}.
Chapter 4

Reconstruction

The precise measurement of particles produced in the high energy collisions at the LHC is necessary to effectively execute the CMS physics programme. This requires high-precision reconstruction and identification of physics objects in a challenging environment containing large numbers of different particles with a range of energies. The $\alpha_T$ analysis relies directly on the reconstruction of jets and $E_T$ for the signal region and on the reconstruction of leptons and photons to reject electroweak backgrounds and to define control regions. This requires the use of information from all detector subsystems and state-of-the-art techniques to allow the reconstruction, selection and calibration of these physics objects.

4.1 Detector reconstruction

The first stage in reconstructing the physics objects is to produce the necessary input information from the detector subsystems. This information may be tracks (trajectories) of charged particles or energy measurements from calorimeter depositions. Specialist algorithms that suppress backgrounds, mitigate the effects of pileup and provide high resolution energy, position and/or temporal measurements are used to optimise the precision of the measured quantities over a wide range of particle energies and momenta.

4.1.1 Track reconstruction

Charged particle tracks are reconstructed from the hits, considering the efficiency and resolution, using the iterative combinatorial track finder (CTF) algorithm [59]. The CTF
performs six iterations to determine the tracks. Between each iteration any hits that are assigned to tracks in the previous iteration are removed from the collection. The final track collection is then filtered to remove fake tracks using information on the number of hits, the \( \chi^2 \) of the track given the hits, and the compatibility of the track originating from a pixel vertex (vertex reconstructed from the pixel tracker only). The momentum resolution achieved is 0.7 (5)% at 1 (1000) \( \text{GeV} \) in the central region \[59\]. Using a dataset of pions and muons from an early run at the LHC the tracking efficiency was measured as 98% for tracks with \( p_T > 500 \text{MeV} \) and \( > 99% \) for tracks with \( p_T > 2 \text{GeV} \) \[60\].

### 4.1.2 Vertex reconstruction

As described in Section 3.1, the LHC produced an average of 25 simultaneous collisions per bunch crossing during Run 2. It is essential to identify the Primary Vertex (PV) and the particles originating from it to allow particles from additional collisions to be rejected and to identify features such as displaced vertices. The tracks are initially clustered using a deterministic annealing (DA) algorithm based on the points of closest approach of the tracks to the beamspot \[61\]. The candidate vertices containing at least two tracks are then fitted using an adaptive vertex fitter (AVF) to compute the best estimates of vertex parameters \[62\]. Each track in the vertex is assigned a weight, \( w_i \), between 0 and 1 corresponding to the likelihood that that track belongs to the vertex. The tracks with weight near 1 are most consistent with the reconstructed vertex while those that are least consistent have small weights. The number of degrees in the fit, defined as

\[
\text{n}_{dof} = -3 + 2 \sum_{i=1}^{\#\text{tracks}} w_i, \quad (4.1)
\]

is an important parameter for distinguishing real p-p interactions from misclustered vertices as it is strongly correlated with the number of tracks that are compatible with originating at the primary vertex \[61\]. The vertex position and resolution determined using the AVF have been measured in early LHC data and compared with simulation as shown in Figure 4.1.

The vertices are ordered according to the sum of the \( p_T^2 \) of the tracks associated with each vertex and the vertex with the highest \( p_T^2 \) taken as the primary vertex (PV). The position of the primary vertex can be used for object identification and rejection of
Figure 4.1: (a) PV efficiency as a function of the number of associated tracks. (b) PV resolution in the z coordinate as a function of the number of associated tracks for three track $p_T$ scenarios [63]

pile-up. Many CMS analyses, including the one in this thesis, require that a good vertex is reconstructed from the tracks satisfying:

- a minimum number of degrees of freedom: $n_{dof} > 4$
- the collision to occur with $|z| < 24$ cm such that the primary vertex is near the interaction point in the longitudinal direction
- the collision to occur within a radial distance of $|d_{xy}| < 2$ cm from the beamline

4.1.3 Calorimeter reconstruction

The calorimeters reconstruct the energies of incident particles from deposits made in the various subsystems. These deposits must be clustered and the measurement calibrated to provide details of the energy, position and timing of the incident particle. For neutral particles, the calorimeter subsystems provide the only measurement of the particle properties. For charged particles, the measurement complements that from the tracker and provides necessary redundancy in the case of track misreconstruction.

The ECAL crystals are calibrated with both absolute and relative calibrations. Nine EB superclusters and 500 EE crystals are calibrated using high energy electron beams to achieve a resolution of 0.5% (1%) for the EB (EE) components [41]. The remainder
undergo relative intercalibrations to achieve a resolution of 1.4% to 1.8% (\( \sim 5\% \)) for the EB (EE) components. During LHC runs, the response of the crystals changes due to radiation-induced crystal-lattice defects that absorb the scintillation light. The crystal transparency is monitored to allow the impact on energy measurements to be assessed and corrected [41].

The HCAL components undergo a similar calibration to the ECAL crystals. A subset of the components are calibrated using particle beams at a range of energies and this is then extended to the remainder of the subsystem using a Cobalt 60 source [44]. Additional corrections for the HCAL components are derived during LHC running [64].

4.2 Physics object reconstruction

The reconstructed tracks and calorimeter deposits form the inputs used to reconstruct particles and jets. These ‘physics objects’ form the basis of the selections used by many analyses. A combination of dedicated local reconstruction algorithms as well as the global event Particle Flow (PF) algorithm, described in Section 4.2.3, are used in reconstructing the physics objects. This section describes the reconstruction of muons, electrons and photons. The reconstruction of jets is described in Section 4.3. The reconstruction of the \( \tau \) lepton physics object, not used for the \( \alpha_T \) analysis, is detailed in Reference [65].

4.2.1 Electron and photon reconstruction

Photons and electrons interact in a similar manner within the ECAL and, therefore, similar reconstruction techniques are used for both objects. Electrons are reconstructed by matching information in the tracker and ECAL using two complementary techniques, an ECAL-driven reconstruction described in this section (identical, aside from tracking requirements, to the photon reconstruction) and a tracker-driven reconstruction performed with the PF algorithm (see Section 4.2.3) which is optimal for low \( p_T \) electrons.

In the ECAL, both electron and photon candidates are formed by clustering energy deposits from electromagnetic showers. Around 50% of the photons convert into an electron-positron pair in the material traversed before reaching the calorimeter, leaving an energy deposit that is widely spread in \( \eta \) and \( \phi \) [66]. For unconverted photons, the deposits are fairly localised in \( \eta \) and \( \phi \). Electrons radiate bremsstrahlung along their
Electrons may radiate photons due to brehmsstrahlung as they move through the magnetic field. The energy clustering algorithm accounts for this by clustering (potentially disconnected) energy deposits in a wide range in phi [66]. Trajectories due to the presence of the magnetic field and lose on average 33% of their energy in the central region and up to 86% at $|\eta| = 1.4$. As shown in Figure **, their energy deposits can be widely spread in $\phi$ but narrow in $\eta$. The hybrid clustering algorithm exploits this characteristic to reconstruct high energy electrons and photons in the barrel. A seed crystal of energy above a minimum threshold is required. Arrays of $1 \times 5$ crystals ($\phi \times \eta$) crystals (labelled dominoes) are added to the seed in a range of 17 steps in each direction of $\phi$ if each domino has an energy greater than 0.1 GeV. The dominoes are then clustered such that each disconnected cluster includes a domino of at least 0.35 GeV. These clusters are then finally themselves clustered into a 'supercluster'. The energy of the supercluster is the sum of the energies in its clusters and its position is calculated as the energy weighted mean of the cluster positions. The reconstruction in the endcap follows a similar procedure using $5 \times 5$ grids of crystals.

Superclusters that can be associated to tracks originating from the primary vertex are reconstructed as electrons. As electrons lose energy through the non-Gaussian
bremsstrahlung process, the Kalman filter is inappropriate and so the specialist track reconstruction Gaussian-sum filter (GSF) algorithm is used. This allows the total energy of electrons to be reconstructed, including the component lost through bremsstrahlung. The photons are identified through inverting the track matching criteria of the supercluster. In the endcaps, additional information is used from the preshower when reconstructing the energy.

Additional selections are applied on all reconstructed electrons and photons to suppress backgrounds. For electrons these are mainly composed of misreconstructed jets, secondary electrons from photon conversions and semi-leptonic decays of heavy quarks. As electrons are mainly contained within the ECAL, a threshold on the ratio of energies in the ECAL and HCAL provides a strong veto of hadronic backgrounds. In addition, requirements are made on the matching track impact parameters such that the transverse distance from the primary vertex is $d_{xy} < 0.0261$ cm ($d_{xy} < 0.118$ cm) and the longitudinal distance is $d_z < 0.041$ cm ($d_z < 0.822$ cm) for the barrel (endcap). Several variables that rely on the shower shape and cluster width are used to reject fakes, including $\sigma_{\eta \eta}$ (the second moment of the log-weighted distribution of crystal energies calculated in the $5 \times 5$ matrix around the most energetic crystal). The value of $\sigma_{\eta \eta}$ allows background processes to be rejected as its value is larger on average for neutral meson decay to two collimated photons.

4.2.2 Muon reconstruction

Muons typically leave minimal energy deposits in the calorimetry subsystems and travel through the entire detector. The muons are reconstructed using a combination of the inner tracker and muon systems. Two algorithms are used to give complementary efficiency across the momentum spectrum, the ‘the outside-in’ global muon algorithm and ‘the inside-out’ tracker muon algorithm [67].

The outside-in algorithm begins with muon tracks and for each attempts to identify a tracker match. Hits in muon chambers are used to define standalone-muon tracks. These are matched with tracker tracks by comparing parameters of the two tracks propagated onto a common surface. The hits from both systems are then combined and a global muon fit is performed using a Kalman filter. For muon tracks the momentum resolution is significantly improved by the global fit over a tracker-only fit for $p_T > 200$ GeV [31, 68].
The inside-out algorithm selects all tracks satisfying $p_T > 0.5 \text{ GeV}$ and $p > 2.5 \text{ GeV}$. These are then extrapolated to the muon system, taking into account effects from the magnetic field, multiple Coulomb scattering in the detector material and the average expected energy loses. If at least one muon segment matches the extrapolated track, the track qualifies as a tracker muon. Tracker muon reconstruction is more efficient than global muon reconstruction for low momenta of $\sim p < 5 \text{ GeV}$. This is due to requiring a hit in only a single segment of the muon system. Global muon reconstruction is more efficient for higher energy muons which are likely to pass through several muon stations [67].

In order to ensure the muons are prompt (produced by a hard process such as vector boson decay) rather than non-prompt (produced from the in-flight decays of hadrons, taus or heavy quarks) and to reject fakes caused by the punch through of hadronic particles, additional selections are made. These include quality selection on the $\chi^2$ of the muon track, a minimum number of valid hits as well as requirements on the impact parameters $d_{xy} < 0.05 \text{ cm}$ and $d_z < 0.1 \text{ cm}$ aimed at ensuring prompt muons.

Muons must be reconstructed through either the global or tracker muon algorithm. In combination, and including additional selections, these provide an efficiency of $> 95\%$ for reconstructing a muon with $p_T$ larger than a few GeV over the full $\eta$ range covered by the muon system and a fake rate from hadrons of $< 1\%$ [67].

### 4.2.3 Particle Flow

The particle flow (PF) algorithm combines the inputs from dedicated track reconstruction and calorimeter clustering algorithms using all detector subsystems to identify and reconstruct all stable particles in the event. Despite hundreds of different particle species being produced by collisions at the LHC, only a small fraction have sufficient lifetimes and interactions with the detector to be directly measured. The predominant species measured by the CMS detector are: $\gamma$, $e^\pm$, $\mu^\pm$, $\pi^\pm$, $K^\pm$, $p^\pm$, $K^0$ and $n$, classified by the PF algorithm into five categories of photons, electrons, muons, charged hadrons and neutral hadrons. The identification and measurement of the properties of these particles is optimised by taking advantage of the complementarity of different subsystems in various kinematic regimes and geometries. The output list of the individual particles is similar to that provided when generating simulated events and can be used as an input for further reconstruction processes such as building jets, determining $E_T$, determining
jets originating from bottom quarks (b tag) and quantifying charged lepton isolation. The algorithm is described fully in References [69, 70].

Effective track reconstruction forms the core of the PF algorithm. The CMS detector, with a strong magnetic field and large silicon tracker, is highly capable of the efficient track reconstruction required. In addition, the high granularity ECAL allows effective separation of photons from charged particles, even inside jets of several hundred GeV, and the entire calorimetry system is included within the solenoid, allowing the uninterrupted measurement of the particle energy flow.

The PF algorithm utilises a specific clustering algorithm for calorimeter deposits which is performed separately in each calorimeter subdetector. First, cluster seeds are identified as local cell maxima over a threshold energy. Second, these are grown into topological clusters by aggregating any cells with at least one side in common with a cell already in the cluster and with an energy above a given, detector subsystem dependent, threshold. Finally, the total energy in each topological cluster is shared between all encompassed seed clusters according to the cell-cluster distance to form a PF cluster for each seed. Along with reconstructed tracks, these PF clusters form the inputs required to build PF candidates.

The PF reconstruction uses a link algorithm to iteratively check compatibility of charged particle tracks and/or calorimetry clusters and/or muon tracks. These elements must be connected while avoiding any double counting. The link algorithm is performed on every pair of elements in the event and defines a distance between them that quantities the quality of the link. This is used to produce blocks of elements linked directly or indirectly. The blocks are constructed depending on the subsystems being linked as described below:

- A link between a charged particle track and calorimeter deposit is made by extrapolating the last measured hit in the tracker through the calorimetry systems. The track is linked to a cluster if the calorimeter position is within the cluster boundaries. The link distance is defined as the distance in the ($\eta$, $\phi$) plane between the extrapolated track position and cluster position.
- Clusters caused by photons emitted by electrons (bremsstrahlung) are associated to the track by extrapolating the tangents to the track from the intersection points of the track with tracker layers to the ECAL. The distance measure is as defined above.
Calorimeter clusters are linked between HCAL and ECAL or between ECAL and PS clusters by establishing whether the cluster in the more granular calorimeter is within the cluster of the less granular. The link distance is defined as the distance in the \((\eta, \phi)\) plane between the cluster positions.

Charged particles tracks are associated with muon tracks following the global muon algorithm defined in Section 4.2.2. In this case the \(\chi^2\) of the global fit defines the link distance.

With the blocks defined, the algorithm for reconstruction and identification of the set of particles from each block, which forms a global description of the event, proceeds as follows:

1. First, each global muon is defined as a PF muon if its combined momentum is compatible with the momentum from only the tracker, within three standard deviations. The track is removed from the block and expected energy depositions along the path of the muon in the calorimeters are subtracted (measured with cosmic ray muons to be 3 GeV and 0.5 GeV respectively for the ECAL and HCAL).

   Electrons are then identified. Tracks are preidentified as electron tracks based on their characteristics within the tracker. Such tracks are refitted with a GSF and extrapolated to the ECAL. Several tracking and calorimetric variables are then used to perform a final identification of PF electrons. The track and ECAL clusters (including those from bremsstrahlung) are removed from the block.

   The remaining tracks undergo additional quality criteria and are connected to ECAL and HCAL clusters. If calorimetric deposits are linked with a track, a PF charged hadron is identified.

   The detection of neutral particles in addition to the PF charged hadron relies on a comparison of the momentum of the tracks and the calibrated energy in the calorimeters. The momentum and energy are calculated from the track momentum under a charged pion hypothesis. If the calibrated calorimetric energy is significantly in excess of this energy, considering the calorimetric resolution, a PF photon and possibly a neutral hadron are also identified. If the energy excess is larger than the total ECAL energy, a PF photon is created with the ECAL energy and a PF neutral hadron is created taking its energy as the remainder of the excess. Otherwise, only a PF photon is created with the energy of the excess.

   Any remaining ECAL and HCAL clusters give rise to PF photons and PF neutral hadrons respectively.
4.2.4 Pileup estimation

In reconstructing the hard process, it is important to remove contributions from additional vertices. The PF objects can be used to identify charged hadrons which do not originate from the primary vertex. However, the vertex for neutral particles cannot be determined. Instead, the ratio of neutral and charged particles can be measured in simulation and a correction factor determined. This is necessary as neutral particles compose $\sim 50\%$ of the pileup in the barrel [71]. An additional form of pileup subtraction relies on an estimate of the local energy density of pileup, $\rho$, which can then be used to correct physics objects covering an area, $A$, as

$$p_{T}^{\text{corr}} = p_{T}^{\text{raw}} - \rho \cdot A,$$

(4.2)

where the values for $\rho$ are determined by partitioning the detector into a square grid of spacing 0.55 and calculating the median energy of the energy density of all PF candidates within each cell (grid $\rho$) [72, 73]. This effective area (EA) correction mitigates the contributions of both charged and neutral pileup particles.

4.2.5 Isolation

The level of hadronic activity around a lepton provides an effective method for distinguishing between prompt and non-prompt leptons. This is measured by the isolation of the lepton, defined by the fraction of energy in a cone around the lepton relative to the energy carried by the lepton itself. For the CMS collaboration, the standard method of measuring isolation during Run 2 is PF isolation, $I_{PF}^{el}$, defined within a cone of radius $\Delta R$ as

$$I_{PF}^{el} = \frac{1}{p_{T}^{l}} \left[ \sum_{PF_{PV}} p_{T}^{CH} + \sum_{PF} p_{T}^{NH} + \sum_{PF} p_{T}^{\gamma} - \sum_{PU} p_{T}^{\text{Neutral}} \right],$$

(4.3)

where $p_{T}^{l}$, $p_{T}^{CH}$, $p_{T}^{NH}$, and $p_{T}^{\gamma}$ are the momenta of the lepton, charged hadrons, neutral hadrons and photon, respectively. A subtraction of the neutral pileup must be made as neutral
particles cannot be associated with the PV. The $\Delta \beta$ correction and effective area (EA) correction are two methods used by CMS to estimate and correct for the neutral pileup contribution. The $\Delta \beta$ correction estimates the energy from the neutral hadrons from the charged hadron component, based on simulation, as

$$\sum_{PU} p^\text{Neutral}_T = \frac{1}{2} \sum_{PF_{PU}} p^CH_T, \quad (4.4)$$

while the EA method corrects the expected neutral pileup energy based on the footprint of the particle, $A_{eff}$, and the grid pileup energy density computed from neutral particles, $\rho^\text{Neutral}_{\text{grid}}$:

$$\sum_{PU} p^\text{Neutral}_T = \rho^\text{Neutral}_{\text{grid}} \cdot A_{eff}. \quad (4.5)$$

The cone size may be fixed (relative isolation) or dependent on the $p_T$ of the particle (mini-isolation). The use of mini-isolation accounts for the increasing collinearity of the hadronic decays of boosted particles.

### 4.2.6 Isolated tracks

Unreconstructed prompt leptons form a large background for hadronic searches. Such lost leptons can be caused by both acceptance effects and misreconstruction of processes, including $e^-$, $\mu^-$ decays and hadronic decays of $\tau$ leptons. Typically, even if not associated to the lepton, the lepton track will still be reconstructed. Prompt leptons also tend to be isolated and, therefore, a veto of high energy isolated charged tracks can reject events containing misreconstructed leptons. Isolated tracks are defined from PF candidates associated with the PV and which pass track quality selection but are not identified as leptons.
4.3 Jet reconstruction

As the LHC is a hadron collider, most events will involve the production of quarks and gluons. As discussed in Chapter 2, these strongly interacting particles hadronise into collimated jets of particles. As described in the following section, the properties of the parton which originated the jet can be reconstructed by combining all of the particles forming the jet. In order for the properties of the jet to be theoretically tractable the reconstruction algorithm has to satisfy the requirements of infrared safety, insensitive to the addition of soft particles, and collinear safety, insensitive to collinear splitting of particles [8].

4.3.1 Jet clustering

To achieve infrared collinear safety, CMS uses a sequential recombination algorithm [74]. The input clusters can represent the momenta of particles, calorimeter energy deposits or previously clustered 4-vectors. These algorithms define inter-jet distances, $d_{ij}$, between each pair of clusters $i$ and $j$, as well as beam-jet distances, $d_{iB}$, between each cluster and the beam

$$d_{ij} = \min \left[ p_{T_i}^r, p_{T_j}^r \right] \left( \frac{\Delta R_{ij}}{R} \right)^2,$$

$$d_{iB} = p_{T_i}^r,$$  

(4.6)

where the $r$ parameter depends on the specific algorithm used, $R$ determines the maximum distance for clustering pairs and $p_{T_i}$ is the transverse momentum of the cluster. The algorithm then proceeds as follows:

- Calculate and rank all the distances, $d_{ij}$ and $d_{iB}$, for all clusters in the event.
- If the smallest distance is an inter-jet distance, combine clusters $i$ and $j$ into a new cluster and recalculate distances.
- If the smallest distance is a beam-jet cluster, $i$ is considered to be a final state jet and is removed from the event. Distances are then recalculated.

These steps are repeated until no clusters remain. The algorithm used for the analysis in this thesis (and for most CMS analyses) is the anti-$k_T$ algorithm, for which $r = -2$. 

The size of the jets is $R = 0.4$ which is optimal for capturing particles associated with a jet while being resilient against pileup. CMS uses jets with inputs from PF candidates (PF jets) and calorimeter deposits (calo jets) clustered using the FastJet package [72]. PF jets allow improved resolution with respect to calo jets due to the significant position and energy resolution enhancement possible with use of the tracker. PF jets are therefore used in offline analysis while calo jets are used only in HLT reconstruction where latency restrictions forbid the formation of the PF candidates.

To reject jets that are badly reconstructed or originate from detector noise, additional selections are made. These include at least two PF candidates, the fraction of energy from neutral hadrons and photons $< 99\%$, charged hadron fraction $> 0$ and charged particle multiplicity $> 0$. The rate of fake jets is reduced by 84% while maintaining $> 99\%$ efficiency for jets from quarks and gluons.

### 4.3.2 Jet energy corrections

The energy of the clustered jets will not conform to the true partonic energy due to variations in response in different sections of the detector, losses in uninstrumented sections of the detector, as well as random fluctuations in the particle composition during hadronisation. To recover the properties of the parton, jet energy corrections (JECs) are applied using the functional form [75]

$$p_{\mu}^{\text{corr}} = C_{\text{offset}}(p_{T}^{\text{raw}}) \cdot C_{\text{rel}}(\eta) \cdot C_{\text{abs}}(p'_{T}) \cdot C_{\text{res}}(p''_{T}, \eta) \cdot p_{\mu}^{\text{raw}}, \tag{4.7}$$

where $C_{\text{offset}}$, $C_{\text{rel}}$, $C_{\text{abs}}$ and $C_{\text{res}}$ represent offset, relative, absolute and residual corrections respectively, $(p_{\mu}^{\text{raw}})$ $p_{\mu}^{\text{corr}}$ is the (uncorrected) corrected jet 4-momentum, $p_{T}$ is the $p_{T}$ after the offset and relative corrections and $p'_{T}$ is the $p''_{T}$ after all corrections except the residual.

The corrections are described in more detail below [76]:

- The $C_{\text{offset}}$ is the first step in the chain. Its purpose is to remove energy contributions not associated with the hard scattering that instead originate from sources such as noise and pileup. The pileup contributions are removed using charged hadron subtraction (CHS), where PF candidates not associated with the PV are removed before clustering, and the jet area method. The jet area method removes neutral components of pileup from the jets by subtracting $\rho \cdot A_{j}$ from the $p_{T}^{\text{raw}}$, where $A_{j}$ is
Figure 4.3: The overall uncertainty in the corrections applied to MC from Equation 4.7 is shown in the orange solid curve. The pileup uncertainty dominates for $p_T < 50$ GeV while for higher values of $p_T$ the absolute and relative scale dominate [77]. The peak in the pileup component of the uncertainty between 100 and 200 GeV is caused by taking the absolute value of the log-linear parameterisation of this component.

the active area of the jet and $\rho$ is the average pileup energy density, determined from the median energy of PF candidates across the detector.

- The $C_{\text{rel}}$ is used to make the energy response uniform in $\eta$ for all jets using MC truth corrections derived from QCD dijet events.
- The $C_{\text{abs}}$ is used to correct the energy response as a function of jet $p_T$. This is done using $Z + \text{jets}$ and $\gamma + \text{jets}$ events as the boson $p_T$ is well known and can therefore be used to balance the $p_T$ of the reconstructed jet.
- The $C_{\text{res}}$ is used to correct residual differences between the responses in both $p_T$ and $\eta$ for data and MC and is applied in data only.

Each correction has associated systematic and statistical uncertainties. These are added in quadrature to define the overall jet energy uncertainty. The overall uncertainty is shown in Figure 4.3.
4.3.3 B tagging

For Run 2, the combined secondary vertex version 2 (CSVv2) algorithm is used to tag jets as originating from b quarks. The algorithm exploits the long lifetime of the b hadron, the secondary vertex of its decay and the possible presence of a muon or electron (produced in $\sim 20\%$ of the b hadron decays). The input variables are combined with a neural net and the secondary vertex information is obtained using the Inclusive Vertex Finder (IVF) algorithm [78].

The dominant backgrounds for tagging b quarks are jets originating from c quarks and to a lesser extent jets from lighter quarks and gluons. The distribution of the CSVv2 discriminator is shown for PF jets in Figure 4.4 using 13 TeV data and simulation. The value of the discriminator used in the $\alpha_T$ analysis is 0.89, corresponding to an efficiency of $\sim 67\%$ and a mistag rate of $\sim 1\%$ for light quarks ($u$, $d$ and $s$ quarks) and gluons and of $\sim 10\%$ for charm quarks. The difference in efficiency and mistag rates in data and simulation is measured for a range of jet energies to provide scale factors to correct the simulation. In the Run 2 dataset, these scale factors were around 0.94 and 1.1 to 1.3 (depending on $p_T$) for the b tag and mistag SFs respectively [79].
4.3.4 Energy sums

Energy sums are vital for hadronic searches for new physics such as the $\alpha_T$ search. The typical high mass scale of BSM models causes large quantities of energy to be transferred to particles in the final state. This energy is shared between both visible and invisible particles, leading to significant total and missing energy which can be measured by CMS. The CMS detector is ideally suited to measuring these signatures due to its hermetic design allowing optimal acceptance for all observable particles in the final state.

Two variables are commonly used to measure the energy scale of the parent process in the event: the total transverse energy, $E_T$, which is computed as the scalar sum of the transverse energies of all reconstructed PF candidates in the event and the total hadronic transverse energy, $H_T$, which is computed as the scalar sum of the transverse energies of all calibrated reconstructed jets:

$$E_T = \sum |\vec{p}_{T}^{PF}| \quad \quad H_T = \sum |\vec{p}_{T}^{j}|.$$  \hfill (4.8)

The momentum of particles which do not interact with the CMS detector is reconstructed indirectly using the observed particles in the final state by exploiting momentum conservation in the transverse plane. Two variables are used in the $\alpha_T$ analysis: the missing transverse momentum, $\vec{E}_{PF}^T$, which is defined as the negative vector sum of the transverse momenta of all PF candidates and has magnitude $E_T$, as well as the hadronic missing transverse momentum, $\vec{H}_{T}$, which is defined as the negative vector sum of the transverse momenta of all calibrated reconstructed jets and has magnitude $H_T$:

$$\vec{E}_{PF}^T = - \sum \vec{p}_{T}^{PF} \quad \quad \vec{H}_{T} = - \sum \vec{p}_{T}^{j}.$$  \hfill (4.9)

In addition, $\vec{E}_{T}^{\text{calo}}$, defined as the negative transverse vector sum of the calorimeter deposits, is used for the HLT as the PF candidates cannot be reconstructed within latency constraints. The $\vec{E}_{PF}^T$ is used offline as performance is substantially improved by including tracker information [70].

As a measure of the momentum imbalance, $\vec{E}_{T}^{PF}$ can be biased by effects including minimum energy thresholds in the calorimeters, tracker inefficiencies and non-linearities.
Figure 4.5: Distribution of $E_T$ in $Z \rightarrow \mu\mu$ candidate events. The markers show the data while the filled coloured histograms show the breakdown in difference processes for the simulation. The lower panel shows the data/MC ratio including both statistical and systematic uncertainties [80]. The EWK contribution corresponds to the diboson, $Z\gamma$ and $W\gamma$ production processes.

in calorimeter response. This bias is reduced by correcting the $p_T$ of CHS-corrected PF jets using the JECs and propagating the correction to the $E_T$ as

$$\text{corrected} \ E_T^{\text{PF}} = E_T^{\text{PF}} - \sum_j (p_T^{\text{corr},j} - p_T^j).$$

(4.10)

This ‘type-1’ correction [80] uses all corrected jets with $p_T > 15$ GeV with less than 0.9 of their energy deposited in the ECAL. The 4-momenta of any muons found in jets are subtracted when performing the correction and added back to the corrected object. Figure 4.5 shows excellent agreement between simulation and data in reconstructing the $E_T$ with 13 TeV Run 2 data.
4.4 Physics objects for the $\alpha_T$ analysis

The $\alpha_T$ analysis makes use of the reconstruction algorithms described above to identify and reconstruct physics objects. The analysis uses a hadronic signal region with jets and large $E_T$, as well as several signal depleted regions used to predict the backgrounds in the signal region, the hadronic, $\gamma +$ jets, $\mu +$ jets and $\mu\mu +$ jets control regions defined in Section 6.4.2. This section describes the definition of the physics objects used for the $\alpha_T$ analysis.

4.4.1 Jets

The jets are reconstructed using PF objects, as described in Section 4.3, and are corrected for pileup contributions using CHS and jet area corrections. Additional cleaning cuts are then applied on the jet constituents as summarised in Table 4.1. These requirements are necessary to reject fake jets and jets reconstructed from pileup. The charged hadron fraction cut of $> 0.1$ additionally rejects jets reconstructed from beam halo interactions (see Section 6.1.1).

A threshold of jet $p_T > 40$ GeV is required for jets used in the analysis which further rejects fake jets. Jets in the signal region must satisfy the pseudorapidity requirement $|\eta| < 2.4$. The presence of any forward jets with $|\eta| > 2.4$ is used to improve the $H_T$ resolution and reject the QCD multijet background (as described in Section 6.2.4). Additionally, the leading jet in the event must satisfy $p_T > 100$ GeV.

B tagged jets

Jets originating from b quarks are identified using the CSVv2 algorithm defined in Section 4.3.3.

4.4.2 Photons

Photons must be identified to define the $\gamma +$ jets control region and veto events in the signal and muon control regions. Their reconstruction is described in Sections 4.2.1 and 4.2.3. The photon isolation is ensured using PF relative isolation with a cone size of $\Delta R = 0.3$. 
Table 4.1: Jet identification requirements.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Cut</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neutral Hadron Fraction</td>
<td>$&lt; 0.99$</td>
<td></td>
</tr>
<tr>
<td>Neutral EM Fraction</td>
<td>$&lt; 0.99$</td>
<td></td>
</tr>
<tr>
<td>Number of constituents</td>
<td>$&gt; 1$</td>
<td></td>
</tr>
<tr>
<td>Charged Hadron Fraction</td>
<td>$&gt; 0$</td>
<td>only for $</td>
</tr>
<tr>
<td>Charged Hadron Fraction</td>
<td>$&gt; 0.1$</td>
<td>for highest $p_T$ jet (otherwise veto event)</td>
</tr>
<tr>
<td>Charged Multiplicity</td>
<td>$&gt; 0$</td>
<td>only for $</td>
</tr>
<tr>
<td>Charged EM Fraction</td>
<td>$&lt; 0.99$</td>
<td>only for $</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$</th>
<th>\eta_{\text{jet}}</th>
<th>&gt; 3.0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neutral EM Fraction</td>
<td>$&lt; 0.90$</td>
<td></td>
</tr>
<tr>
<td>Number of Neutral Particles</td>
<td>$&gt; 10$</td>
<td></td>
</tr>
</tbody>
</table>

Pileup contributions are mitigated using EA correction. Additional selections are summarised in Table 4.2; an efficiency for photon identification of $\sim 71\%$ is achieved. The number of fake and non-prompt photons passing selection is measured as $2 - 10\%$ depending on $H_T$.

The kinematic selection for photons used to veto events in the signal region is $p_T > 25$ GeV and $|\eta| < 2.5$. The photons used to define the control region must satisfy the tighter requirements $p_T > 25$ GeV and $|\eta| < 1.4$ to ensure efficient trigger selection and to be sure that the photon is contained within the barrel where it can be better reconstructed.

4.4.3 Electrons

Electrons are identified to veto events in the signal and control regions. The full reconstruction is described in Sections 4.2.1 and 4.2.3. A PF mini-isolation requirement of $I_{\text{rel}}^{\text{PF}} < 0.1$ is applied using a variable cone size of maximum radius $\Delta R = 0.2$. The requirements are summarised in Table 4.3. An overall efficiency for electron selection of $\sim 90\%$ is achieved.

The kinematic requirements for electrons used to vetoing are $p_T > 10$ GeV and $|\eta| < 2.5$. 
Table 4.2: Photon identification requirements.

<table>
<thead>
<tr>
<th>Categories</th>
<th>Barrel</th>
<th>Endcap</th>
</tr>
</thead>
<tbody>
<tr>
<td>Working point</td>
<td>Tight</td>
<td>Loose</td>
</tr>
<tr>
<td>Conversion safe electron veto</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Single Tower H/E</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>$\sigma_{\text{veto}}$</td>
<td>0.0100</td>
<td>0.0102</td>
</tr>
<tr>
<td>PF charged hadron isolation</td>
<td>0.76</td>
<td>3.32</td>
</tr>
<tr>
<td>PF neutral hadron isolation</td>
<td>0.97 + 0.014 × $p_{T,\gamma}$ + 0.000019 × $p_{T,\gamma}^2$, 1.92 + 0.014 × $p_{T,\gamma}$ + 0.000019 × $p_{T,\gamma}^2$</td>
<td>11.86 + 0.014 × $p_{T,\gamma}$ + 0.000025 × $p_{T,\gamma}^2$, 0.16 + 0.0034 × $p_{T,\gamma}$</td>
</tr>
<tr>
<td>PF photon isolation</td>
<td>0.08 + 0.0053 × $p_{T,\gamma}$</td>
<td>0.81 + 0.0053 × $p_{T,\gamma}$</td>
</tr>
</tbody>
</table>

Table 4.3: Electron identification requirements.

<table>
<thead>
<tr>
<th>Categories</th>
<th>Barrel</th>
<th>EndCap</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta\eta_{fn}$</td>
<td>0.0105</td>
<td>0.00814</td>
</tr>
<tr>
<td>$\Delta\phi_{fn}$</td>
<td>0.115</td>
<td>0.182</td>
</tr>
<tr>
<td>$\sigma_{\text{veto}}$</td>
<td>0.0103</td>
<td>0.0301</td>
</tr>
<tr>
<td>H/E</td>
<td>0.104</td>
<td>0.0897</td>
</tr>
<tr>
<td>$d_0$ (cm)</td>
<td>0.0261</td>
<td>0.118</td>
</tr>
<tr>
<td>$d_Z$ (cm)</td>
<td>0.041</td>
<td>0.822</td>
</tr>
<tr>
<td>$</td>
<td>1/(E_{\text{ECAL}} - 1/p_{trk})</td>
<td>/(1/\text{GeV})$</td>
</tr>
<tr>
<td>Missing hits (inner tracker)</td>
<td>yes</td>
<td>yes</td>
</tr>
</tbody>
</table>

4.4.4 Muons

Muons are selected to define the single mu, $\mu +$ jets, and double mu, $\mu\mu +$ jets control regions as well as to veto events in the signal regions. The reconstruction is described in Section 4.2.2. The isolation is defined using a PF relative isolation requirement of $I_{\text{rel}}^{-} < 0.15$ with a cone size of $\Delta R = 0.4$ for muons in the control regions and by using a PF mini-isolation requirement of $I_{\text{mini}}^{-} < 0.2$ with a maximum cone size of $\Delta R = 0.4$ to veto events in the signal region. The muons are pileup-corrected using an EA correction. An efficiency for muon selection of $\sim 98\%$ is achieved.
The kinematic requirements for muons used for veto are $p_T > 10\text{ GeV}$ and $|\eta| < 2.4$, while muons selected in the control regions must satisfy $p_T > 30\text{ GeV}$ and $|\eta| < 2.1$. This ensures efficiency for passing trigger requirements and that the muon is well reconstructed.

4.4.5 Isolated tracks

Isolated tracks are used to identify single prong decays of the $\tau$ lepton and misreconstructed leptons. They are selected from the charged PF candidates satisfying $p_T > 10\text{ GeV}$, $\Delta z(\text{track}, \text{PV}) < 0.05$ and $I_{PF}^{\text{rel}} < 0.1$ with a cone of $\Delta R = 0.3$.

4.4.6 Energy sums

The $E_T$ is computed from the magnitude of the vector sum of the transverse momentum of all PF candidates in the event. This is type-1-corrected, as described in Section 4.3.4, using PF jets with $p_T > 15\text{ GeV}$. In the control regions the object(s) used to define the control region are not included the $E_T$ calculation. The $H_T$ and $H_T$ are defined using the vector and scalar sum, respectively, of all PF jets satisfying $p_T > 40\text{ GeV}$ and $|\eta| < 2.4$.

4.4.7 Summary

A summary of the physics objects used for the $\alpha_T$ search and their kinematic requirements is presented in Table 4.4.
Table 4.4: Kinematic selections for physics objects.

<table>
<thead>
<tr>
<th>Object</th>
<th>Kinematic selection</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jet</td>
<td>Central jets: ( p_T &gt; 40 \text{ GeV}, \</td>
</tr>
<tr>
<td></td>
<td>Leading central jets: ( p_T &gt; 100 \text{ GeV}, \</td>
</tr>
<tr>
<td></td>
<td>Forward jet (veto): ( p_T &gt; 40 \text{ GeV}, \</td>
</tr>
<tr>
<td>Photon</td>
<td>( \gamma + \text{jets control region (relative isolation)} ): ( p_T &gt; 200 \text{ GeV}, \</td>
</tr>
<tr>
<td></td>
<td>Veto (relative isolation): ( p_T &gt; 25 \text{ GeV}, \</td>
</tr>
<tr>
<td>Muon</td>
<td>( \mu + \text{jets and } \mu\mu + \text{jets control regions (mini isolation)} ): ( p_T &gt; 30 \text{ GeV}, \</td>
</tr>
<tr>
<td></td>
<td>Veto (relative isolation): ( p_T &gt; 10 \text{ GeV}, \</td>
</tr>
<tr>
<td>Electron</td>
<td>Veto (mini isolation): ( p_T &gt; 10 \text{ GeV}, \</td>
</tr>
<tr>
<td>Isolated track</td>
<td>Veto: ( p_T &gt; 10 \text{ GeV}, \</td>
</tr>
</tbody>
</table>
Chapter 5

The Level-1 trigger upgrade

During Run 2, the LHC has provided collisions at an energy of 13 TeV and at a peak luminosity of $14 \times 10^{33}$ cm$^{-2}$s$^{-1}$, marking a significant increase in energy and luminosity over those provided in Run 1 (8 TeV and $7 \times 10^{33}$ cm$^{-2}$s$^{-1}$ respectively). With a spacing between bunches of 25 ns, an average of 25 simultaneous interactions are produced per bunch crossing. This high luminosity and pileup form a challenging environment for the L1 trigger system, which must continue to provide an input rate to the HLT of 100 kHz, in conditions that exceed design specifications. Simply increasing thresholds on the L1 trigger requirements (seeds) causes unacceptable inefficiencies for electroweak physics and TeV scale searches and, therefore, the L1 trigger system, and associated algorithms, must be upgraded.

In this section, the upgrades to the L1 calorimetric trigger system and the associated L1 jet algorithm are discussed. The muon trigger system and upgrades to the algorithms for identification of other physics objects for the L1 trigger are detailed in References [81, 82, 83].

5.1 Legacy system and upgrade

The global calorimeter trigger (GCT) was used during Run 1 to find jets, electrons and photons and to compute global energy sums [84]. The trigger system takes input from trigger towers (TTs) corresponding to $5 \times 5$ ECAL crystals and an identical area in the HCAL. These are grouped into $4 \times 4$ ‘calorimeter regions’ that form the input for physics object and reconstruction algorithms for the GCT. Trigger primitive generators (TPGs) provide the interface with the detector to compute trigger inputs. Due to hardware
limitations the detector is split into 16 sections, each processed by a regional calorimetric
trigger (RCT) to form candidates and sum energies. The RCTs must share information to
account for features that occur at boundaries between the 16 sections. The information
from the RCTs is combined in the GCT which computes global quantities and sorts the
jets before passing these quantities to the global trigger (GT). The GT also receives
information from the global muon trigger (GMT) and makes the final trigger decision.

The upgrade of the GCT was carried out in two stages. The first stage, upgrade
calorimetric trigger (UCT), was used for data taking during 2015 and used updated
firmware and algorithms to allow improved jet and object identification, including pileup
subtraction [85]. In the second stage the architecture was entirely replaced by the time
multiplexed trigger (TMT) to allow ‘time multiplexing’, whereby each event is processed
entirely within one card using the full trigger tower granularity [86].

5.2 The time multiplexed trigger architecture

The TMT uses two processing layers. The first layer performs preprocessing and data
formatting using 18 CTP7 cards [87]. Each card requires only a regional view of the
detector and performs local operations such as summing ECAL and HCAL transverse
energies. The data for each event are combined and transmitted to a single node in the
second processing layer, an Imperial Master Processor Virtex-7 (MP7) card [87]. The
MP7 is a high-performance 0.92 Tb/s + 0.92 Tb/s (input + output rate) all-optical
processor with sufficient data rate for the entire calorimeter to be processed in a single
card. The data from the 9 nodes on the second layer is passed to a demultiplexer board
(also an MP7) before being sent to the GT. The GT makes the final trigger decision
using both the calorimeter and muon trigger systems.

The difference between the GCT/UCT and TMT architectures is shown schematically
in Figure 5.1. In the TMT architecture, data is buffered and retransmitted to the first
node (on the second layer) over 9 bunch crossings to allow the entire event to be processed
on one card. This removes the need for a large number of links between cards and allows
the full TT granularity to be used. The increase in granularity compared to the GCT is
illustrated in Figure 5.2.
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Figure 5.1: Comparison of the GCT (left) and TMT architectures (right) showing the flow of information to the final global decision. The colours indicate the data from each bunch crossing [86].

Figure 5.2: A representation of the CMS collaboration logo digitised with the input resolution of the L1 calorimeter trigger up to $|\eta| < 3$ using (a) the legacy architecture (18 $\times$ 14 pixels) and (b) the TMT architecture (72 $\times$ 56 pixels). The black squares indicate the size of the jet for the legacy and TMT architectures.
5.3 L1 jet algorithm

The increase in pileup and luminosity in Run 2 makes triggering with jets significantly more challenging than during Run 1. To maintain sensitivity to new physics the upgrade jet identification and reconstruction algorithm must provide high efficiencies and low rates for L1 trigger seeds. This performance must be maintained for high pileup scenarios.

The TMT architecture provides several advantages over the GCT system which can be exploited in designing the jet algorithm. These include significantly increased processing power and granularity (enhanced by factor 16). More flexible algorithms, which make use of smaller features than previously accessible, can be defined. This is exploited in the use of an improved jet clustering algorithm, described in Section 5.3, as well as online pileup subtraction, described in Section 5.4, for jet identification and reconstruction with the TMT.

5.3.1 GCT jet clustering

The GCT algorithm uses a $3 \times 3$ calorimeter region sliding jet window with a central seed to reconstruct jets in the range $|\eta| < 5$. The algorithm scans the calorimeter in increments of calorimeter regions and clusters a jet if the energy in the central seed region is greater than both $5\text{ GeV}$ and each of the eight bordering regions. The threshold of $5\text{ GeV}$ was added during the 2012 8 TeV run, when the number of pileup interactions increased, to remove soft pileup jets. The $12 \times 12$ TT jet size ($\Delta \eta \times \Delta \phi = 1.04 \times 1.04$) corresponds approximately to $R = 0.5$ for the anti-$k_T$ jet algorithm used in offline reconstruction.

5.3.2 TMT jet clustering

The jet algorithm used for the TMT similarly uses a sliding window algorithm. This is composed of $9 \times 9$ TTs ($\Delta \eta \times \Delta \phi = 0.78 \times 0.78$), corresponding to the $R = 0.4$ used in Run 2. The use of an odd number of trigger towers ensures that a central seed tower can be defined.

In order to ensure that jets do not overlap, which would cause energy deposits to be double counted, the seed tower is required to meet the conditions shown in Figure 5.3. The veto conditions are asymmetric along the diagonal to prevent TTs with the same energy vetoing one another. An inefficiency may be expected if a jet vetoes another
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Figure 5.3: The $9 \times 9$ veto conditions used to define jets. The inequalities ensure jet energies are not double counted

which itself vetoes a third. However, this effect was found to introduce a negligible ($\sim 0.1\%$) inefficiency. A threshold on the central seed tower may additionally be required to reconstruct a jet, as discussed in Section 5.4.3.

If a seed passes the veto requirements, a jet is defined with a position given by the seed tower and an energy given by the total energy of the towers making up the jet. The seed position is used as jets tend to be boosted objects with an energy deposited in a small central area. Note that the L1 jets are massless such that $p_T = E_T$.

Comparison with offline jet reconstruction

An evaluation of the performance of the TMT jet algorithm can be made by comparing the results of jet finding with the offline reconstruction algorithm used by most CMS analyses during Run 2, anti-$k_T$ with a distance parameter of 0.4, described in Section 4.3.

The trigger tower deposits were generated using a simulated sample of top pair-production ($t\bar{t} + \text{jets}$) due to the plentiful sample of jets produced in this process. In this section all simulated samples used have conditions of $\sqrt{s} = 13\,\text{TeV}$, bunch spacing
Figure 5.4: Comparison of the L1 jet finding algorithm with the anti-$k_T$ algorithm using TT inputs. Distributions of $p_T$ and $\eta$ are shown for the leading and fourth jet.

= 50 ns and Gaussian distributed pileup around 40 simultaneous interactions. The anti-$k_T$ algorithm is run over the same inputs as used for the L1 algorithm with the FastJet package [72].

A comparison between the predictions of both algorithms for several important jet variables is shown in Figure 5.4 for the leading and fourth jet. In general, excellent agreement is observed. Small differences can be seen at high $|\eta|$ and low $p_T$. This is due to the ability of the anti-$k_T$ algorithm to reconstruct smaller jets with smaller radii while the L1 jet algorithm size is fixed.

5.3.3 Energy sums

In addition to jet reconstruction, the TMT must also build energy sums. These can be defined using either jets or individual calorimeter deposits, analogously to the offline quantities. The baseline quantities that are constructed are
• L1 total $E_T$: the scalar sum the $E_T$ of all calorimeter TTs
• L1 $E_T$: the inverse vector sum of the $E_T$ of all calorimeter TTs
• L1 $H_T$: the scalar sum of all L1 jet $p_T$
• L1 $H_T$: the inverse vector sum of all L1 jet $p_T$.

The quantities made using L1 jets require a minimum $p_T$ of 20 GeV. As will be discussed in Section 5.5, this requirement provides additional robustness against soft jets reconstructed from detector noise or pileup. Additional quantities based on jets and/or energy sums may also be used to define trigger seeds. A study of the performance of one such variable is detailed in Section 5.6.

5.4 Pileup subtraction

Simultaneous soft interactions cause additional energy to be deposited throughout the detector. This will be approximately isotropically distributed ($\sim 1$ GeV per unit area); however, variations in detector response as well as the profile of pileup events can cause $\eta$ and, to a lesser extent, $\phi$ dependence. In addition, event-by-event fluctuations in the distribution and magnitude of the pileup deposits can greatly affect calorimeter objects. For jets, pileup can both increase the energy of jets associated with the hard scatter and cause ‘pileup jets’ to be clustered entirely from pileup energy deposits.

Pileup subtraction at L1 aims to remove pileup contributions such that the trigger decision is unbiased by the presence of simultaneous interactions. Changes to detector response and beam conditions during running as well as the random nature of pileup necessitate an event-by-event estimation and mitigation of the pileup contribution. For the TMT, this must be done using only the calorimeter because tracker information is unavailable.

Several methods of pileup subtraction that meet the stringent latency requirement are discussed in this section. These rely on both global and local estimations of pileup in each event to perform pileup correction and reject pileup jets. Local methods are more susceptible to statistical fluctuations; however, unlike global methods, they allow anisotropy in the pileup distribution to be considered.
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Figure 5.5: Dependence of $\rho_{\text{global}}$ on the number of interactions. The minimal energy threshold required to reconstruct a jet causes $\rho_{\text{global}} \sim 0$ for a non-zero number of interactions.

5.4.1 Global $\rho$ subtraction

Global $\rho$ subtraction uses the jets themselves to estimate the pileup energy density ($\rho_{\text{pileup}}$) using the median energy density of all jets in the event, defined as $\rho_{\text{global}}$ [73]. The main assumptions with this method are that the pileup distribution is independent of $\eta$ and $\phi$, and that the number of pileup jets is much larger than the number from the hard scatter. Using $\rho_{\text{global}}$, a correction to each jet can be made:

$$p_{T_j}^{\text{subtracted}} = p_{T_j}^{\text{raw}} - \rho_{\text{global}} \cdot A_j,$$

where $A_j$ is the area of the jet, $\Delta \phi \Delta \eta(\eta)$ (the $\eta$ dependence in the area is due to variation in the jet tower size). If $\rho \cdot A_j > p_{T_j}^{\text{raw}}$ the jet is discarded. Figure 5.5 shows a strong linear dependence between $\rho_{\text{global}}$ and the number of interactions for minimum bias events. The non-zero intercept is caused by contamination of jets from the hard scatter.

To account for $\eta$ dependence in the pileup, the $\rho_{\text{global}}$ subtraction may be amended by dividing the calorimeter into strips of phi and calculating the median $\rho$ for jets in each strip. However, this significantly adds to the latency in the pileup subtraction and may be less robust as fewer jets can be sampled in each $\eta$ slice and is therefore not considered in this section.
5.4.2 Doughnut subtraction

Doughnut subtraction makes use of the area around the jet to sample the local pileup energy density in order to correct (or reject) each jet and has been previously proposed for use during heavy ion collisions [89]. The energy contribution from the jet itself is negligible outside the $9 \times 9$ ring, as shown in Figure 5.6. For doughnut subtraction the transverse energy density is sampled by taking four strips around the jet, as shown in Figure 5.7a. The strips are ordered according to energy density, and the median two strips taken. The pileup energy density is then estimated from the energy density of the median two strips. This $\rho_{\text{doughnut}}$ is used to correct the jet analogously to Equation 5.1. Typically the strip with the largest energy density is susceptible to contribution from nearby jets. Using the median strips to estimate $\rho_{\text{pileup}}$ allows such contamination to be mitigated.

Unlike global subtraction, doughnut subtraction allows local variations in $\rho_{\text{pileup}}$ to be included; however, it is significantly more susceptible to statistical fluctuations because of the relatively small area sampled. An extension, ‘chunky’ doughnut, shown in Figure 5.7b, uses enlarged strips to sample three times the area in measuring $\rho_{\text{pileup}}$. The dependence of the number of interactions with the energy density for the chunky doughnut pileup estimation ($\rho_{\text{chunky}}$) is shown in Figure 5.8.
Figure 5.7: The rings used to sample the local pileup energy density for the doughnut (a) and chunky doughnut (b) pileup subtraction. The median two strips (in energy density) are used in each case.

Figure 5.8: Dependence of $\rho_{\text{chunky}}$ on the number of interactions.
5.4.3 Seed threshold and zero suppression

The requirement of a threshold on the seed tower when identifying a jet provides a powerful rejection of pileup jets. This takes advantage of the diffuser energy deposition for pileup jets compared to jets originating from the hard scatter. A seed threshold does not allow pileup contamination in real jets to be corrected but can be used in conjunction with other pileup subtraction techniques such as doughnut subtraction. Global $\rho$ subtraction is incompatible with a seed threshold as this technique relies on reconstructing substantially more pileup jets than those from the hard scatter. This problem may be addressed by using a separate jet collection with no seed threshold for calculating $\rho_{\text{global}}$; however, latency constraints do not permit this for the L1 trigger.

Zero suppression is a rudimentary form of pileup correction whereby only towers with an energy deposition above a given threshold are included in the reconstruction of each jet. This cannot be easily adapted for different pileup regimes but provides a simple baseline for assessing more complex algorithms. Zero suppression may also be used in conjunction with other pileup correction techniques.

The thresholds used for the seed and zero suppression may be $\eta$ (or even $\phi$) dependent; however, such variable thresholds are not considered in the studies presented below. The smallest energy quanta available at L1 is 0.5 GeV and defines a ‘L1 unit’. The thresholds considered in this section are 5 L1 units for the central seed (seed 5) and 1 or 2 L1 units for the zero suppression (labelled as TSup1 or TSup2).

5.4.4 Calibration

The energy of the L1 jets ($p_T^{\text{L1}}$) is calibrated against generator level quantities using a simulated QCD dijet sample. The calibration is carried out separately in the eight $\Delta \eta = 0.75$ ranges from $\eta = -3.0$ to 3.0 to account for changes in detector response. In each region the procedure is as follows:

- Cluster generator particles in the QCD sample (except muons and neutrinos) using the anti-$k_T$ algorithm with $R = 0.4$ into generator jets.
- Match L1 jets to generator jets by finding the closest in $\Delta R$ between the central tower of the L1 jet and the generator jet. L1 jets with $\Delta R > 0.3$ from any generator jet are ignored.
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- Define the ‘response’ for each L1 jet as the ratio of the (pileup-corrected) $p_T^{L1}$ to the matched generator jet $p_T^{Gen}$.
- For each bin in $p_T^{Gen}$, fit the response with a Gaussian to obtain the mean response for that $p_T^{Gen}$. The Gaussian fit is used to account for the truncation of the response due to threshold effects on $p_T^{L1}$. The average $p_T^{L1}$ in the bin is calculated to obtain the distribution of the mean response against $p_T^{L1}$.
- Perform a $\chi^2$ fit of the distribution of mean response against $p_T^{L1}$ using the calibration function [90] defined in Equation 5.2.
- Use the result of the fit to define correction factors for each $p_T^{L1}$ in each $\eta$ bin,

$$
\left(\frac{p_T^{L1}}{p_T^{Gen}}\right)^{-1} = p_T^{L1} \cdot \left( p_0 + \frac{p_1}{\log(p_T^{L1})^2 + p_2} + p_3 \exp(-p_4(\log(p_T^{L1}) - p_5)^2) \right). \quad (5.2)
$$

The calibration must be done separately for each choice of pileup subtraction algorithm, seed threshold and zero suppression. Figure 5.9 shows an example response for seed 5, chunky-doughnut-corrected jets is shown as a function of $p_T^{L1}$ for the $0 < \eta < 0.75$ range. The fitted calibration function defines the correction factors and is shown to agree well with simulation.

In Figure 5.10 the response for the same QCD dijet sample is shown as a function of the $p_T^{L1}$. The calibration is effective for $p_T^{L1} > \sim 20$ GeV where the response is flat at unity. Below this $p_T$, the matching procedure degrades (the majority of matched jets come from pileup or detector noise) such that the average response is an unreliable estimate of the jet algorithm response to real jets.

5.5 Jet performance

The performance of the jet algorithm and the various pileup suppression techniques is tested using Monte Carlo simulation. In each case, the corrected $p_T^{L1}$ is calibrated following the procedure in Section 5.4.4. Comparisons are made with algorithms used for both the legacy GCT and UCT systems to benchmark the performance. Efficiencies are measured using a simulated $t\bar{t}$ sample while background rates are measured using a simulated minimum bias sample.
Figure 5.9: Fitted response for a QCD dijet sample in the range $0 < \eta < 0.75$.

Figure 5.10: Calibrated response in the QCD dijet sample used to derive the calibration factors. The calibration is seen to be effective for the range $p_T^{L1} \sim 20$ GeV.
Figure 5.11: Matching efficiencies for jets showing effect of seed and pileup subtraction at low energies for all jets (a) and for the fourth jet (b). In (b) a comparison with the GCT is shown.

5.5.1 Matching efficiency

The efficiency with which the L1 jets may be matched to generator jets provides a measure of the ability of the L1 jet algorithm to reconstruct real jets from the hard scatter. The matching procedure is the same as that used for the calibration. The matching efficiency for all generator jets and the fourth leading jet is shown in Figure 5.11 as a function of $\mathrm{p}_T^{\text{Gen}}$ for several benchmark pileup suppression algorithms. The efficiency plateaus at unity around $\mathrm{p}_T^{\text{Gen}} = 50\text{GeV}$. The pileup subtraction and seed threshold is shown to reduce the matching efficiency at low $p_T$; however, for this low $p_T$ region the L1 jets matched to generator jets are typically reconstructed from pileup calorimeter deposits and their energy does not therefore reflect that of the matched generator jet. A substantial improvement in efficiency over the GCT is observed in matching the fourth leading jet.
The jet energy scale, defined as $(p_{T}^{L1} - p_{T}^{Gen})/p_{T}^{Gen}$, measures the level of agreement between the energies of the L1 and matched generator jets. The matching procedure is the same as that described in Section 5.4.4. The jet energy scale provides an important measure of the ability of the algorithm to reject jets from pileup energy deposits as well as to remove the contribution of pileup from real jets from the hard scatter. In Figure 5.12a, the jet energy scale as a function of the number of simultaneous interactions is shown for a simulated $t\overline{t}$ sample. The jet energy scale is flat near unity when pileup subtraction is applied, but exhibits a strong dependence on pileup if uncorrected. To illustrate the pileup contamination for different $p_{T}^{Gen}$ jets, a linear fit to the jet energy scale as a function of pileup is made in $p_{T}^{Gen}$ bins; the resultant gradients are shown in Figure 5.12b. Pileup subtraction is shown to significantly reduce the pileup dependence of the jet energy scale across $p_{T}^{Gen}$. If no pileup subtraction is applied, the magnitude of the gradient is particularly enhanced for low $p_{T}^{Gen}$ where pileup contamination dominates.
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Figure 5.13: Turn-on of efficiency as a function of $p_T^{\text{Gen}}$ for (a) a L1 threshold of 150 GeV on the leading jet and (b) a L1 threshold of 100 GeV on the fourth leading jet. The turn-on is defined as the efficiency for selecting events containing a generator jet of a given $p_T$ that is matched to the L1 jet on which the threshold is applied.

5.5.3 Rates and efficiencies

The ‘turn-on’ of the efficiency for generator quantities for a L1 selection of 150 GeV on the leading jet and 100 GeV on the fourth leading jet are shown in Figure 5.13. The upgrade trigger exhibits a sharper turn-on than the GCT quantities and plateaus at higher values than the legacy system.

The efficiencies shown in Figure 5.13, however, do not fully describe the performance of the trigger as the total rate of selected events places stringent restrictions on the possible L1 thresholds. Figure 5.14 shows the rate of minimum bias events passing selection (per second) against the efficiencies for selecting a leading jet, second leading jet and fourth leading jet with $p_T^{\text{Gen}}$ thresholds of 150 GeV, 110 GeV and 50 GeV, respectively. As the jet multiplicity increases and threshold decreases, the performance of the upgrade L1 jets compared to the legacy system is substantially improved. For the upgrade L1 jets, the global $\rho$ subtraction exhibits the best performance; however, the differences between the pileup subtraction algorithms are small.
During Run 2 the pileup is not constant but varies with changes in instantaneous luminosity. Stability in the rate for different pileup scenarios is important to ensure that L1 trigger thresholds do not need to be increased during running. Figure 5.15 shows the rate against the number of simultaneous interactions for a lead jet threshold of 30 GeV. The dependence on pileup is seen to be significantly mitigated by chunky doughnut pileup subtraction compared to no pileup subtraction and global $\rho$ subtraction.

To benchmark the energy sums performance, the rate against efficiency for L1 $H_T$ and L1 $H_T$ is shown in Figure 5.16. All jets above 20 GeV are used to calculate L1 $H_T$, 

**Figure 5.14:** Rate (Hz) against efficiency for (a) L1 leading jet with a threshold of 150 GeV, (b) L1 second leading jet with a threshold of 110 GeV and (c) L1 fourth leading jet with a threshold of 50 GeV.
Figure 5.15: The dependence of the rate for a threshold of $p_{T}^{L1} = 30$ GeV on the number of simultaneous interactions. Note that only the shape difference (and not the overall rate) between the algorithms should be compared as this $p_{T}^{L1}$ threshold would lead to an unreasonable rate.
making this quantity particularly susceptible to pileup. The chunky doughnut pileup subtraction with a seed of 5 is shown to significantly improve performance compared to the other pileup subtraction methods and the legacy system (except global $\rho$ with a seed of 5, not viable in the L1 trigger). The performance of the UCT is not directly comparable as L1 $H_T$ and $H_T$ are calculated using calorimeter regions above a threshold rather than jets. Similarly, the performance for L1 $H_T$ is optimal for chunky doughnut subtraction with a seed of 5 and global $\rho$ subtraction. Figure 5.16b also shows L1 $E_T$, which exhibits the best performance. This is expected as pileup contributions are deposited in $\phi$ approximately uniformly throughout the detector and their contribution will therefore cancel in the vector sum of the towers.

5.5.4 Summary

The performance plots described in this section have highlighted the importance of effective pileup subtraction for the L1 trigger. Significantly improved performance is observed over the legacy and UCT systems, highlighting the advantages of additional granularity and algorithmic complexity afforded by the upgraded architecture. The best performance is seen with the chunky doughnut (with a seed threshold) and global $\rho$ pileup subtraction. Due to latency constraints and the desire to account for local effects when triggering, a local pileup subtraction algorithm is preferred. Therefore, the chunky doughnut subtraction has been used for data taking in 2016.
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Figure 5.17: (a) The L1 jet energy compared to offline in early 2016 data for a wide range of jet energies. (b) Resolution for the L1 jet energy compared to offline in early 2016 data for several different pileup scenarios [91].

Figure 5.17 shows two example performance plots made using early 2016 data. The upgrade jet energy is seen to agree well with offline over a wide range of energies and shows little pileup dependence.

5.6 Cross-trigger study

The simple single object triggers considered in the previous section are useful for selecting high $p_T$ signatures and for low luminosities. In order to provide efficiency for the full range of the CMS physics program at higher luminosities, sophisticated combinations of the single object triggers, ‘cross-triggers’, are required. In this section, the $\alpha_T$ analysis is used to highlight the utility of such a cross-trigger at L1.

The $\alpha_T$ analysis is detailed in Chapter 6. In order to maximise acceptance to supersymmetric models at lower energy scales, a low $H_T$ threshold is required. However, without an additional requirement, the rate would be unacceptably high. A cross-trigger using a selection on both ($\pi$ minus) the difference in $\phi$ between the two leading jets ($\Delta\phi_{1,2}$), and $H_T$ can control this rate while maintaining efficiency. The $\pi - |\Delta\phi_{1,2}|$ requirement takes advantage of the high relative $H_T$ to $H_T$ for the signal models.
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Figure 5.18: Efficiency of the dijet selection for hadronic offline requirement $200 < H_T < 300\text{ GeV}$ and $\alpha_T > 0.65$ in a band of rate of 5.5 to 7.5 kHz. The colour scale shows the cumulative efficiency for a given value of the L1 requirement on both $\pi - |\Delta\phi_{1,2}|$ and $H_T$ (shown on the y axis and x axis respectively).

An acceptable rate for such a cross-trigger, given the overall budget of 100 kHz, is around 5.5 to 7.5 kHz. This range defines a band in the plane of $\pi - |\Delta\phi_{1,2}|$ and $H_T$ in which the efficiency can be inspected. To avoid signal model dependence, the efficiency is measured using a $t\bar{t}$ sample for the multijet case ($n_{\text{jet}} \geq 4$) and a sample of Z boson production in association with jets, where the Z decays to neutrinos, for the dijet case ($n_{\text{jet}} = 2$). An offline hadronic selection of $200\text{ GeV} < H_T < 300\text{ GeV}$ and $\alpha_T > 0.65$ is made in defining the efficiency. This approximates to the selection of the lowest $H_T$ regions used in the $\alpha_T$ search, for which achieving high efficiencies is most challenging. The results are shown for both the TMT and UCT trigger in Figures 5.18 and 5.19 for the dijet and multijet trigger respectively. For the TMT, chunky-doughnut-corrected, calibrated jets are used.

In both cases the greatly superior resolution afforded by the TMT allows a significantly more granular operating range than the UCT. Higher efficiencies, especially for the multijet topology, are achievable with the upgraded system. The maximal efficiency gain in using $\pi - |\Delta\phi_{1,2}|$ to that using a $H_T$ trigger alone may also be considered for the TMT. For the dijet case there is a significant efficiency gain from $\sim 30\%$ to $\sim 70\%$, while for the multijet the gain is $\sim 50\%$ to $\sim 80\%$ when $\pi - |\Delta\phi_{1,2}|$ is used in conjunction with $H_T$. 
Figure 5.19: Efficiency of the multijet selection for hadronic offline requirement $200 < H_T < 300$ and $\alpha_T > 0.65$ in a band of rate of 5.5 to 7.5 kHz. The colour scale shows the cumulative efficiency for a given value of the L1 requirement on both $\pi - |\Delta \phi_{1,2}|$ and $H_T$ (shown on the y axis and x axis respectively).

This highlights the importance of cross triggers in controlling rates while keeping low offline thresholds.
Chapter 6

The $\alpha_T$ search

The $\alpha_T$ analysis is a hadronic search for BSM physics targeting the pair-production of coloured SUSY particles that decay to the weakly interacting LSP.

Exploiting a hadronic final state requires effective background suppression and residual background prediction. During Run 1, the $\alpha_T$ analysis strategy has been used for several searches for supersymmetry at both $\sqrt{s} = 7$ TeV and $\sqrt{s} = 8$ TeV, as well as a range of luminosities [92, 93, 94, 95]. For Run 2, the selections and categorisation have been updated to improve the sensitivity and acceptance of the search; they are detailed in this section.

The $\alpha_T$ analysis ‘signal region’ is defined by selecting a final state including jets and significant $E_T$ with no reconstructed leptons or photons. These selections provide sensitivity to hadronic SUSY models with significant $E_T$ in the final state.

Background control is crucial in a search for BSM physics. To mitigate the otherwise dominant QCD multijet background, detailed in Section 6.1.1, dedicated dimensionless variables, defined in Section 6.2, are used to strongly suppress this process. In defining the signal region, additional hadronic, kinematic and cleaning selections are used for further QCD and electroweak background suppression; these are described in Section 6.4.1.

The determination of residual QCD multijet backgrounds as well as backgrounds with genuine $E_T$ (described in Section 6.1.2) relies on data-driven techniques described in Chapter 7. These data-driven predictions use signal depleted ‘control regions’ enriched in a particular background process (or related process). All events used in the $\alpha_T$ analysis pass a common preselection described in Section 6.3. Further selections in these control regions closely follow those in the signal region; they are detailed in Section 6.4.2.
As discussed in Chapter 5, an effective trigger strategy is critical to ensure acceptance for signals such as compressed SUSY models which can have relatively low $H_T$ but significant $H_T$. The trigger strategy for the signal and control regions is discussed in Section 6.6.

To inclusively optimise sensitivity, the events that pass the signal region requirements must be categorised to allow significant signal contributions for a wide range of models. Several variables are used, as detailed in Section 6.5, to categorise the signal region.

6.1 Backgrounds for hadronic searches

6.1.1 The QCD multijet background

The QCD multijet background from inelastic scattering is dominant in hadronic searches at the LHC. The final state is typically a balanced dijet event with no weakly interacting particles in the final state. Higher jet multiplicity events are rarer but also possible.

While the events contain no ‘true’ $E_T$ from weakly interacting particles (except for ‘heavy flavour’ QCD, see below), fluctuations in detector response and reconstruction can cause a small fraction of the QCD events to gain significant ‘fake’ $E_T$. These form a dominant background as the total QCD cross section is up to $\sim 7$ orders of magnitude larger than that of the SM backgrounds containing true $E_T$ (see Section 6.1.2) [96]. The main detector and reconstruction mechanisms that introduce fake $E_T$ are summarised below:

- Detector inefficiencies due to regions with reduced or no response (‘dead cells’) can cause a significant proportion of the energy of any incident physics object to be lost. If the true event is balanced, losses which are caused by detector inefficiency will contain a $E_T$ vector which points approximately in the $\phi$ direction of the problematic region.
- Misreconstruction due to effects such as tracking errors, incorrect object identification and under/overcorrection of jets when calibrating. This may apply to one or more objects in the event. If the underlying event is balanced, the $E_T$ vector will typically point in the direction of the misreconstructed object in cases of underestimation or in the opposite direction in cases of overestimation.
• Additional energy can be added to the event due to effects such as ‘hot cells’ that consistently record energy depositions without incident particles in the ECAL or HCAL, spontaneous discharges and direct particle interactions with detector electronics or photomultipliers.
• The ‘beam halo’ of charged particles around the LHC beam, caused mainly by proton scattering off the LHC collimators, may interact with muon chambers, causing fake muons to be reconstructed, or may deposit energy in the calorimeters as they traverse the detector [97]. The beam halo has the largest effect for $\phi = 0$ and $\phi = \pi$ as the constituent particles tend to lie within the plane of the LHC ring.
• Imbalance may be introduced by acceptance effects. If physics objects are excluded from the calculation of energy sums due to thresholds in quantities such as $p_T$ or $\eta$, $E_T$ will be introduced. These thresholds are typically required because of imperfect detector coverage or to remove objects reconstructed from effects such as detector noise or pileup.

In addition to QCD multijet events with fake $E_T$ discussed above, QCD scattering processes may produce events containing true $E_T$. This is due to the rare production of heavy-flavour quarks which decay via leptons and neutrinos. These events pass hadronic selection as the leptons from heavy-flavour decay are usually confined within the jet cone and fail isolation requirements. In such cases the $E_T$ vector is typically closely aligned with the $\phi$ direction of the jet.

6.1.2 Electroweak backgrounds

There are several SM processes which include $E_T$ from neutrinos in the final state and can form backgrounds for hadronic searches (labelled as electroweak backgrounds). The dominant electroweak backgrounds are $W^+\text{jets}$, $t\bar{t}\text{ + jets}$ and $Z^+\text{jets}$. The $\alpha_T$ signal region, defined fully in Section 6.4.1, selects purely hadronic events containing reconstructed jets and $E_T$. An overview of the electroweak background processes and the mechanisms by which they may enter into the signal region is given below.

$Z^+\text{jets}$ background

The largest background process in the signal region comes from $Z$ boson production in association with jets ($Z^+\text{jets}$) followed by decay to neutrinos, $Z \rightarrow \nu\bar{\nu}$. This process is an ‘irreducible’ background as the neutrinos produce significant $E_T$ in the final state
with no associated leptons. Across the signal region, \( Z \rightarrow \nu \bar{\nu} \) contributes \( \sim 50\% \) of the overall background. The decay of the Z boson to leptons, \( Z \rightarrow \ell \ell \) may also introduce \( E_T \) if one or both of the leptons is not reconstructed (lost). Due to the low probability of losing both leptons in the event, this is a subdominant background, comprising \( \sim 0.5\% \) of the signal region.

\section*{W + jets background}

The production of a W boson in association with jets (W + jets) where the W boson decays leptonically (W \( \rightarrow \) l\( \nu \)) comprises \( \sim 40\% \) of the overall background in the signal region. Such events pass hadronic selection if the lepton is not reconstructed. This lost lepton background may be introduced if the lepton falls out of acceptance, fails isolation requirements or is otherwise misreconstructed. Both the lost lepton and the neutrino in the event may contribute to the \( E_T \). The branching fraction for a W boson decaying to a hadronically decaying \( \tau \) is \( \sim 6\% \). In such events the associated \( \tau \) neutrino may introduce significant \( E_T \). If the hadronic decay products are reconstructed as a jet, these events may pass the signal region selection. To reduce this background, a single isolated track veto is used to reject single-prong decays of the \( \tau \) \( (\tau^\pm \rightarrow \pi^\pm + n\pi^0 \nu) \) which comprise \( \sim 70\% \) of the hadronic \( \tau \) decays.

\section*{t\( \bar{t} \) + jets and single top background}

The t\( \bar{t} \) + jets and single top background comprise around 5\% and 0.5\% of the overall background, respectively. On production, the top quark will predominantly decay via the weak force as \( t \rightarrow W + b \). The W boson may then decay hadronically, producing a final state with multiple jets, or leptonically, producing a final state including a lepton and a neutrino.

The final state in an event with t\( \bar{t} \) + jets production will include two bottom quarks as well as multiple jets and/or significant \( E_T \), depending on the decay. If both W bosons decay hadronically (\( \sim 45.7\% \) of t\( \bar{t} \) decays), up to six jets may be produced from the hadronisation of the quarks. In this case the \( E_T \) may be introduced via jet mismeasurement or from bottom quark decay via neutrinos. If one of the W bosons decays leptonically (\( \sim 45.8\% \) of t\( \bar{t} \) decays), up to four jets may be expected as well as \( E_T \) from the neutrino. Such events may enter hadronic selection if the lepton is lost or is a hadronically decaying \( \tau \). Finally, if both W bosons decay leptonically (\( \sim 10.5\% \)
of $t\bar{t}$ decays), the final state contains two leptons and significant $E_T$. This mode is subdominant due to the low probability of losing both leptons and the lack of jets in the final state. For all decay modes, the number of jets reconstructed in the event may be increased by processes such as ISR/FSR and pileup.

The $\alpha_T$ analysis categorises events using the number of reconstructed jets identified as originating from bottom quarks. The $t\bar{t}$ background is particularly enriched for $n_b \geq 2$, comprising $\sim 60\%$ of the background for such events.

Single top production occurs mainly via t-channel in association with a quark, production in association with a W boson (tW), or s-channel in association with a bottom quark, with approximate proportions 72.5, 24 and 3.5% respectively. As for $t\bar{t} + \text{jets}$, the single top background is enhanced for categorisations with at least two reconstructed bottom quarks, rising to $\sim 5\%$ of the total for such events.

Residual electroweak backgrounds

In addition to the backgrounds discussed above, there are several processes which make minor contributions to the signal region (which can be enhanced for particular categorisations). Such residual backgrounds include $t\bar{t}$ production in association with a vector boson, $t\bar{t}V$ ($\sim 0.1\%$ of the total background and $\sim 4\%$ of the total background for an $n_b \geq 2$ selection); pair production of vector bosons, ZZ, WZ and WW ($\sim 1.4\%$ of the total background); production of a (lost) photon in association with jets ($\sim 0.7\%$ of the overall background) and leptonic decays of the Z with two lost leptons ($\sim 0.5\%$ of the overall background).

6.2 Suppression of the QCD multijet background

Predicting the QCD backgrounds presents significant challenges, discussed in Section 7.3.2, which can introduce large uncertainty in the background estimation. A distinguishing feature of the $\alpha_T$ analysis is the aim to mitigate this uncertainty by reducing the QCD multijet background to under 10% of the total in each category of the analysis. This is achieved using selections on the dedicated variables $\alpha_T$, $\Delta\phi_{\text{min}}$, $\mathcal{H}_T/E_T$ and the forward jet veto. This section describes how these variables reject QCD events by exploiting the topologies and features of such events. Further event filters that specifically target
events containing \( E_T \) introduced by known detector problems and beam halo effects are discussed in Section 6.3.2.

6.2.1 \( \alpha_T \)

The \( \alpha_T \) variable is designed to reject balanced events which gain significant \( E_T \) through jet mismeasurement. The \( \alpha \) variable was initially proposed in [98] and converted into the transverse variable, \( \alpha_T \), to allow use with hadronic collisions. The absolute value of the \( E_T \) is sensitive to the detector and reconstruction effects discussed in Section 6.1.1. The \( \alpha_T \) variable is designed to be dimensionless such that the topology of the event is used to reject QCD processes, regardless of the total value of the \( E_T \).

For a dijet event, \( \alpha_T \) is defined as

\[
\alpha_T = \frac{E_{T,j}^2}{M_T},
\]

(6.1)

where \( E_{T,j}^2 \) is the transverse energy of the less energetic jet and \( M_T \) is the transverse mass of the dijet system,

\[
M_T = \sqrt{\left( \sum_{i=1}^{2} E_{T,j_i} \right)^2 - \left( \sum_{i=1}^{2} p_{T,x}^j \right)^2 - \left( \sum_{i=1}^{2} p_{T,y}^j \right)^2}.
\]

(6.2)

where \( E_{T,j_i} \) is the transverse energy of jet \( j_i \) (\( E_{T,j_i} = E_{T} \sin \theta_{j_i} \)), and \( p_{T,x}^j \) and \( p_{T,y}^j \) are the \( x \) and \( y \) components of the transverse momentum of the jet.

For events with three or more jets, a pseudo-dijet system is defined where all possible vectorial sums of the jets into two pseudo-jets are considered. The combination into pseudo-jets with the smallest difference in transverse energy, \( \Delta E_T \), is chosen as the most balanced configuration and used to define \( \alpha_T \). The \( M_T \) for the event is insensitive to the clustering and is given by
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where the sum is over all jets in the event. The sub-leading pseudo-jet energy, $E_T^{i'}$, is given by

$$E_T^{i'} = \frac{\sum_i E_T^{i}}{2} - \Delta E_T.$$  \hfill (6.4)

The definition of $\alpha_T$ for any number of jets is therefore

$$\alpha_T = \frac{\sum_i E_T^{i} - \Delta E_T}{2 \sqrt{\left(\sum_i E_T^{i}\right)^2 - H_T^2}}.$$  \hfill (6.5)

Most jets in the event contain significant boost such that $E_T \sim p_T$. The $\alpha_T$ definition can be approximated in this case by

$$\alpha_T \approx \frac{H_T - \Delta H_T}{2 \sqrt{H_T^2 - H_T^2}}.$$  \hfill (6.6)

where $\Delta H_T$ is the difference in $p_T$ of the pseudo-jets.

To illustrate the mechanism by which the $\alpha_T$ variable rejects $E_T$ from mismeasured or lost jets, consider a dijet event as shown in Figure 6.1. Three possible event topologies are shown: a perfectly balanced event (left), a perfectly balanced event with a mismeasured jet (middle) and an event containing true $E_T$ (right). In a balanced dijet event without mismeasurement, $\Delta E_T = H_T = 0$ and the value of $\alpha_T$ will be 0.5. If one of the jets is undermeasured or overmeasured for an otherwise balanced dijet event, $\Delta H_T = H_T$ and Equation 6.6 can be written as
The $\alpha_T$ variable inputs and values for three types of event: balanced and well measured jets (left), balanced jets with a mismeasured jet (middle) and well measured jets recoiling against true $E_T$ (right). The solid cones signify the reconstructed jet momentum while the dashed cones represent the true momentum. The calculation of $\alpha_T$ is described in the text.

\[ \alpha_T \approx \frac{1}{2} \sqrt{\frac{H_T - \Delta H_T}{H_T + \Delta H_T}} < 0.5. \]  

(6.7)

Conversely, if an event contains true $E_T$ and the jets are recoiling against significant $E_T$ (which is not aligned with one of the jets in the event), as shown on the right of Figure 6.1, $\alpha_T > 0.5$.

In the general case of two or more jets, for events containing $E_T$ from mismeasurement or neutrinos produced in heavy-flavour decays, the values of $\Delta E_T$ and $H_T$ are highly correlated, leading to values of $\alpha_T \leq 0.5$. This correlation is much weaker in the case of pair-produced, R-parity conserving SUSY events, where each decay chain ends in the undetected LSP, and for the electroweak backgrounds, allowing $\alpha_T > 0.5$.

The $\alpha_T$ distribution is shown in Figure 6.2. The region of $\alpha_T < 0.5$ is dominated by QCD multijet events. This contribution sharply drops as $\alpha_T$ increases above 0.5. Multijet events with very rare large stochastic fluctuations in the measured jet energies can lead to values of $\alpha_T$ above 0.5. QCD multijet events may also have $\alpha_T$ values larger than 0.5 if the $p_T$ of one or more jets is sufficiently different from $E_T$, breaking the assumption required for the approximate equality in Equation 6.7. However, this is found to have $< 1\%$ effect on the number of QCD multijet events passing $\alpha_T > 0.5$. The $\alpha_T$ distribution becomes more sharply peaked with increasing $H_T$ in the event as mismeasurements are larger for lower jet $p_T$. Significantly larger values of $\alpha_T$ for QCD
Figure 6.2: The $\alpha_T$ distribution observed in data compared to simulation. The statistical uncertainties for the QCD multijet and electroweak backgrounds are represented by the hatched areas. The final bin of each distribution contains the overflow events. The events below $\alpha_T = 0.55$ use unbiased triggers with a loose preselection while events above $\alpha_T = 0.55$ use the signal region triggers and selection.

Multijet events can also be caused by hot cells or acceptance effects. These are mitigated by the other discriminating variables discussed below and dedicated event filters.

Unlike the QCD processes, the electroweak backgrounds have a long tail in values of $\alpha_T$ greater than 0.5. The $\alpha_T$ variable allows a powerful discrimination between the otherwise dominant QCD background and processes with $E_T$ well separated from the jets.

6.2.2 $\Delta \phi_{\text{min}}^*$

The $\Delta \phi_{\text{min}}^*$ variable is an additional topological variable designed to mitigate contamination from mismeasured events (from reconstruction and instrumental issues) and semileptonic heavy-flavour decays. The variable is defined as follows:

- Each jet in the event is considered in turn as the probe jet, $j_i$.
- The $\vec{H}_T$ is recalculated with the probe jet removed, $\vec{H}_{T, j_i}$.
- The azimuthal separation of the probe jet and $\vec{H}_{T, j_i}$ is calculated, $\Delta \phi_i$. 
The $\Delta \phi^{*}_{\min}$ variable inputs and values for a mismeasured balanced three jet event. The third jet minimises the $\Delta \phi_i$ and is used to calculate $\Delta \phi^{*}_{\min}$ as described in the text.

- The $\Delta \phi^{*}_{\min}$ is calculated as the minimal $\Delta \phi_i$ over all jets in the event,

$$\Delta \phi^{*}_{\min} = \min_{\forall i \in [1,n_{\text{jet}}]} \Delta \phi_i.$$  \hspace{1cm} (6.8)

If the $\Delta \phi^{*}_{\min}$ value is close to the jet cone size, the jet which minimizes $\Delta \phi_i$ ($j \Delta \phi^{*}_{\min}$) is likely to be mismeasured or to contain $E_T$ from a leptonic decay of a heavy-flavour quark. The $\Delta \phi^{*}_{\min}$ variable is insensitive to the $p_T$ of $j \Delta \phi^{*}_{\min}$ and rejects events containing a jet whose $p_T$ is either overmeasured or undermeasured. The jets in the electroweak background processes and signal models typically recoil against the $E_T$, implying larger values of $\Delta \phi^{*}_{\min}$. The calculation of $\Delta \phi^{*}_{\min}$ for a mismeasured balanced event containing three jets is shown in Figure 6.3. In the $\alpha_T$ analysis, a threshold of 0.5 is used to reject QCD multijet events.

The $\Delta \phi^{*}_{\min}$ variable cannot be defined in the monojet category. For events in this category containing additional jets with $p_T > 25$ GeV, the $\Delta \phi^{*}_{\min}$ variable is defined including these jets. For events with no additional jets with $p_T > 25$ GeV, no threshold on $\Delta \phi^{*}_{\min}$ is used.

The distribution of $\Delta \phi^{*}_{\min}$ in data and simulation for $H_T > 800$ GeV is shown in Figure 6.4. The QCD multijet background is seen to decrease by around five orders of magnitude.
Figure 6.4: The $\Delta\phi_{\text{min}}^*$ distribution observed in data compared to simulation for a selection $H_T > 800$ GeV. The statistical uncertainties for the multijet and SM expectations are represented by the hatched areas.

magnitude as $\Delta\phi_{\text{min}}^*$ increases to 0.5. In Figure 6.4 the electroweak backgrounds are shown to have long tails up to $\Delta\phi_{\text{min}}^* = \pi$.

6.2.3 $H_T/E_T$

The $H_T/E_T$ cleaning cut is designed to reduce the contamination from balanced events which contain significant $H_T$ due to acceptance effects from kinematic and pseudorapidity thresholds, severe jet mismeasurement and particles not clustered into jets. The PF $E_T$ is more robust against acceptance effects as all PF candidates are included in its computation. The contamination due to such effects may therefore be mitigated using a maximal threshold on the ratio of the $H_T$ to the $E_T$.

6.2.4 Forward jet veto

The $H_T$ variable is made using jets with $|\eta| < 2.4$. Jets in the forward pseudorapidity region may introduce $H_T$. A veto on any jet in the forward region with $p_T > 40$ GeV is used to reject such events.
6.3 Preselection

The objects described in Section 4.4 are used to define a common kinematic preselection for the signal and control regions used in the $\alpha_T$ analysis. The kinematic selections as well as event filters and vetoes targeting known instrumental, reconstruction and beam effects are described in this section.

6.3.1 Kinematic selections

The minimal requirements on the energy sums for both the signal and control regions are $H_T > 200\,\text{GeV}$ and $\mathcal{H}_T > 130\,\text{GeV}$. In addition, at least one jet satisfying the requirements detailed in Table 4.4 is required. These selections are designed by considering trigger efficiency constraints while maximising acceptance for signal models with small mass splittings.

6.3.2 Event filters

Event filters reject events contaminated by detector or reconstruction effects which can cause significant $E_T$. Such effects may not be known when the background simulations are produced or can be difficult to simulate. Therefore, dedicated filters are used to remove such events from the dataset. These $E_T$ filters are:

- The HBHE noise and isolation filters that rejects energy spikes in the HCAL caused by noise from sources including direct particle interactions with HCAL instrumentation.
- The EE bad supercluster filter that removes events containing TeV scale energy spikes from anomalous pulses in the EE.
- The CSC beam halo filter that uses the CSC to measure halo muons and reject events containing significant contamination from the beam halo.
- The ECAL trigger primitive filter that rejects events where significant energy is deposited in dead cell regions.
- The PV filter that requires at least one well reconstructed vertex, which ensures collisions have occurred (rather than an event triggered and reconstructed from detector noise).
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The $E_T$ filters remove the long tail in the reconstructed $E_T$ caused by detector, reconstruction and beam effects in the data [80].

- The bad muon and bad charged hadron filters that reject events containing poorly reconstructed muons reconstructed as a muon or PF charged hadron, respectively.

The performance of the $E_T$ filters for the reconstructed $E_T$ in the data is shown in Figure 6.5. The long tail caused by the effects in data discussed above is mitigated by the filters. The typical signal efficiency for these filters is $> 99\%$. In addition to the $E_T$ filters, additional vetoes are used by the $\alpha_T$ analysis to reject events affected by misreconstruction and residual beam halo, as follows:

- A leading jet charged hadron energy fraction (CHF) veto that rejects events contaminated by beam halo energy deposits which pass the CSC beam halo filter. The lead jet in the event is required to satisfy CHF $> 0.1$.
- The odd jet veto that rejects any event containing a jet which fails the requirements in Table 4.1. Such events are often caused by noise or misreconstruction.
- The forward jet veto, described in Section 6.2.4, rejects events containing jets which fall out of acceptance but are reconstructed in the forward region.
• The $H_T/E_T^* < 1.25$ requirement, described in Section 6.2.3, rejects events containing $H_T$ due to energy present in the event that is not clustered into jets.

6.4 Analysis selections

The common preselections are applied for all events used by the $\alpha_T$ analysis. The events passing these selections may then fall into the signal region or the hadronic, $\gamma +$ jets, $\mu +$ jets or $\mu\mu +$ jets control region. These regions are exclusive so that no event may be double counted; the selections for each are summarised below.

6.4.1 Hadronic signal region

Events in the signal region are categorised (see Section 6.5) and used to search for signatures of new physics (see Chapter 8). Selections are designed to suppress the QCD multijet and electroweak backgrounds while maintaining acceptance to hadronic SUSY models containing significant $E_T^*$.

The QCD multijet background is suppressed using thresholds on the $\alpha_T$, $\Delta\phi_{\text{min}}^*$ and $H_T/E_T^*$ variables and event filters. An $H_T$ dependent threshold is used to account for the broadening $\alpha_T$ distribution for lower $H_T$ values. These thresholds are also chosen to be efficient given the trigger requirements (see Section 6.6) and are shown in Table 6.1. The highest threshold of 0.65 is used for $200 \text{ GeV} < H_T < 300 \text{ GeV}$ while there is no $\alpha_T$ requirement for $H_T > 800 \text{ GeV}$, for which region a pure $H_T$ trigger is used. At least two jets are required to define $\alpha_T$ and therefore no threshold is used in events containing only one jet (monojet).

Table 6.1: $\alpha_T$ thresholds versus lower bound of $H_T$ bin in units of GeV. For all $H_T$ bins satisfying $H_T > 800 \text{ GeV}$, no $\alpha_T$ cut is applied. No $\alpha_T$ requirement is imposed in the monojet bins.

<table>
<thead>
<tr>
<th>$H_T$</th>
<th>200</th>
<th>250</th>
<th>300</th>
<th>350</th>
<th>400</th>
<th>500</th>
<th>600</th>
<th>$&gt;800$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_T$ threshold</td>
<td>0.65</td>
<td>0.60</td>
<td>0.55</td>
<td>0.53</td>
<td>0.52</td>
<td>0.52</td>
<td>0.52</td>
<td>–</td>
</tr>
</tbody>
</table>

A $\Delta\phi_{\text{min}}^*$ threshold of 0.5 is used for all events passing signal region selection. This value is motivated by the jet cone size of 0.4 and desired level of QCD suppression. For
monojet events, the $\Delta \phi^*_\text{min}$ variable is defined using all jets with $p_T > 25$ GeV. If there are no such jets, no threshold on $\Delta \phi^*_\text{min}$ is used.

The values of the thresholds on $\alpha_T$, $\Delta \phi^*_\text{min}$ and $H_T/E_T$ provide the desired level of QCD multijet contamination, measured in data, of $< 10\%$ (see Section 7.3.2). This level of QCD rejection is unique for the $\alpha_T$ analysis among hadronic SUSY searches. Given the difficulties in predicting residual QCD backgrounds (see Section 7.3.2), the $\alpha_T$ strategy can provide a robust confirmation of a potential discovery.

### 6.4.2 Control regions

The control regions are used to predict both the residual QCD multijet and electroweak backgrounds. The predictions are made using the ‘transfer factor’ (TF) method, as described in Section 7.3.1. Each of the control regions is enriched in the background sample(s) predicted by that control region or a related process. The selections used are described in this section and are designed to be as close to the signal region selections as possible while ensuring a large sample of events enriched in the relevant process.

**Hadronic control regions**

The hadronic control regions are used to determine the level of QCD contamination remaining in the signal region (see Section 7.3.2). These are defined by inverting the selection on the discriminating variables described in Section 6.2 to give a data sample dominated by events from QCD processes. Any event containing a reconstructed photon or lepton is vetoed.

**Photon control region**

The $\gamma +$ jets control region is used to predict the $Z \to \nu \bar{\nu}$ background in the signal region. One photon satisfying the requirements in Table 4.4 is required in the event and events containing leptons are vetoed. The energy sums are then calculated without this photon. To reduce the reliance on simulation, all signal region selections are made except for those on the $\Delta \phi^*_\text{min}$ variable. These requirements are removed to enhance the statistics in the control region sample for predicting the $Z \to \nu \bar{\nu}$ background. Due to trigger considerations, the $\gamma +$ jets control region is used for $H_T > 400$ GeV only. To
ensure the photon is not affected by hadronic activity, any events with a jet satisfying $\Delta R(j, \gamma) < 1$ are vetoed. Finally, the $H_T > 130\,\text{GeV}$ threshold in both signal and control helps ensure the bosons are sufficiently boosted such that the Z boson mass does not bias the prediction of $Z \rightarrow \nu \bar{\nu}$ using the $\gamma + \text{jets}$ control region.

**Muon control regions**

The muons used for the muon control regions are defined as detailed in Table 4.4. Energy sums are defined without including the muon and all selections except for those on the $\Delta \phi_{\text{min}}$ and $\alpha_T$ variables are used. Events are vetoed if $\Delta R(j, \mu) < 0.5$ for all jets and muons in the event to ensure no hadronic activity affects the muon(s). Events are also rejected if they contain an electron or photon.

The $\mu + \text{jets}$ control region is used to predict the lost lepton background from a sample rich in $W + \text{jets}$ and $t \bar{t}$ processes. A single muon is required and a selection is used on the transverse mass variable, $M_T(\mu, \not{E_T}) \equiv \sqrt{2E_T^\mu E_T(1 - \cos(\Delta \phi_{\mu, \not{E_T}}))}$, of $M_T(\mu, \not{E_T}) < 125\,\text{GeV}$ to enrich the sample with the $W + \text{jets}$ background and to reduce potential contamination from SUSY signal models.

The $\mu\mu + \text{jets}$ control region is used along with the $\gamma + \text{jets}$ control region to predict the $Z \rightarrow \nu \bar{\nu}$ background using a sample rich in the $Z(\rightarrow \mu\mu) + \text{jets}$ process. Exactly two oppositely charged muons are required with an invariant mass within 25 GeV of the mass of the Z boson, $|M_{\mu_1, \mu_2} - m_Z| < 25\,\text{GeV}$.

Electron control regions can provide complementary statistical power to the muon control regions. However, they are not used in the $\alpha_T$ analysis due to the significant increase in the rate of fakes from QCD multijet processes compared to the muon control regions.

**6.5 Categorisation**

In order to maintain sensitivity to a wide range of signal models, events are categorised using several discriminating variables. This categorisation allows sensitivity to a wide range of hadronic signal models.

The $\alpha_T$ analysis uses a categorisation in $n_{\text{jet}}, n_b$ and $H_T$ for both the signal and control regions. Each signal region category is therefore predicted using an identical
selection in these variables for the control region. In determining the categorisation, sufficient control region statistics are required to predict each $n_{\text{jet}}$, $n_b$ and $H_T$ bin. The signal region is further categorised according to $H_T$. The categorisations and motivations are detailed below.

6.5.1 Categorisation in $n_{\text{jet}}$

The $\alpha_T$ analysis categorises events into three topologies, ‘monojet’, ‘asymmetric’ and ‘symmetric’, using selections on the second jet $p_T$. For all topologies, the leading jet must satisfy $p_T^{j_1} > 100 \text{ GeV}$.

The monojet topology vetoes events containing a second jet with $p_T^{j_2} > 40 \text{ GeV}$ and is designed to target compressed SUSY models. For such models the LSP carries the majority of the energy from the heavy sparticle decay, meaning any jets produced in the decay are soft (small values of $p_T$). These events may fall into the monojet category if one of the incoming/outgoing partons radiates a jet. The monojet topology rejects backgrounds from $t\bar{t}$ which tend to have high $n_{\text{jet}}$ multiplicities.

The asymmetric topology selects events containing a second jet with $40 \text{ GeV} < p_T^{j_2} < 100 \text{ GeV}$. This category targets compressed SUSY models whose decay products are soft but can be reconstructed. In the presence of a boosted ISR/FSR such an event may have significant imbalance between the $p_T$ of the ISR/FSR jet and the soft jets from the sparticle decay.

Finally, the symmetric topology requires $p_T^{j_2} > 100 \text{ GeV}$ and targets more generic supersymmetric models with large mass splittings for which the decay products carry significant energies.

The jet multiplicity varies widely depending on the signal model and background process. Supersymmetric models of light flavoured squark production and compressed models tend to produce a small number of jets with significant energy. Conversely, uncompressed models of gluino or top squark production have larger jet multiplicities. The backgrounds are also largely $n_{\text{jet}}$ dependent as $t\bar{t}$ decays typically produce high multiplicities while decays of vector boson backgrounds produce low multiplicities. The events with a symmetric topology are therefore categorised according to $n_{\text{jet}} = 2, 3, 4$ and $n_{\text{jet}} \geq 5$. 
6.5.2 Categorisation in $n_b$

A categorisation on $n_b$ improves sensitivity to models containing direct and indirect decays via heavy-flavour squarks. Such models are favoured as they naturally predict a light Higgs mass (see Chapter 2) and can produce final states including two to four bottom quarks, depending on the decay mode. Events are categorised as $n_b = 0, 1, 2$ and $n_b \geq 3$. The dominant background for events with more than one b jet comes from the $t\bar{t}$ process. The misidentification of jets from light-flavoured quarks as b jets increases the background rate for a high $n_b$ selection.

6.5.3 Categorisation in $H_T$

The $H_T$ produced in an event provides a measure of the mass scale of new physics models as the energy provided to the visible decay products is dependent on the mass splitting between the heavy sparticle and LSP. The finest control and signal region binning in $H_T$ is shown in Table 6.1. These are merged from above depending on the requirement of at least one control region event observed in data per $H_T$ region to allow a meaningful prediction.

6.5.4 Categorisation in $\mathcal{H}_T$

The categorisation in $\mathcal{H}_T$ was introduced for the first analysis on Run 2 data. The $\mathcal{H}_T$ modelling in the signal region is taken from simulation and a data-driven approach is utilised to validate this modelling using the data in the control regions as described in Section 7.5.

The $\mathcal{H}_T$ variable is dependent on the energy carried by the invisible decay product of any BSM physics model (such as the LSP in SUSY models). For compressed models, the categorisation in both $H_T$ and $\mathcal{H}_T$ provides additional sensitivity as, unlike the SM backgrounds, such models tend to have $\mathcal{H}_T$ values near $H_T$.

In determining the categorisation, a maximum statistical uncertainty from the simulated events of 50% (corresponding to four unweighted events) is required in each bin of the template in order to ensure a statistically meaningful prediction. In addition, a minimum bin width constraint of 50 GeV is applied in order to reduce bin-by-bin migration due to the finite $\mathcal{H}_T$ resolution.
6.5.5 Summary

In Table 6.2, the lower bounds of the first and final $H_T$ bins for each jet category are shown. The categories are further binned in $H_T$ according to the metric defined in Section 6.5.4.

Table 6.2: Summary of the lower bounds of the first and final bins in $H_T$ (the latter in parentheses) in units of GeV as a function of $n_{\text{jet}}$ and $n_b$. Intermediate $H_T$ bins are taken from the values shown in Table 6.1.

<table>
<thead>
<tr>
<th>$n_{\text{jet}} \backslash n_b$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>$\geq 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monojet</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>200 (600)</td>
<td>200 (500)</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>200 (600)</td>
<td>200 (600)</td>
<td>200 (500)</td>
<td>200 (300)</td>
</tr>
<tr>
<td>4</td>
<td>200 (600)</td>
<td>200 (600)</td>
<td>200 (600)</td>
<td>250 (400)</td>
</tr>
<tr>
<td>$\geq 5$</td>
<td>250 (600)</td>
<td>250 (600)</td>
<td>250 (600)</td>
<td>300 (500)</td>
</tr>
<tr>
<td>Asymmetric</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>200 (600)</td>
<td>200 (500)</td>
<td>200 (400)</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>200 (600)</td>
<td>200 (600)</td>
<td>200 (600)</td>
<td>250 (400)</td>
</tr>
<tr>
<td>$\geq 5$</td>
<td>250 (600)</td>
<td>250 (600)</td>
<td>250 (600)</td>
<td>300 (500)</td>
</tr>
<tr>
<td>Symmetric</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>200 (800)</td>
<td>200 (800)</td>
<td>200 (600)</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>200 (800)</td>
<td>250 (800)</td>
<td>250 (800)</td>
<td>- (250)</td>
</tr>
<tr>
<td>$\geq 5$</td>
<td>300 (800)</td>
<td>300 (800)</td>
<td>300 (800)</td>
<td>300 (800)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>350 (800)</td>
<td>350 (800)</td>
<td>350 (800)</td>
<td>350 (800)</td>
</tr>
</tbody>
</table>

6.6 Trigger strategy

6.6.1 Hadronic signal and control regions

The trigger strategy is designed to maximise acceptance for an inclusive set of new physics models which may be produced at a low energy scale. A suite of dedicated cross triggers is used at the HLT to achieve efficiencies near 100% for selections on $H_T$ and $H_T$ as low as 200 and 130 GeV, respectively.

The HLT triggers used for the signal region are summarised in Table 6.3 as well as the L1 triggers used to seed these paths. In order to reduce the rate sufficiently to allow PF reconstruction at the HLT, a prefilter is required on calorimeter quantities. An event in any category may pass any of the trigger paths; however, each is designed to maximise the efficiency for a particular set of categories.
For the monojet topology, the highest efficiency is achieved with the HLT $H_T - E_T$ cross trigger using thresholds of 90 GeV on both quantities. For the symmetric and asymmetric categories, dedicated seeds are used that select events based on the $\alpha_T$, $H_T$ and the average $p_T$ of the leading two jets ($p_T^{(j_1,j_2)}$). A selection of $p_T^{(j_1,j_2)} > 90$ GeV was found to optimise the efficiency across topologies given the rate requirements. The resultant reduction in efficiency for asymmetric categories is recovered by the use of the $H_T - E_T$ cross trigger in addition to the dedicated cross triggers. Finally, for bins with $H_T > 800$ GeV, where there is no $\alpha_T$ threshold, an HLT seed with a threshold of only $H_T > 800$ GeV provides efficiency.

Table 6.3: Trigger thresholds of the Level-1 and final PF-trigger decision for the HLT paths for the hadronic signal region. Except for those on $\alpha_T$, all thresholds are in GeV.

<table>
<thead>
<tr>
<th>L1 seed $(H_T, E_T)$</th>
<th>HLT calo-prefilter $(H_T, \alpha_T, p_T^{(j_1,j_2)}, E_T)$</th>
<th>HLT PF-filter $(H_T, \alpha_T, p_T^{(j_1,j_2)}, E_T)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>240, 70</td>
<td>150, 0.540, 70, -</td>
<td>200, 0.570, 90, -</td>
</tr>
<tr>
<td>240, 70</td>
<td>200, 0.535, 70, -</td>
<td>250, 0.550, 90, -</td>
</tr>
<tr>
<td>240, 70</td>
<td>250, 0.525, 70, -</td>
<td>300, 0.530, 90, -</td>
</tr>
<tr>
<td>240, 70</td>
<td>300, 0.520, 70, -</td>
<td>350, 0.520, 90, -</td>
</tr>
<tr>
<td>240, 70</td>
<td>370, 0.510, 70, -</td>
<td>400, 0.510, 90, -</td>
</tr>
<tr>
<td>240, -</td>
<td>650, -, -, -</td>
<td>800, -, -, -</td>
</tr>
<tr>
<td>-, 70</td>
<td>-, -, -, 65</td>
<td>-, -, -, 90</td>
</tr>
</tbody>
</table>

The trigger efficiencies for the signal region are measured using the efficiency for data selected by independent muon and electron ‘reference triggers’ to pass signal region selection. The central value of the trigger efficiency is taken from the measurement using the electron reference trigger. The efficiency in $H_T$ bins for different $H_T$ ranges is shown in Figure 6.6. Given the selection of $H_T > 200$ GeV, an efficiency of > 90% is achieved across the signal region.

Biases may be introduced in the trigger efficiency measurement due to contamination in the computation of event variables from the reference object and different treatments between trigger and offline reconstructions. The difference between the measurement of the efficiencies using the muon and electron reference triggers is used to probe this bias and propagated as a systematic uncertainty.
Figure 6.6: Signal trigger efficiency in the $H_T$ dimension measured with a muon sample for a representative category for each topology.

**6.6.2 Electroweak control regions**

The control regions use a trigger requirement on the relevant object in that control region. The $\mu + \text{jets}$ and $\mu\mu + \text{jets}$ regions are selected using a threshold of 22 GeV on the muon $p_T$ at the HLT. The efficiency is measured in data using the tag and probe method [99]. These efficiencies are applied as appropriate per muon $p_T$ and $\eta$. 
The $\gamma + \text{jets}$ control region is selected using events passing a threshold at the HLT of photon $p_T > 175\text{ GeV}$ or $H_T > 800\text{ GeV}$. The efficiency is measured in data using events passing the HLT $H_T > 800\text{ GeV}$ requirement that satisfy the $\gamma + \text{jets}$ control region requirements. These efficiencies are shown in Figure 6.7 and are applied per photon $p_T$.

![Figure 6.7: Trigger efficiency as a function of photon $p_T$ for an inclusive selection.](image)

6.7 Summary

The selections described in this section provide a powerful rejection of the dominant QCD multijet background as well as significantly reducing the electroweak backgrounds. The events falling into the signal region are finely categorised in order to provide inclusive sensitivity to a wide range of BSM models. To extract a possible signal contribution, the residual backgrounds must be robustly estimated, as described in Chapter 7.
Chapter 7

Background estimation for the $\alpha_T$ search

The accurate estimation of SM background yields is crucial for a sensitive and robust search for BSM physics. In this section, the data-driven estimations used by the $\alpha_T$ analysis to predict the QCD multijet and electroweak background components are detailed.

Differences between control region and signal region selection may introduce bias into the background predictions due to discrepancies between simulation and data. The simulated events are therefore reweighted to account for such discrepancies. These corrections and corresponding systematic uncertainties, derived from variations in simulation, are described in Sections 7.2 and 7.4.1, respectively.

The predictions from the control regions are checked for residual bias using tests in data to probe the consistency of the control regions. These tests are discussed in Section 7.4.2 and are used to derive additional uncertainties to cover effects that may not be covered by the systematic uncertainties derived using variations in simulation.

The modelling of the $H_T$ variable is taken directly from simulation in each $n_{\text{jet}}$, $n_b$ and $H_T$ bin. The validation of this modelling and derivation of related systematic uncertainties using data in the control regions is described in Section 7.5. These uncertainties are included in addition to those derived from variations in simulation.
7.1 Datasets and simulated samples

The analysis detailed in this thesis uses datasets collected during the 25 ns run of the LHC at 13 TeV during 2016 as well as simulated samples to model the background and signal contributions.

7.1.1 Data

The events recorded by CMS are collected and categorised depending on the trigger selections detailed in Section 6.6. For the signal hadronic control regions, data passing the \( \alpha_T^{-H_T} \), \( H_T^{-E_T} \) and \( H_T \) triggers are collected into the HTMHT, MET and JetHT ‘primary datasets’, respectively. For the electroweak control regions, data passing the single photon and single muon triggers are collected into the SinglePhoton and SingleMuon primary datasets. These primary datasets are filtered to remove any overlaps. The total integrated luminosity of each dataset is measured as \( 12.9 \pm 0.8 \text{ fb}^{-1} \).

7.1.2 Simulated samples

Simulated samples are necessary for background and signal prediction. The different ‘generators’ used to produce the processes are detailed below.

The processes with the highest contributions to the signal and control regions, including \( Z \rightarrow \nu \bar{\nu} + \text{jets} \), Drell-Yan \( (q\bar{q} \rightarrow Z/\gamma^{*} \rightarrow l^+l^-) + \text{jets} \), \( \gamma + \text{jets} \), \( t\bar{t} + \text{jets} \), \( W + \text{jets} \) and QCD multijet events, are generated at leading order (LO) using MadGraph5 AMC@NLO [100]. The same generator is used at next-to-leading order (NLO) in the strong coupling constant \( \alpha_s \) to generate samples of s-channel production of single top and \( t\bar{t}V \) events. The t-channel and tW-channel single top samples are generated using POWHEG [101]. The diboson samples, WW, WZ and ZZ, are generated using PYTHIA8 [52]. The full detector response is simulated using the GEANT4 [57] package for these samples.

The signal samples include both gluino-mediated and direct pair production of squarks in association with up to two additional partons. These are generated using MadGraph5 AMC@NLO with the sparticle decay performed using PYTHIA8 taking 100% branching fraction to the specified final state. The cross sections are calculated with NLO plus next-to-leading-logarithm (NLL) accuracy [102].
7.2 Corrections to simulation

The simulation is corrected to improve the modelling of kinematics and detector effects as they are observed in data. These corrections may be common to many analyses, such as reweighting to correct the pile-up modelling, or derived specifically for the $\alpha_T$ analysis, such as the evaluation of cross section corrections in the $\alpha_T$ phase space, and are detailed in this section.

7.2.1 Pileup reweighting

The distribution of the pile-up interactions in the simulated events is different from that in the data and is corrected using the ‘pile-up reweighting’ procedure.

The reweighting factors are derived as a function of the number of interactions in the bunch crossing. For data, this is derived by measuring the instantaneous luminosity for each colliding bunch and multiplying by the cross section of the total inelastic p-p interaction (63 mb).

The pile-up reweighting factors are the ratios of the distribution of the number of simulated interactions in data and simulation. These are normalised such that the total number of simulated events is unchanged. The uncertainty in this reweighting is derived by constructing alternative weighting factors for variations of the inelastic p-p cross section of $\pm 5\%$.

7.2.2 Top $p_T$ reweighting

The top $p_T$ distribution is significantly different in simulation and data for $t\bar{t}$ events. A reweighting is carried out based on the result of the CMS measurement of the differential cross section of top quark pair production at 13 TeV [103]. This weighting is carried out on only the $t\bar{t}$ simulated sample and depends on the $p_T$ of the top and antitop in the event.
7.2.3 Lepton and photon scale factors

Differences in the efficiency for leptons and photons predicted in simulation and measured in data are mitigated by the use of scale factors. Each scale factor corrects a different source of mismodelling, such as object identification, trigger efficiency, tracker efficiency and isolation requirements. These are derived from the ratio of the efficiency measured in data to that in simulation using methods such as tag-and-probe [99]; they are typically dependent on the $\eta$, $p_T$ and/or $\phi$ of the relevant object.

7.2.4 B tag scale factor correction

The b tag scale factors are computed using the ratio of the efficiency in data for identifying a jet as originating from a bottom quark to the efficiency in simulation. These scale factors depend on simulated jet flavour, $p_T$ and $\eta$.

The simulated samples are corrected by reweighting each event rather than changing the properties of jets within the event. The efficiency for tagging a jet, $i$, $\epsilon_b^i$, is measured in simulation per jet $p_T$, $\eta$ and flavour separately for each of the $\alpha_T$ signal and control regions. The probability of a particular configuration of b tagged jets in data and simulation is then calculated for each event,

$$P(\text{simulation}) = \prod_{i=\text{tagged}} \epsilon_b^i \prod_{j=\text{not tagged}} (1 - \epsilon_b^j) \quad (7.1)$$

$$P(\text{data}) = \prod_{i=\text{tagged}} SF_i \epsilon_b^i \prod_{j=\text{not tagged}} (1 - SF_j \epsilon_b^j) \quad (7.2)$$

where $SF_i$ is the scale factor. Using these probabilities the b tag scale factor weighting for the event is determined by

$$w = \frac{P(\text{data})}{P(\text{simulation})}. \quad (7.3)$$
7.2.5 Trigger efficiency

The simulated samples are corrected to account for inefficiencies in the selection of muons by the trigger. The muon trigger selection is emulated in the simulation with a scale factor applied as described in Section 7.2.3. The photon trigger efficiencies are not emulated in the simulation and therefore photon $p_T$ dependent corrections are measured using data.

The efficiencies for the signal triggers are measured using data, as described in Section 6.6, and are $H_T$, $n_{jet}$ and $H_T$ dependent.

7.2.6 Sideband corrections

Given the high-$H_T$, high-$E_T$ selection used in this search, the normalisations of the simulated samples may not agree with data. This can be due to the kinematic selection as well as missing higher perturbative order corrections to the overall cross section.

The transfer factor method used for background prediction (see Section 7.3.1) is designed to minimise sensitivity to the normalisation of background processes due to the similar composition of the control and signal regions. However, this may not apply to the tests in data described in Section 7.4.2.

In this section, a procedure is described to derive process-dependent corrections (‘sideband corrections’). These corrections are determined using a maximum likelihood fit to data in sidebands to the control regions and are derived after all other re-weightings are applied. The sideband corrections are applied and propagated to all the steps of the analysis. No uncertainty is considered for these corrections as this will be covered by the systematics derived through the tests described in Section 7.4.2.

To take advantage of the full phase space of the sidebands, a simultaneous fit is used to derive the corrections for $\gamma +$ jets, $W +$ jets, $Z +$ jets and $t\bar{t}$, using the $100 < H_T < 130$ GeV sideband for the $\mu +$ jets and $\mu\mu +$ jets control region and an $\alpha_T$ sideband (inverting the $\alpha_T$ selection per $H_T$ bin) for the $\gamma +$ jets control region.

The sideband is binned identically to the control region in $n_{jet}$, $n_b$ and $H_T$ and a floating parameter per relevant process encodes the correction for that process (fully correlated across all bins). The normalisations of the $W +$ jets and $t\bar{t}$ processes are mainly constrained by the $\mu +$ jets sideband while the normalisations of the $Z +$ jets and $\gamma$
+ jets processes are constrained by the $\mu\mu +$ jets and $\gamma +$ jets sidebands, respectively. The values of the corrections and their statistical uncertainties given by the fit are shown in Table 7.1. The correction derived for $Z +$ jets is must also be applied to the $Z \to \nu\bar{\nu}$ sample.

Table 7.1: Sideband corrections for SM backgrounds derived with fit to sidebands in data.

<table>
<thead>
<tr>
<th>Process</th>
<th>Sideband</th>
<th>Selection</th>
<th>Correction</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W +$ jets</td>
<td>$100 &lt; H_T &lt; 130$ GeV $\mu +$ jets</td>
<td>$1.15 \pm 0.01$</td>
<td></td>
</tr>
<tr>
<td>$Z +$ jets</td>
<td>$100 &lt; H_T &lt; 130$ GeV $\mu\mu +$ jets</td>
<td>$1.08 \pm 0.01$</td>
<td></td>
</tr>
<tr>
<td>$\gamma +$ jets</td>
<td>$0.50 &lt; \alpha_T &lt; 0.52(0.53)$ $\gamma +$ jets</td>
<td>$1.33 \pm 0.03$</td>
<td></td>
</tr>
<tr>
<td>$tt +$ jets</td>
<td>$100 &lt; H_T &lt; 130$ GeV $\mu +$ jets, $\mu\mu +$ jets</td>
<td>$0.91 \pm 0.01$</td>
<td></td>
</tr>
</tbody>
</table>

7.3 Background estimation

7.3.1 Electroweak background prediction

The electroweak backgrounds are predicted using the transfer factor method. The control regions are binned identically to the signal region in $H_T$, $n_{\text{jet}}$ and $n_b$. The data and simulation counts in the control region, $N_{\text{control}}^{\text{obs}}(n_{\text{jet}}, n_b, H_T)$ and $N_{\text{control}}^{\text{sim}}(n_{\text{jet}}, n_b, H_T)$, respectively, as well as the simulation counts in the signal region, $N_{\text{signal}}^{\text{sim}}(n_{\text{jet}}, n_b, H_T)$ are used to predict the background in the signal region, $N_{\text{pred}}^{\text{signal}}(n_{\text{jet}}, n_b, H_T)$. The TF is defined using the ratio of the number of events predicted in simulation in the signal region and control region for the relevant processes,

$$\text{TF}(n_{\text{jet}}, n_b, H_T) = \frac{N_{\text{signal}}^{\text{sim}}(n_{\text{jet}}, n_b, H_T)}{N_{\text{control}}^{\text{sim}}(n_{\text{jet}}, n_b, H_T)}.$$  \hspace{1cm} (7.4)

The prediction of the relevant process in the signal region can then be written as

$$N_{\text{pred}}^{\text{signal}}(n_{\text{jet}}, n_b, H_T) = \text{TF}(n_{\text{jet}}, n_b, H_T) \times N_{\text{obs}}^{\text{control}}(n_{\text{jet}}, n_b, H_T).$$  \hspace{1cm} (7.5)
The $\mu + \text{jets}$ control region is used to predict the $W + \text{jets}$ plus $t\bar{t}$ backgrounds ($t\bar{t}/W$) while the $Z + \text{jets}$ background is predicted using the $\mu + \text{jets}$, $\mu\mu + \text{jets}$ and $\gamma + \text{jets}$ control regions. The encoding of these predictions within the likelihood used for the $\alpha_T$ analysis is described in Section 8.1.

The transfer factors account for differences in the cross sections and branching fractions, acceptance and reconstruction efficiencies and kinematic requirements between signal and control regions. The values of the transfer factors for the prediction from the $\mu + \text{jets}$, $\mu\mu + \text{jets}$ and $\gamma + \text{jets}$ control regions are shown in Figures A.1-A.2.

The transfer factors are robust against many sources of systematic effects in the modelling of $H_T$, $n_b$ and $n_{\text{jet}}$ as they cancel in the ratio of simulation in control and signal region. Residual uncertainties remain due to sources such as theoretical uncertainties (for example in predicting $Z \to \nu\bar{\nu}$ using $\gamma + \text{jets}$ events) and mismodelling of the reconstruction of the objects used in the control region. The determination of these uncertainties using both simulation and tests in data is discussed in detail in Section 7.4.

An example of the robustness of the transfer factor method can be seen in Figure 7.1 in which the relative change in the simulated $t\bar{t}/W$ background in the signal region is compared to the change in the transfer factor for the $\mu$ to $t\bar{t}/W$ prediction under a variation of the uncertainty related to the top $p_T$ reweighting to $+1\sigma$. While the simulation varies by up to 30%, the transfer factor variations are under 10%.

### 7.3.2 QCD background prediction

The prediction of the QCD multijet background is particularly challenging as it is non-perturbative and has a very large cross section leading to many final state topologies that can pass selection. A transfer factor method is used, similar to that used for the electroweak backgrounds. The region used for the prediction is the QCD multijet enriched hadronic control region, selected by inverting the signal region selection on $H_T/E_T$. Due to the limited statistical power of this sample, predictions are made per $n_{\text{jet}}$ and $H_T$ category (inclusive in $n_b$). Figure 7.2 shows the QCD multijet events from simulation in the hadronic control region and signal region and corresponding transfer factors between the regions.

The hadronic control region contains a significant electroweak background component, as shown in Figure 7.2d. This component must be accurately predicted using electroweak enriched control regions (with the $H_T/E_T$ selection inverted) analogously to the signal
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**Figure 7.1:** The relative change in each category in the $t\bar{t}/W$ simulation, (a), compared to the relative change in the $\mu + \text{jets} \rightarrow (t\bar{t}/W)$ transfer factor, (b), when varying the top $p_T$ uncertainty to $+1\sigma$. The y axis shows the $n_{\text{jet}}$, $n_b$ category while the x axis shows the $H_T$ category.

region. The remaining QCD multijet contribution in the control region, $N_{\text{QCD}}^{\text{control}}$, then replaces $N_{\text{obs}}^{\text{control}}$ in Equation 7.5 to predict the QCD multijet contribution in the signal region.

To determine the electroweak predictions in the hadronic control region, transfer factors from the $H_{T}/E_{T}$ electroweak control regions are constructed and a simultaneous fit is carried out, similar to that described in Section 8.1 for the signal region. This fit includes all systematic variations discussed in Section 7.4, derived with the $H_{T}/E_{T}$ selection inverted. An unconstrained contribution in the fit, uncorrelated in each $n_{\text{jet}}$ and $H_T$ category, is included to measure the difference between the electroweak prediction and the observation. This is taken as $N_{\text{QCD}}^{\text{control}}$ in each bin and the values per $n_{\text{jet}}$ and $H_T$ category, including systematic and statistical uncertainty, are shown in Figure 7.3a.

The signal region prediction is then made by multiplying the QCD multijet component in the hadronic control region by the transfer factors shown in Figure 7.2c. The results of this prediction are shown in Figure 7.3b, with the ratio between the multijet and non-multijet background predictions shown in Figure 7.3c. The multijet component is typically $\leq 5\%$.

The distribution of the QCD multijet contribution in $n_b$ and $H_T$ in each $H_T$ and $n_{\text{jet}}$ category is predicted using the distribution of the electroweak background with the
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(a) Simulated QCD events in the signal region.

(b) Simulated QCD events in the $H_T/E_T$ hadronic control region.

(c) Transfer factor from simulated QCD events.

(d) Simulated electroweak events in $H_T/E_T$ hadronic control region.

**Figure 7.2:** Expected number of QCD multijet events determined from simulation, binned according to $n_{\text{jet}}$ and $H_T$, that (a) satisfy and (b) fail the requirement $H_T/E_T < 1.25$. Also shown in (c) is the transfer factor for QCD multijets from hadronic control to signal region, again determined from simulation. Finally, (d) shows the expected number of electroweak background events ($V+\text{jets}$ and $t\bar{t}$, plus other residual non-multijet backgrounds) that fail the $H_T/E_T < 1.25$ requirement, again determined from simulation and binned according to $n_{\text{jet}}$ and $H_T$.

normalisation derived as described above. This approximation is necessary due to the very low QCD multijet event yields for high $n_{\text{b}}$ and $H_T$. As the multijet background is typically $\leq 1\%$, deviations from the electroweak shape in these variables have a small effect on the background prediction.
Figure 7.3: The QCD yields taken from the simultaneous fit binned according to $n_{\text{jet}}$ and $H_T$ are shown in (a). Shown in (b) is the result of multiplying the observed multijet events predicted in (a) by the translation factor from the sideband to the signal region determined with simulation (shown in Figure 7.2). This gives a data-driven expectation of the quantity of multijet background events in the signal region. Finally, (c), shows the ratio of expected multijet background events in the signal region divided by non-multijet backgrounds. The multijet background is therefore shown to be at the percent level.

The multijet contribution in the electroweak control regions is small, typically $\lesssim 1\%$, and is therefore taken from simulation.
Validation of the multijet prediction

The QCD multijet prediction relies on an extrapolation in the $H_T/E_T$ requirement. Significant mismodelling of this variable can bias the QCD prediction and therefore a validation of this extrapolation is carried out using an additional hadronic control region which is defined by inverting the $\Delta \phi_{\min}^* > 0.5$ requirement. The ratio of events passing and failing the requirement $H_T/E_T < 1.25$ is made in data and simulation, $R_{\text{data}}$ and $R$, respectively, in categories of $n_{\text{jet}}$ and $H_T$. The ratio of $R_{\text{data}}$ to $R$ is shown in Figure 7.4 (excluding bins with insufficient statistics). Given the level of agreement, a fully correlated systematic uncertainty of 100% is included on the QCD contamination. This is included in addition to the systematic uncertainties shown in Figure 7.3b, taken as uncorrelated in each category.

![Figure 7.4](image-url)

**Figure 7.4**: Ratio of the measurement of $R_{H_T/E_T}$, the pass/fail ratio for the $H_T/E_T$ selection, from data and Monte Carlo in the $\Delta \phi_{\min}^* < 0.5$ sideband in ($H_T$, $n_{\text{jet}}$) bins.

7.4 Systematic uncertainties in the transfer factors

This section describes the determination of systematic uncertainties in the transfer factors through both variations of simulation and using the data-driven ‘closure tests’.
7.4.1 Variation method

The corrections applied to the simulated samples are summarised in Section 7.2. For each simulated event the correction may apply to the weight carried by that event (such as b tag efficiency or pile-up reweighting) or to the property of objects in the event (such as the jet energy scale). These corrections carry uncertainties that may affect the predictions of the $\alpha_T$ analysis. To determine the effect of each such source of systematic uncertainty, the correction is varied to ± 1 $\sigma$ from its central value and the prediction from simulation is re-evaluated. The inclusion of the systematic uncertainty in these predictions, in particular how the modifier term morphs between alternative ‘templates’ for ± 1 $\sigma$ variations, is described in Section 8.1. In this section the systematic variations of the transfer factor for each effect is discussed. The effect of these systematics on the $H_T$ shape is discussed in Section 7.5.

Pileup reweighting

The uncertainty on the inelastic p-p cross section of ±5% is propagated by deriving the pile-up weights for the cross section at the ±1 sigma values. These weights are used to derive alternative predictions for each variation. Typically, the uncertainty introduced by pile-up reweighting is small, up to $\sim$ 2% depending on the category.

Jet energy scale

The energies of jets used in the analysis are corrected as a function of their $p_T$ and $\eta$ via the procedure described in Section 4.3.2. The uncertainty on this correction is propagated through the analysis. As the $H_T$ and jet multiplicity binning is mirrored in signal and control regions, the variation in the transfer factors is small. To avoid statistical fluctuations, the variation is averaged across $n_b$. The systematic variations are typically in the range of 1 to 5% depending on the category.

B-tagging efficiency

Scale factors are applied to simulation to correct for differences in the b tagging efficiencies and misidentifications between simulation and data. Since no extrapolation is performed in the background prediction across different $n_b$ multiplicities, the analysis is expected to
be robust against variations in the b tagging efficiency. The scale factors associated with b and c jets are varied together (since their measurements are correlated), while those associated with light jets are varied separately. The systematic variations are typically in the range of 1 to 3% depending on the category.

**Lepton trigger/identification/isolation efficiency**

Leptons out of $p_T$ and $\eta$ acceptance, or within detector acceptance but not identified properly by lepton identification or isolation requirements contribute to the lost lepton background. The variation in the lost lepton background is measured using a simulated sample with no lepton veto. Using this sample, the variation in probability for reconstructing a lepton in the signal region, and the variation for reconstructing a muon for the $\mu +$ jets control region is determined with appropriate correlation. The systematic uncertainties from trigger, identification and isolation efficiencies on the muon and electron scale factors are varied separately. An additional uncertainty is considered on the $\mu +$ jets control region for the muon tracking scale factor. The systematic variations are typically in the range of 1 to 3% depending on the category.

**Photon trigger uncertainty**

The photon trigger correction is derived for the $\gamma +$ jets control region. The systematic uncertainty is taken as the size of the measured inefficiency. The systematic variation in the $\gamma +$ jets transfer factors is typically under $\sim 3%$.

**Signal trigger uncertainty**

The systematic on the signal trigger efficiency is taken as the difference in the efficiency measured using muon and electron reference triggers. This uncertainty affects only the signal region predictions and not the control region predictions. The systematic variation in the transfer factors is typically in the range 1 to 6%.
Top $p_T$ reweighting

The uncertainty in the top $p_T$ reweighting is taken as the size of the reweighting applied to each event. The systematic variation in the transfer factors is typically in the range 1 to 7%.

7.4.2 Closure test method

The variations described above cover systematic uncertainties that can be easily assessed from simulation. In addition, the data in the control samples are used to further probe sources of bias in the transfer factors due to limitations in the simulation. The events of one control sample, B, are predicted using events from another control sample, A, using a transfer factor from the ratio in simulation,

$$N_{\text{pred}}^B = N_{\text{sim}}^B / N_{\text{sim}}^A \times N_{\text{data}}^A = T F_{AB} \times N_{\text{data}}^A. \quad (7.6)$$

The agreement between the observation in sample B and the prediction from sample A is measured by the ratio

$$R_{AB} = \frac{N_{\text{data}}^A - N_{\text{pred}}^B}{N_{\text{pred}}^B}. \quad (7.7)$$

The closure between the samples is defined as the significance of the deviation of this ratio from zero considering statistical uncertainties in both observation and simulation in samples A and B. The tests are performed separately per $n_{\text{jet}}$ and $H_T$ category to investigate the level of closure. The uncertainties are derived per $H_T$ bin by merging the $n_{\text{jet}}$ categories into the symmetric and asymmetric (including monojet) topologies. For each such category, the systematic uncertainty is defined by the value of $R_{AB}$ added in quadrature to its statistical uncertainty. For tests involving the $\mu\mu + \text{jets}$ sample, which has lower statistical power, pairs of $H_T$ bins are merged for the closure tests. The closure tests are carried out between control regions or a subset of the control regions and therefore probe bias in events with a similar composition to those in the signal regions.
The systematics derived using these tests are applied to the transfer factors. They are considered as uncorrelated per $H_T$ and jet topology (monojet and asymmetric topologies are correlated) and correlated in other categorisations. The tests carried out and systematic biases probed are discussed below.

**Extrapolation in $\alpha_T$ and $\Delta\phi^*_{\text{min}}$**

The extrapolation in $\alpha_T$ and $\Delta\phi^*_{\text{min}}$ from the $\mu + \text{jets}$ and $\mu\mu + \text{jets}$ control regions and in $\Delta\phi^*_{\text{min}}$ for the $\gamma + \text{jets}$ control region to the signal region may introduce bias due to modelling differences in data and simulation. To test the $\alpha_T (\Delta\phi^*_{\text{min}})$ modelling the $\mu + \text{jets}$ sample is divided into events with an $\alpha_T (\Delta\phi^*_{\text{min}})$ requirement and with this requirement inverted. The $\alpha_T$ requirement is decided by the signal $H_T$ bin and the $\Delta\phi^*_{\text{min}}$ requirement is 0.5. The systematic is derived from the $\alpha_T$ closure tests for bins with $H_T < 800\,\text{GeV}$ and from the $\Delta\phi^*_{\text{min}}$ tests for $H_T > 800\,\text{GeV}$.

The results of these tests are shown in Figure 7.5 as a function of $H_T$ and $n_{\text{jet}}$. The grey band is the systematic uncertainty propagated through the analysis. The systematic derived from these tests is in the range 4 to 32%.

**Modelling of the W acceptance due to polarisation effects**

The high $p_T$ W bosons produced in p-p collisions are predominantly left-handed [104]. There is no right-handed neutrino and therefore the $W^+$ bosons preferentially decay to the (left-handed) neutrino along its direction of motion while the lepton points backwards. The $W^-$ bosons behave oppositely, decaying to the lepton along its direction of motion.

$W^+ + \text{jets}$ events typically pass signal region selection due to the presence of a boosted neutrino while such events typically pass $\mu + \text{jets}$ control region selection due to the presence of a boosted lepton. There is therefore a preponderance of $W^+$ over $W^-$ in the signal region compared to the $\mu + \text{jets}$ control region. This may introduce bias in the prediction and a data-driven test is carried out by splitting the $\mu + \text{jets}$ sample into events with either a $\mu^+$ or $\mu^-$. The results are shown in Figure 7.6 as a function of $H_T$ and $n_{\text{jet}}$. The grey band is the systematic uncertainty propagated through the analysis. The systematic derived from these tests is in the range 3 to 12%.
Figure 7.5: Tests in data probing the $\alpha_T$ (top row) and $\Delta \phi^*_{\text{min}}$ (bottom row) extrapolation for each $n_{\text{jet}}$ category (open symbols) overlaid on top of the systematic uncertainty estimates used for each of the seven $H_T$ bins (shaded bands). The symmetric (asymmetric) jet topologies are shown in the left (right) plot.

Modelling of the W/Z ratio

The $\alpha_T$ analysis uses $\mu + \text{jets}$ events to predict the $Z + \text{jets}$ background. The extrapolation between $W + \text{jets}$ and $Z + \text{jets}$ events is tested by using the $\mu + \text{jets}$ control region to predict the $\mu\mu + \text{jets}$ control region. These tests probe differences in the modelling of the $Z$ and $W$ bosons, potential acceptance and reconstruction effects (expected to be subdominant) and the effect of the $t\bar{t}$ contribution to $\mu + \text{jets}$.

The results are shown in Figure 7.7 as a function of $H_T$ and $n_{\text{jet}}$. The grey band is the systematic uncertainty propagated through the analysis. The systematic derived from these tests is in the range 3 to 20%. 
Figure 7.6: Data-driven tests probing the W polarisation effects. These are shown for each \( n_{\text{jet}} \) category (open symbols) overlaid on top of the systematic uncertainty estimates used for each of the seven \( H_T \) bins (shaded bands). The symmetric (asymmetric) jet topologies are shown in the left (right) plot.

Figure 7.7: Data-driven tests probing the use of the \( \mu + \text{jets} \) control sample to predict the \( Z + \text{jets} \) background for each \( n_{\text{jet}} \) category (open symbols) overlaid on top of the systematic uncertainty estimates used for each of the seven \( H_T \) bins (shaded bands). The symmetric (asymmetric) jet topologies are shown in the left (right) plot.

Modelling of the \( Z/\gamma \) ratio

The \( \alpha_T \) analysis uses \( \gamma + \text{jets} \) events to predict the \( Z + \text{jets} \) background. The extrapolation between \( \gamma \) and \( Z \) is tested by using the \( \gamma + \text{jets} \) control region to predict the \( \mu \mu + \text{jets} \) control region. These tests probe differences in the modelling of the \( Z \) and \( \gamma \) as well as potential acceptance and reconstruction effects for \( \mu \) and \( \gamma \) and the effect of contamination of non-prompt photons.
The results are shown in Figure 7.8 as a function of $H_T$ and $n_{\text{jet}}$. The grey band is the systematic uncertainty propagated through the analysis. The systematic derived from these tests is in the range 7 to 15%.

Figure 7.8: Data-driven tests probing the $Z/\gamma$ ratio for each $n_{\text{jet}}$ category (open symbols) overlaid on top of the systematic uncertainty estimates used for each of the seven $H_T$ bins (shaded bands). The symmetric (asymmetric) jet topologies are shown in the left (right) plot.

Modelling of the $W/\bar{t}t$ admixture

The $\mu + \text{jets}$ control region is used to predict the $W + \text{jets}$ and $\bar{t}t$ processes. However, the admixture between these processes may not be identical in the signal and control region. To probe potential bias introduced due to this admixture change, the sample is split into events with 0 and 1 b tag. The variation in admixture between the 0 and 1 b tag selections is at least as large as any variation from control to signal region. These tests will also probe uncertainties related to the b tagging efficiency and related scale factors.

The results are shown in Figure 7.9 as a function of $H_T$ and $n_{\text{jet}}$. The grey band is the systematic uncertainty propagated through the analysis. The systematic derived from these tests is in the range 4 to 25%.

7.4.3 Summary

The systematic uncertainties derived from the tests using the data control regions and from the variations in simulation are summarised in Table 7.2. Also shown are the
Figure 7.9: Data-driven tests probing the W and $t\bar{t}$ admixture in each $n_{\text{jet}}$ category (open symbols) overlaid on top of the systematic uncertainty estimates used for each of the seven $H_T$ bins (shaded bands). The symmetric (asymmetric) jet topologies are shown in the left (right) plot.

correlation scheme and approximate range in variation in the transfer factor for each systematic uncertainty.
Table 7.2: Summary of the systematics on the transfer factors considered in the analysis, with representatives ranges of uncertainties and the correlation assumed, for the predictions of the $t\bar{t} +$ jets, $W +$ jets and $Z \rightarrow \nu \bar{\nu}$ background components.

<table>
<thead>
<tr>
<th>Systematic</th>
<th>Method</th>
<th>$\mu +$ jets $\rightarrow Z \rightarrow \nu \bar{\nu}$</th>
<th>$\mu +$ jets $\rightarrow Z \rightarrow \nu \bar{\nu}$</th>
<th>$\gamma +$ jets $\rightarrow Z \rightarrow \nu \bar{\nu}$</th>
<th>$\mu +$ jets $\rightarrow t\bar{t} + W$</th>
<th>Correlation model</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_T/\Delta\phi_{\text{min}}$ extrapolation</td>
<td>tests in data</td>
<td>$3 - 30%$</td>
<td>$3 - 30%$</td>
<td>-</td>
<td>$3 - 30%$</td>
<td>uncorrelated across $H_T/\text{jet top.}$</td>
</tr>
<tr>
<td>$W/Z$ ratio</td>
<td>tests in data</td>
<td>$4 - 15%$</td>
<td>-</td>
<td>$6 - 11%$</td>
<td>-</td>
<td>uncorrelated across $H_T/\text{jet top.}$</td>
</tr>
<tr>
<td>$Z/\gamma$ ratio</td>
<td>tests in data</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>$4 - 30%$</td>
<td>uncorrelated across $H_T/\text{jet top.}$</td>
</tr>
<tr>
<td>$W/\mu$ admixture</td>
<td>tests in data</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>uncorrelated across $H_T/\text{jet top.}$</td>
</tr>
<tr>
<td>$W$ polarisation</td>
<td>tests in data</td>
<td>$2 - 10%$</td>
<td>-</td>
<td>-</td>
<td>$2 - 10%$</td>
<td>uncorrelated across $H_T/\text{jet top.}$</td>
</tr>
<tr>
<td>jet energy scale</td>
<td>simulation variations</td>
<td>$1 - 5%$</td>
<td>$1 - 5%$</td>
<td>$1 - 5%$</td>
<td>$1 - 5%$</td>
<td>fully correlated</td>
</tr>
<tr>
<td>$b$ tagging efficiency $b$ and $c$ jets</td>
<td>simulation variations</td>
<td>$1 - 3%$</td>
<td>$1 - 3%$</td>
<td>$1 - 3%$</td>
<td>$1 - 3%$</td>
<td>fully correlated</td>
</tr>
<tr>
<td>$b$ tagging efficiency light jets</td>
<td>simulation variations</td>
<td>$0 - 2%$</td>
<td>$0 - 2%$</td>
<td>$0 - 2%$</td>
<td>$0 - 2%$</td>
<td>fully correlated</td>
</tr>
<tr>
<td>pileup weights</td>
<td>simulation variations</td>
<td>$1 - 30%$</td>
<td>$1 - 10%$</td>
<td>-</td>
<td>$1 - 10%$</td>
<td>fully correlated</td>
</tr>
<tr>
<td>top $p_T$ weights</td>
<td>simulation variations</td>
<td>$1 - 3%$</td>
<td>$1 - 3%$</td>
<td>-</td>
<td>$1 - 3%$</td>
<td>fully correlated</td>
</tr>
<tr>
<td>lepton scale factor</td>
<td>simulation variations</td>
<td>$1 - 2%$</td>
<td>$1 - 2%$</td>
<td>$1 - 2%$</td>
<td>$1 - 2%$</td>
<td>fully correlated</td>
</tr>
<tr>
<td>signal trigger efficiency</td>
<td>simulation variations</td>
<td>-</td>
<td>-</td>
<td>$1 - 2%$</td>
<td>-</td>
<td>fully correlated</td>
</tr>
<tr>
<td>photon trigger efficiency</td>
<td>simulation variations</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>fully correlated</td>
</tr>
</tbody>
</table>
7.5 Systematics on the $H_T$ modelling

The estimate of the number of events per ($n_{\text{jet}}, n_b, H_T$) bin, integrated over $H_T$, is derived from data control samples, with the associated systematic uncertainty determined as described in Section 7.4.2. This section describes the method used to assess the systematic uncertainties in the distribution of events according to $H_T$. A data-driven approach is utilised to validate the $H_T$ modelling using the data in the control regions. The level of closure in the control regions is used to derive alternative templates accounting for systematic uncertainties.

When looking at the $H_T$ shape inclusively in $H_T$ there are large theoretical uncertainties that originate from mixing events at different scales. These uncertainties can be mitigated if the events are binned according to a variable, such as $H_T$, which is strongly correlated with the scale of the event. After this categorisation is applied, the uncertainty in the distribution of the $H_T$ variable is expected to be dominated by the modelling of the particle decays and, to a lesser extent, by jet reconstruction effects, such as jet energy scale and resolution. In Section 7.5.1, the mitigation of bias in the $H_T$ distribution through binning in variables associated to the scale is tested using the control regions. In Section 7.5.2, the procedure used to extract associated systematic uncertainties in the $H_T$ shape from the control regions is described and the results summarised.

The systematic uncertainties derived from the control regions are included in addition to systematics from variations in simulation. The variation in simulation follows the same procedure as described in Section 7.4.1; a comparison of the different sources of systematic uncertainty is presented in Section 7.5.3.

7.5.1 Validation using control regions in data

For each of the three electroweak control regions, the distribution of the ratio between data and simulation in $H_T$ is fitted to a first order (linear) orthogonal polynomial (OP) to probe potential bias. The $n^{\text{th}}$ order OP is

$$f_n(x) = \sum_{k=0}^{k=n} (p_k) \times (\bar{x} - x)^k,$$  \hspace{1cm} (7.8)
where $\bar{x}$ is the weighted mean of the distribution [105]. The odd and even $p_k$ parameters are decorrelated and therefore, for the linear OP, the normalisation changing term ($p_0$) is decorrelated from the shape changing term ($p_1$). The consistency of the $p_1$ parameter with zero can therefore be used to measure bias in the modelling of $H_T$.

In Figure 7.10 the data/simulation distributions against $H_T$ are shown for the electroweak control region selections inclusive in $H_T$ and jet categories. In each case, fitting a linear OP shows a large bias in the $p_1$ parameter. This bias in the data/simulation agreement is expected as events at different scales are mixed.

Figure 7.10: The data/simulation distribution against $H_T$ for an inclusive selection on category and $H_T$ showing the results of a linear fit. A large bias is observed as well as a low p-value for the constant fits.

By binning in $H_T$, $n_{\text{jet}}$ and $n_b$, the bias in the agreement between data and simulation due to mixing events at different scales is mitigated. In Figure 7.11, example fits of an linear OP to the data/simulation ratio are shown for the three control regions. Compared to the inclusive distribution the linear component can be seen to be compatible with
zero. In order to formalise this assertion, the pull of the linear component from zero is calculated. This pull distribution is shown for each of the three control regions in Figure 7.12 and can be seen in each case to have a mean and sigma fairly consistent with zero and one, respectively, corresponding to the zero bias hypothesis. In Figure 7.13, the distribution of the pulls in jet category and $H_T$ bins shows no significant trend across the phase space. Finally, the linear fits to the data/simulation ratio additionally have a p-value following a uniform distribution between 0 and 1 as shown in Figure 7.14.

7.5.2 Deriving systematics on the $H_T$ shape

The systematic uncertainty in the $H_T$ shape is extracted from the statistical precision to which the zero bias hypothesis can be confirmed using the control regions, as described in the following.

Each background in the signal region ($t\bar{t}/W$ and $Z_{inv}$) is predicted using several control regions. In order to determine the uncertainty in the $H_T$ shape, a combined linear fit is made over all relevant control regions. A requirement of at least 10 events and a non-trivial number of degrees of freedom is made to ensure a reasonable fit. Where this requirement is not satisfied, the $H_T$ distribution is not used in the signal region. An $H_T$ requirement of 130 GeV is made to ensure a similar phase space to the signal region. The uncertainty on the linear parameter from the fit is then used to define the ±1σ variations of the nominal template. As a conservative estimate, the systematic uncertainty in each category, and separately for $Z_{inv}$ and $t\bar{t}/W$, is defined using the best fit value of the $p_1$ parameter from the simultaneous fit to the relevant control regions added in quadrature to its uncertainty.

An additional validation is carried out by comparing expected and observed uncertainties on the linear parameter defining the template variations. The expected uncertainties are derived by using a linear fit to the simulation/simulation ratio where the numerator is treated as data. The relative uncertainties per 100 GeV from the weighted mean of $H_T$ for $t\bar{t}/W$ and $Z_{inv}$ are shown in Figure 7.15 and Figure 7.16 and compared to those observed. These show good agreement, which provides additional motivation for the zero bias hypothesis as well as validating the method for deriving expected uncertainties.
Figure 7.11: The data/simulation distribution against \( H_T \) for example categories and control regions. The large bias in the linear component seen in Figure 7.10 is mitigated.
7.5.3 Inclusion of systematic sources from simulation

The effects on the $H_T$ shape of the uncertainties derived from variations in simulation (described in Section 7.4.1) are included within the likelihood. In this section, the size of the variation of the $H_T$ distribution under $\pm 1\sigma$ shifts of the sources of systematic uncertainty and the linear OP systematic uncertainty described in 7.5.1 are compared. In the likelihood, the $H_T$ shape and transfer factors are varied simultaneously for each source of uncertainty, as discussed in Section 8.1.
Figure 7.13: The pull distribution of the linear parameter from the flat hypothesis across all $H_T$ bins and categories. There are no significant pulls for the $H_T$ binned fits while the $H_T$ inclusive case shows very large pulls as expected.

To study the effect of the systematic variations on the $H_T$ shape, figure 7.17 shows the $H_T$ variations in two representative $H_T$ bins and jet categories. The templates for each ±1σ variation are normalised to the nominal template such that only the shape is varied.
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(a) $\mu$ + jets  
(b) $\gamma$ + jets  
(c) $\mu\mu$ + jets

Figure 7.14: The distributions of the p-value for the linear fit.

### 7.6 Summary

The methods described in this section provide a robust estimation of the contributions from both electroweak and QCD multijet background sources as well as the corresponding systematic uncertainties. These predictions must be confronted with the observed data using the likelihood model described in Chapter 8.
Figure 7.15: Expected relative uncertainties per 100 GeV for \( t\bar{t}/W \) in (a) are consistent with observed uncertainties shown in (b).

Figure 7.16: Expected relative uncertainties per 100 GeV shown for \( Z_{inv} \) in (a) are consistent with observed uncertainties shown in (b).
Background estimation for the $\alpha_T$ search

Figure 7.17: Simulation derived systematic variations on the $H_T$ distribution compared to the linear OP data-driven systematic for two representative categories.

(a) $H_T \, 800 - \infty, \, n_{\text{jet}} \geq 5, \, n_b \geq 2$

(b) $H_T \, 400-500, \, n_{\text{jet}} = 2, \, n_b = 0$
Chapter 8

Statistical results and interpretation

In this section the statistical results and interpretations are discussed. In Section 8.1 the likelihood model used to interpret the results of the $\alpha_T$ search is detailed and in Section 8.2 the results of a maximum likelihood fit to the observed data presented. As no significant excess is seen the results are interpreted by setting upper limits at 95% confidence level (CL) on the cross section of supersymmetric simplified models. The procedure for setting the limits and the results are detailed in Sections 8.3.1 and 8.3.3, respectively. In this section the $Z \rightarrow \nu \bar{\nu}$ background is labelled as $Z_{\text{inv}}$ while the $t\bar{t} + \text{jets}$ plus $W + \text{jets}$ background is labelled as $t\bar{t}W$.

8.1 Likelihood model

The $\alpha_T$ analysis relies on control regions to predict the normalisation of each category of $n_{\text{jet}}$, $n_b$ and $H_T$ (which are in the following identified with $H_T^{\text{cat}}$) and on simulation to predict the shape of $H_T$ within each category. The likelihood model is split into hadronic and control components linked by floating parameters for the prediction. In one $H_T^{\text{cat}}$ category, $j$, the hadronic component may be written as a multiple of Poisson likelihoods for the observation in each $H_T$ bin ($\text{Pois}(n|\lambda) \equiv e^{-\frac{\lambda n}{n!}}$):

$$\mathcal{L}_j^{\text{had}} = \prod_i \mathcal{L}_{i,\text{had}}^j = \prod_i \text{Pois}(n_{\text{had}}^{j,i} | b_{Z_{\text{inv}},\text{had}}^{j,i} \times \phi^j(\mu \rightarrow Z_{\text{inv}}) \times a^j \times \rho_{Z_{\text{inv}},\text{had}}^{j,i} + b_{t\bar{t}W,\text{had}}^{j,i} \times \phi^j(\mu \rightarrow t\bar{t}W) \times a^j \times \rho_{t\bar{t}W,\text{had}}^{j,i} + b_{QCD,\text{had}}^{j,i} \times \omega_{QCD,\text{had}}^{j,i} + r \times s_{\text{had}}^{j,i} \times \rho_{s,\text{had}}^{j,i}) \quad (8.1)$$
where the product is over each $H_T$ bin, $i$, in the $H_T^{\text{cat}}$ category; $b_{Z_{\text{inv}}/t\bar{t}W,\text{had}}^{j,i}$ are the predicted number of events from simulation for the electroweak backgrounds; $b_{\text{QCD,had}}^{j,i}$ are the predicted number of events for the QCD multijet component (from the method described in Section 7.3.2); the $a_j$ parameter is unconstrained and connects the prediction of the signal region to the control regions (see below); $\phi_j$ contains the systematic uncertainties on the transfer factors from the data-driven tests; $\rho_{j,i}$ contains the systematics from variations in simulation, the systematics derived from the control regions on the $H_T$ shape and the uncertainty from the limited number of simulated events; $r$ is the unconstrained ‘signal strength’ parameter and $\omega_{\text{QCD,had}}^{j,i}$ contains the uncertainties on the QCD multijet component.

The component of the likelihood for the $\mu + \text{jets}$ control region, which is not categorised in $H_T$, can be written as:

$$L^\mu_j = \text{Pois}(n^\mu_j | b^\mu_j \times a^\mu_j \times \rho^\mu_j + b_{\text{QCD,}\mu}^{j,i} + r \times s^\mu_j \times \rho_{s,\mu}).$$ (8.2)

Similarly to Equation 8.1, $\rho^\mu_j$ contains the uncertainty in the $H_T^{\text{cat}}$ from variations in simulation. The signal contamination in the control region is encoded by $s^\mu_j$, which is small by design. The connection between the control and signal region is included by the unconstrained $a^\mu_j$ parameter and the subdominant QCD component, $b_{\text{QCD,}\mu}^{j,i}$, is taken from simulation.

The $Z_{\text{inv}}$ component in the signal region is also predicted using the $\gamma + \text{jets}$ and $\mu\mu + \text{jets}$ regions. By rewriting $\phi_j^\gamma(\mu \to Z_{\text{inv}}) \times a^\gamma_j$ and $\phi_j^\gamma(\mu \to t\bar{t}W) \times a^\gamma_j$ as $a'_j(\mu \to Z_{\text{inv}})$ and $a'_j(\mu \to t\bar{t}W)$, respectively, the connections to the $\gamma + \text{jets}$ and $\mu\mu + \text{jets}$ regions may be written as:

$$L^\mu_{\mu\mu} = \text{Pois}(n^\mu_{\mu\mu} | b^\mu_{\mu\mu} \times \left(a'^\gamma_j / \phi_j(\mu \to Z_{\text{inv}})\right) \times \rho^\mu_j + b_{\text{QCD,}\mu\mu}^{j,i} + r \times s^\mu_{\mu\mu} \times \rho_{s,\mu\mu}),$$ (8.3)

$$L^\gamma_j = \text{Pois}(n^\gamma_j | b^\gamma_j \times \left(a'^\gamma_j / \phi_j(\gamma \to Z_{\text{inv}})\right) \times \rho^\gamma_j + b_{\text{QCD,}\gamma}^{j,i} + r \times s^\gamma_j \times \rho_{s,\gamma}),$$ (8.4)

where parameters are defined as in Equations 8.1 and 8.2. In these equations the connection between the control and signal region is inverted and so $\phi_j^\gamma$ appears in the denominator.
The modifier and constraint terms of the parameters representing the systematic uncertainties and connections between control and signal regions are summarised below:

- The transfer factor systematics and uncertainties on the QCD multijet contribution are taken to be ‘log normal’ uncertainties such that the logarithm of the variable has a Gaussian (normal) constraint \( \log \) \[106\]. These uncertainties are correlated per topology and \( H_T \) bin (pair of \( H_T \) bins for uncertainties derived using \( \mu\mu + \text{jets} \)).

- The systematic uncertainties from variations in simulation and those derived on the \( H_T \) shape from the control regions are included using ‘vertical template morphing’ \[106\]. For vertical template morphing, the yield in each bin is interpolated quadratically between the \( \pm 1\sigma \) variations for each source of uncertainty and extrapolated linearly beyond this range. The constraint term is Gaussian with mean 0 and width 1. The uncertainties from simulation and those derived from the control regions are fully correlated and uncorrelated across all categories respectively.

- The Poisson uncertainty due to the limited number of simulated events is approximated using two parameters per bin that multiply the total background and signal contributions and are Gaussian constrained. These uncertainties are fully uncorrelated across all categories.

The total likelihood (including the constraint terms in \( L_{\text{constraint}} \)) can be written as a product over all \( H_T^{\text{cat}} \) bins:

\[
L = L_{\text{constraint}} \times \prod_{j \in H_T^{\text{cat}}} \mathcal{L}_j^{\text{cat}} \times \mathcal{L}_j^{\mu\mu} \times \mathcal{L}_j^{\gamma} \times \mathcal{L}_j^{\mu} \tag{8.5}
\]

### 8.2 Results of the fit to data

The expected number of events from the SM backgrounds are determined from a simultaneous fit over all parameters under a SM-only hypothesis \( (r = 0) \) using data from the control regions only, ‘CR-only fit’ as well as using data from all regions, the ‘full fit’. The CR-only fit provides the best representation of the background predictions of the \( \alpha_T \) search from the control regions.

In Figures 8.1, 8.2 and 8.3 the results of the CR-only fit and the full fit are presented in all \( H_T, n_{\text{jet}}, \) and \( n_b \) categories under a SM-only hypothesis for the monojet, asymmetric and symmetric categories, respectively. As described in the caption, the pulls of the CR-
only fit represent the level of tension between the predictions and observation in the signal region. As shown in Figure 8.4a, an overall positive shift in the total normalisation of the signal region is observed. The nuisance parameter included to reflect the systematic uncertainty in the lepton veto efficiency can explain this overall shift. As shown in Figure 8.4b, after setting this parameter to its maximum likelihood (ML) value (at 2.25 times its 1 $\sigma$ value) no significant tension is observed between the predictions and data. The pull in this parameter may be expected as this analysis is carried out using an early dataset with preliminary lepton scale factors.

In Figure 8.5, the distribution in $H_T$ for representative categories of $H_T$, $n_{\text{jet}}$ and $n_b$, sensitive to hadronic SUSY models with TeV scale squarks and gluinos, shows good agreement between prediction and data.

The fine binned categorisation can complicate the comprehension of the global agreement between data and prediction across the signal region. In Section 9.1 the result is presented using ‘aggregated regions’ in which the categorisation is merged.

![Figure 8.1](image-url)  
**Figure 8.1:** Top panel: event yields observed in data (solid circles) with their associated Poisson uncertainties represented by error bars are compared to SM predictions with associated uncertainties (black histogram with shaded band) from a CR-only fit as a function of $n_b$ and $H_T$ for the monojet topology in the signal region. Bottom panel: the significance of deviations (pulls) observed in data with respect to the SM expectations from the CR-only (red circles) and full fit (blue circles). The pulls are indicative only and cannot be considered independently.
Figure 8.2: Top panel: event yields observed in data (solid circles) with their associated Poisson uncertainties represented by error bars are compared to SM predictions with associated uncertainties (black histogram with shaded band) from a CR-only fit as a function of $n_{\text{jet}}$, $n_{\text{b}}$ and $H_T$ for the asymmetric topology in the signal region. Bottom panel: the significance of deviations (pulls) observed in data with respect to the SM expectations from the CR-only (red circles) and full fit (blue circles). The pulls are indicative only and cannot be considered independently.
Figure 8.3: Top panel: event yields observed in data (solid circles) with their associated Poisson uncertainties represented by error bars are compared to SM predictions with associated uncertainties (black histogram with shaded band) from a CR-only fit as a function of \( n_{\text{jet}} \), \( n_b \), and \( H_T \) for the symmetric topology in the signal region. Bottom panel: the significance of deviations (pulls) observed in data with respect to the SM expectations from the CR-only (red circles) and full fit (blue circles). The pulls are indicative only and cannot be considered independently.
Figure 8.4: Distribution of the significance of the deviations (pulls) observed in data with respect to the SM expectations across all $n_{\text{jet}}$, $n_{b}$, and $H_T$ categories for (a) the CR-only fit and for (b) the CR-only fit after setting the lepton veto nuisance parameter to its ML value from the full fit. In (b), the overall bias in the pulls is shown to be mitigated.
Figure 8.5: Event yields observed in data (solid circles) and SM expectations from the CR-only fit with their associated uncertainties (green histogram with shaded band) as a function of $H_T$ for events in the signal region that satisfy $n_{\text{jet}} \geq 5$, $H_T > 800$ GeV, and (a) $n_b = 0$ or (b) $n_b \geq 3$. The final bin is the overflow bin. The bottom panels indicate the significance of the deviations (pulls) observed in data with respect to the SM expectations, expressed in terms of the total uncertainty in the SM expectations. The pulls are indicative only and cannot be considered independently.
8.3 Interpretation

Given the agreement between prediction and results presented in Section 8.2, no evidence for BSM physics is observed. The results are therefore used to constrain the parameter space of simplified supersymmetric models. The simplified models considered are the gluino-mediated and direct production of both bottom and top squark pairs. The $\alpha_T$ search is expected to be particularly sensitive to such topologies due to the significant hadronic activity, bottom quarks, jet multiplicity and $H_T$ that may be present in the final state. Limits at 95% confidence level (see Section 8.3.1) are set on the production cross section of each model.

8.3.1 Procedure for deriving limits

This section outlines the procedure for deriving the upper limits on the signal strength at 95% confidence level. A more comprehensive treatment can be found in [107].

In the following section, the signal strength is considered to be the parameter of interest and all other parameters in the fit are termed the ‘nuisance parameters’ ($\theta$). Considering the likelihood defined in Equation 8.5, the profile likelihood ratio can be defined as

$$q(r) = \frac{L(r, \hat{\theta}(r))}{L(\hat{r}, \hat{\theta})},$$  \hspace{1cm} (8.6)

where $\hat{\theta}$ and $\hat{r}$ are the values of $\theta$ and $r$ that maximise $L$, the maximum likelihood estimators, while $\hat{\theta}(r)$ is the value of $\theta$ that maximises $L$ for the specified value of $r$.

Given that $r < 0$ is unphysical the profile likelihood is modified to

$$\tilde{q}(r) = \begin{cases} q(0) & r \leq 0, \\ q(r) & r > 0. \end{cases} \hspace{1cm} (8.7)$$

The test statistic used to derive the upper limit on $r$ can then be defined as
\[ t_r = \begin{cases} -2 \ln \tilde{q}(r) & \hat{r} \leq r, \\ 0 & \hat{r} > r. \end{cases} \] 

(8.8)

Considering Equation 8.6, \( t_r \) will be zero at the ML value of \( r \). Increasing values of \( t_r \) represent lesser compatibility of that value of \( r \) with the observed data. The test statistic is set to zero for \( \hat{r} > r \) as values of \( r \) less than \( \hat{r} \) are not part of the ‘rejection region’ for upper limits.

The probability density function, \( f(t_r|r) \), for \( t_r \) may be built by generating pseudo-experiments or approximated using the asymptotic formulae detailed in [107]. The \( \alpha_T \) analysis uses the asymptotic approximation for \( f(t_r|r) \). The \( p \)-value, \( p_r \), is defined as

\[ p_r = \int_{t_{r,obs}}^{\infty} f(t_r|r) \, dt_r, \] 

(8.9)

where \( t_{r,obs} \) is the observed value of the test statistic. Finally, the CLs is defined as

\[ \text{CLs}(r) = \frac{p_r}{1 - p_b}, \] 

(8.10)

where,

\[ 1 - p_b = \int_{t_{0,obs}}^{\infty} f(t_r|0) \, dt_r. \] 

(8.11)

The upper limit on \( r \) is defined as the value of \( r \) which corresponds to \( \text{CLs}(r) = 0.05 \) (\( r_{95} \)). Values of \( r \) greater than this are said to be excluded at 95% confidence level.

The expected limit on a given signal strength, \( r_{95}^{\text{exp}} \), is defined by the median value of the distribution of \( r_{95} \) built from pseudo-datasets generated with no signal contribution (\( r = 0 \)). The variation in the expected limit may be extracted from the relevant quantiles
of this distribution. For the $\alpha_T$ analysis, the value and $\pm 1\sigma$ variations of $r_{95}^{exp}$ are approximated using the asymptotic formulae detailed in [107].

### 8.3.2 Signal model contribution and systematic uncertainties

The experimental efficiency times acceptance ($\epsilon \times A$) in both the signal and control regions is derived independently for each signal model for each gluino or squark mass ($m_{SUSY}$) and neutralino mass ($m_{\tilde{\chi}^0}$). As for the background processes, the simulated events for the signal contribution are corrected for jet energy corrections, $b$ tag scale factors, lepton scale factors, pile-up modelling and trigger efficiencies. In addition, a correction is made to account for differences observed in the initial state radiation modelling between data and simulation. Systematic uncertainties are included on each of these corrections, analogously to the systematic uncertainties on the background processes derived from variations in simulation. The signal contribution cannot be predicted using data and therefore the overall normalisation contains an uncertainty from the luminosity measurement of 6.2%. All systematics are summarised in Table 8.1, including typical magnitudes for direct bottom squark production.

#### Table 8.1: Representative magnitudes of systematic uncertainties in the experimental acceptance for a simplified model that assumes the pair production of bottom squarks and their decay to a $b$ quark and a $\chi^0$.

<table>
<thead>
<tr>
<th>Systematic source</th>
<th>Correlated</th>
<th>Typical magnitude (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Luminosity</td>
<td>Yes</td>
<td>6.2</td>
</tr>
<tr>
<td>Monte Carlo statistics</td>
<td>No</td>
<td>1–50</td>
</tr>
<tr>
<td>Jet energy scale</td>
<td>Yes</td>
<td>3–10</td>
</tr>
<tr>
<td>$B$ tag efficiency scale factors</td>
<td>Yes</td>
<td>5–40</td>
</tr>
<tr>
<td>Lepton scale factors</td>
<td>Yes</td>
<td>1–5</td>
</tr>
<tr>
<td>Pileup</td>
<td>Yes</td>
<td>0–5</td>
</tr>
<tr>
<td>Trigger efficiency</td>
<td>Yes</td>
<td>0–4</td>
</tr>
<tr>
<td>Initial state radiation</td>
<td>Yes</td>
<td>1–20</td>
</tr>
</tbody>
</table>

### 8.3.3 Upper limits on signal production cross section

In Figure 8.6 the upper limits at 95% CL set on the production cross section are shown in the ($m_{SUSY}$, $m_{\tilde{\chi}^0}$) plane for the models considered. Also shown are the expected and
observed contours of \( r_{95} = 1 \), the \( \pm 1 \) and \( 2 \sigma \) variations in the expected limit, and the observed limit under \( \pm 1 \sigma \) variations in the theoretical cross section uncertainty. Models with \( r_{95} < 1 \) are ‘excluded’ at 95% CL.

<table>
<thead>
<tr>
<th>( m_{\tilde{g}} ) [GeV]</th>
<th>( m_{\tilde{b}} ) [GeV]</th>
<th>( m_{\tilde{t}} ) [GeV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>600 800 1000 1200 1400 1600 1800 2000</td>
<td>600 800 1000 1200 1400 1600 1800 2000</td>
<td>200 400 600 800 1000 1200</td>
</tr>
</tbody>
</table>

**Figure 8.6:** Observed upper limit in cross section at 95% confidence level (indicated by the colour scale) for simplified models that assume the (Top) gluino-mediated or (Bottom) direct production of (Left) bottom or (Right) top squark pairs, as a function of the gluino or squark mass and the \( \chi_0^1 \) mass. The black solid thick (thin) line indicates the observed mass exclusion regions assuming the nominal (\( \pm 1 \sigma \) theory uncertainty) production cross section. The red dashed thick (thin) line indicates the median (\( \pm 1 \sigma \) experimental uncertainty) expected mass exclusion regions.
Table 8.2: Summary of the mass limits obtained for the four classes of simplified models. The limits indicate the strongest observed (expected) mass exclusions for the gluino or squarks, and $\chi^0_1$ [108].

<table>
<thead>
<tr>
<th>Production mode</th>
<th>Squark</th>
<th>$\alpha_T$ (13 TeV)</th>
<th>Run 1 (7 TeV + 8 TeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gluino-mediated</td>
<td>Bottom</td>
<td>1775 (1850)</td>
<td>1175 (1200)</td>
</tr>
<tr>
<td>Gluino-mediated</td>
<td>Top</td>
<td>1450 (1600)</td>
<td>750 (800)</td>
</tr>
<tr>
<td>Direct</td>
<td>Bottom</td>
<td>1025 (975)</td>
<td>525 (500)</td>
</tr>
<tr>
<td>Direct</td>
<td>Top</td>
<td>875 (925)</td>
<td>350 (350)</td>
</tr>
</tbody>
</table>

8.4 Summary

The results of the $\alpha_T$ analysis with 12.9 fb$^{-1}$ of p-p collision data have shown no significant evidence of BSM physics. Upper limits at 95% CL have therefore been set on a range of supersymmetric simplified models. In Table 8.2, the highest mass of squark or gluino and $\chi^0$ excluded at 95% confidence level are shown for each model and compared to the highest values excluded by searches on the full 7 and 8 TeV Run 1 CMS datasets. A significant increase in reach of 100 to 400 GeV in the squark/gluino mass and 50 to 425 GeV in the mass of the $\chi^0$ is achieved.

The improvements in sensitivity are driven by both the increase in the centre of mass energy and by improvements in the analysis strategy. Such improvements include the addition of the $H_T$ dimension and the use of the $\mu$ + jets control region to predict $Z_{inv}$.

The results presented in this section may be used to derive limits on BSM physics models not considered for this thesis. Such ‘re-interpretations’ of the $\alpha_T$ search are discussed in Chapter 9.
Chapter 9

Facilitating re-interpretation

The results of the $\alpha_T$ search have been interpreted using limits on simplified model spectra which allow the sensitivity of the search to different topologies to be benchmarked. The search will be sensitive to a wide range of BSM models and can be re-interpreted by those outside the CMS collaboration to provide constraints on such models.

The $\alpha_T$ search, like many searches for BSM physics with the CMS detector, uses a fine categorisation to separate background from signal contributions. To re-interpret such a search the signal yield is typically evaluated using an event generator such as PYTHIA8 followed by a simulation of the detector response and resolution using tools such as DELPHES [109] or using published efficiencies for generator level quantities (both methods are used in [21, 110, 111]). The background contributions to the search regions and the associated systematic uncertainties often rely on simplifying assumptions which can lead to inaccuracies in the re-interpretation.

In this section, a procedure for re-interpreting BSM physics searches by approximating the full background model and the associated systematic uncertainties is presented. The procedure involves techniques both to simplify the categorisation of the search (‘aggregation’) and to use a reduced set of information to describe the background model and the correlations between different search regions (‘simplified likelihood’), minimising the loss of sensitivity. The $\alpha_T$ search is used to validate and illuminate the use of such techniques; however, they are applicable for a wide range of searches and a general treatment may be found in [112].
9.1 Aggregation

The $\alpha_T$ analysis uses a fine categorisation in $n_{\text{jet}}, n_b, H_T,$ and $H_T$ to provide sensitivity to a wide range of BSM physics models. This categorisation makes re-interpreting the results of the search too computationally intensive to be feasible. The simplest method to reduce the complexity of the search is to take only the most sensitive categories for the BSM physics model; however, this breaks the correlation model for the search and can significantly reduce the sensitivity due to the loss of indirect constraints from the neglected bins.

In this section, the definition of aggregated regions using the full likelihood is presented. The aggregated regions allow the categorisation to be simplified without breaking the background model.

9.1.1 The aggregated region likelihood

Consider the hadronic component of the likelihood defined in Equation 8.1. The aggregated region likelihood is defined by summing the contributions within the Poisson for each $H_T, H_T, n_b,$ and $n_{\text{jet}}$ category which is to be aggregated as:

$$L_{\text{had}}^{\text{agg}} = \prod_{\text{agg}_k} \left( \sum_{i,j \in \text{agg}_k} n_{\text{had}}^{i,j} \right) b_{Z_{\text{inv}}, \text{had}}^{i,j} \times \phi^{i,j}(\mu \rightarrow Z_{\text{inv}}) \times a^{i,j} \times \rho_{Z_{\text{inv}}, \text{had}}^{i,j} + b_{t\bar{t}W, \text{had}}^{i,j} \times \phi^{i,j}(\mu \rightarrow t\bar{t}W) \times a^{i,j} \times \rho_{t\bar{t}W, \text{had}}^{i,j} + b_{QCD, \text{had}}^{i,j} \times \omega_{QCD, \text{had}}^{i,j} + r \times s_{\text{had}}^{i,j} \times \rho_{s, \text{had}}^{i,j} \right). \quad (9.1)$$

The control region component of the likelihood is unchanged such that the prediction model is maintained from the full likelihood. This allows, for example, events at different scales to be included within the same aggregated region without introducing bias from mixing events at different scales.

9.1.2 Definition of aggregated regions

The categorisation used for the full likelihood is summarised in Section 6.5. The large number of categories provides generic sensitivity but is not optimal for re-interpretation.
The thirty-one jet categories are therefore reduced to eight aggregated jet categories while the (up to) eight $H_T$ bins are merged into one bin ($H_T \geq 200\text{ GeV}$). The final categories are shown in Table 9.1. These are defined to be disjoint, contiguous and to cover the full signal region such that in combination the regions reflect the sensitivity of full signal region phase space.

Table 9.1: To define the aggregated regions for the $\alpha_T$ search the $H_T$ dimension is merged to $\geq 200\text{ GeV}$ and $n_b$ to two categories of $n_b < 2$ and $\geq 2$. The merged $n_{\text{jet}}$ categories are summarised in this table. Each category is further binned using eight $H_T$ bins with lower bounds from 100 to 800 GeV.

<table>
<thead>
<tr>
<th>$n_{\text{jet}}$ topology</th>
<th>Monojet</th>
<th>Asymmetric</th>
<th>Symmetric</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monojet-like</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Asymmetric high $n_{\text{jet}}$</td>
<td>-</td>
<td>3, 4, $\geq 5$</td>
<td>-</td>
</tr>
<tr>
<td>Mid $n_{\text{jet}}$</td>
<td>-</td>
<td>-</td>
<td>3, 4</td>
</tr>
<tr>
<td>High $n_{\text{jet}}$</td>
<td>-</td>
<td>-</td>
<td>$\geq 5$</td>
</tr>
</tbody>
</table>

The jet categories are merged into four separate categories motivated by their sensitivity to different BSM physics topologies. For example, the monojet-like topology is targeted towards compressed spectra while the high $n_{\text{jet}}$ topology targets uncompressed gluino and squark models. The $n_b$ categories are combined as $n_b = 0, 1$ and $n_b \geq 2$, targeted at light and heavy flavour BSM physics respectively. Finally, the $H_T$ dimension is entirely merged as the $H_T$ dimension generally provides better sensitivity for BSM physics models. The use of the aggregated regions ensures that the backgrounds are still predicted by the nominal, finely binned regions (with appropriate systematics).

9.1.3 Results using aggregated regions for the $\alpha_T$ analysis

The aggregated regions provide an easily comprehensible overview of the signal region when compared to the results of the nominal signal bins. Figure 9.1 shows the post-fit predictions in the mid and high $n_{\text{jet}}$ categories for the aggregated regions compared to the observed data.
Figure 9.1: Signal region predictions and data observations for the aggregated regions. The predictions are made using a fit to the control region only.

To evaluate the effect of using aggregated regions on the sensitivity of the $\alpha_T$ analysis, the expected and observed 95% upper limit on the signal strength for the full signal region is compared to the limits derived using the aggregated regions. The limits are shown side by side in Figure 9.2 for the simplified models of direct and gluino mediated...
bottom squark production. Where the mass splittings are small the expected limits typically reduce by $\sim 100\,\text{GeV}$ compared to the full signal region.
9.2 Simplified likelihood

In this section a method for simplifying the likelihood by approximating the nuisance parameters using a multivariate Gaussian is described. The approximations and areas of applicability are discussed and a validation shown using the α_T search.
9.2.1 Definition of the simplified likelihood

The form of the likelihood (either aggregated or full) used by the $\alpha_T$ analysis (product of Poisson terms for the observation in each bin given the prediction and uncertainties) is typical of searches for BSM physics. Neglecting uncertainties on the signal contribution, the likelihood may be written as

$$L(r, \theta) = p(\tilde{\theta} | \theta) \times \prod_{i=1}^{N} \text{Pois}(n_i | r \cdot s_i + b_i + \theta_i).$$

(9.2)

where the product is over all categories (with total N), all nuisance parameters have been included in the absolute variation in the total background in each category, $\theta_i$, and $p(\tilde{\theta} | \theta)$ is the probability density function for the measured values of the nuisances ($\tilde{\theta}$).

The simplified likelihood is the approximation of the full probability density function as a multivariate Gaussian using the covariance between the categories. This approximation relies on the following (as detailed in [112]):

- The constraints on the background contributions are Gaussian such that the distribution of the total number of background events is symmetric about the expectation, $b_i$, with a variance independent of $\theta$. For the $\alpha_T$ search, as for many analyses, this assumption is valid because the background contributions are estimated using control regions in data with large sample sizes.
- The covariance, and therefore only the linear correlation, between the background contribution in each region is sufficient to approximate $p(\tilde{\theta} | \theta)$ at least for values of $\theta$ that are close to $\tilde{\theta}$.
- The systematic uncertainties in the signal model can be neglected. The validity of this assumption will strongly depend on the specific BSM physics model being considered. Systematic uncertainties on the signal could be accounted for by adding appropriate nuisance parameters with Gaussian constraints (as for the background contributions), however, their derivation is not feasible for those outside the CMS collaboration.

Under these assumptions, $p(\tilde{\theta} | \theta)$ can be modelled as a multivariate Gaussian distribution with the mean vector identified with external measurements of $\tilde{\theta} = 0$. The simplified likelihood can be expressed as
\[
\mathcal{L}_S(r, \theta) = \prod_{i=1}^{N} \frac{(r \cdot s_i + b_i + \theta_i)^{n_i} e^{-(r \cdot s_i + b_i + \theta_i)}}{n_i!} \cdot \exp \left( -\frac{1}{2} \theta^T V^{-1} \theta \right),
\] (9.3)

where \( V \) represents the covariance matrix for the expected background contributions across the search regions and is defined as

\[
V_{ij} = E[\theta_i \times \theta_j],
\] (9.4)

where \( E[x] \) is the expectation value of \( x \). The expectations and covariance must be derived following the fit over the control regions as these are not included when re-interpretating the search. The covariance matrix is determined using pseudo-experiments to sample the nuisance parameters.

As shown in [112], the covariance matrix may also be used to combine categories into aggregated regions with appropriate covariance between the bins. These aggregated regions and covariance may then be used to define the simplified likelihood.

### 9.2.2 Results for the \( \alpha_T \) analysis

The covariance and predictions in the aggregated regions discussed in Section 9.1 are used to define and validate the simplified likelihood. Figure 9.3 (a) shows the value of \( q(r) \) as a function of \( r \) for a simplified model with direct bottom squark production and \( m_{\text{SUSY}} = 800 \text{ GeV} \) and \( m_{\tilde{\chi}^0} = 200 \text{ GeV} \). The values of \( q(r) \) are compared to those derived using the full likelihood and using the simplified likelihood, ignoring correlations between the background expectations. The results using an Asimov dataset, assuming a signal strength of \( r = 0 \), are also shown as these are used to calculate limits using the asymptotic approximations detailed in Ref. [107]. The simplified likelihood, considering correlations, is shown to be in good agreement with the full likelihood while the agreement is worsened when correlations are neglected.

In Figure 9.3 (b) the ratio between the observed \( r_{95} \) for the simplified and the full likelihood is shown in the \((m_{\text{SUSY}}, m_{\tilde{\chi}^0})\) plane for the simplified model of direct production of bottom squarks. The expected and observed contours of \( r = 1 \) excluded at 95\% for the
Facilitating re-interpretation

Figure 9.3: (a) The value of \( q(r) \) for the \( \alpha_T \) search derived with the simplified likelihood using the full covariance matrix, derived with the simplified likelihood assuming no correlations between the background yields and derived with the full likelihood. (b) Expected and observed exclusion contours for the \( \alpha_T \) search derived with the simplified likelihood using the full covariance matrix, derived with the simplified likelihood assuming no correlations between the background yields and derived with the full likelihood. The colour scale shows the ratio of \( r_{95} \) calculated derived with the simplified likelihood using the full covariance matrix to the value using the full likelihood.

full likelihood, the simplified likelihood and the simplified likelihood where correlations are neglected are overlaid. The results using the full and simplified likelihoods are seen to agree well when the correlations between bins are considered.

9.3 Summary

To re-interpret the \( \alpha_T \) search requires the background model and associated systematic uncertainties to be approximated. The categorisation may be robustly simplified through the use of aggregated search regions while the simplified likelihood method uses a multivariate Gaussian to approximate the systematic uncertainties. The simplified likelihood is shown to give comparable upper limits at 95% confidence level for a representative signal model. These methods may be applied to a wide range of searches for BSM physics; a general treatment is presented in [112].
Chapter 10

Conclusions

The $\alpha_T$ search for SUSY has been presented using a 12.9 fb$^{-1}$ dataset of 13 TeV p-p collisions collected by the CMS experiment. The search uses a hadronic final state containing jets and significant $E_T$ to achieve sensitivity to a wide range of SUSY models. Dedicated variables, including $\alpha_T$ and $\Delta\phi_{\min}$, are used to mitigate backgrounds and remaining contributions are robustly estimated using simulation and control regions in data. The results of the $\alpha_T$ search following the strategy described in this thesis have been published using a 2.3 fb$^{-1}$ dataset collected in 2015 [113] while the results of a search using the full 36 fb$^{-1}$ dataset collected by CMS in 2016 are being prepared for publication.

Earlier incarnations of the $\alpha_T$ analysis have been carried out on datasets of 8 TeV p-p collisions. The analysis has been fully updated and extended for the results presented in this thesis. In particular, the addition of the $H_T$ dimension has robustly improved the sensitivity of the search. No evidence for BSM physics is observed and the results are therefore interpreted using simplified SUSY models. As shown in Chapter 8, the regions of parameter space excluded for both gluino mediated and direct bottom and top squark production have been significantly extended.

The $\alpha_T$ search is sensitive to models not considered in the interpretations presented in this thesis. Such models include complete models of SUSY and generic models of dark matter. A procedure for facilitating the re-interpretation of the results of the search to evaluate the impact on such models has been presented. This procedure may be applied to a wide range of searches for BSM physics [112].

The L1 trigger jet and energy sum algorithms have been developed to take advantage of the upgraded L1 trigger hardware. These provide improved performance in jet
identification, reconstruction and pileup mitigation. The upgraded algorithms have been in use for the full 2016 dataset and have been exploited by the $\alpha_T$ analysis in designing inclusive signal region selections.

No evidence has been found for BSM physics in the $\alpha_T$ analysis or any search at CMS. The improvements to the analysis and substantial increase in centre of mass energy has provided significant gains in the excluded parameter space for hadronic SUSY models.

The bounds on masses of gluinos and squarks at 1 - 2 TeV imply fine tuning at the percentage level [114] for a generic MSSM scenario. While this does not provide strong evidence for the non-existence of SUSY, the motivation for gluinos and squarks in a mass range that may be explored by the LHC is significantly weakened.

There are many alternatives to the ‘vanilla’ MSSM which remain well-motivated and give rise to detectable signatures at the LHC. These include RPV models, which do not include a DM candidate but evade constraints from searches which require $E_T$ [25], ‘hidden valley’ models [115], which typically lead to signatures with little $E_T$ and multiple soft jets, and ‘split SUSY’ which leads to long-lived particle signatures [15].

Finally, it is important to emphasise that naturalness is not the only motivation for observable SUSY. Experimental observations and constraints, such as the Higgs discovery [34, 35], and the anomalous magnetic moment of the muon [24], constrain the parameter space of full SUSY models. The Mastercode collaboration carries out global fits to determine the impact of both experimental and theoretical constraints on SUSY models as well as determine the potential for future discovery [111]. Figure 10.1 shows the prospects for DM scattering observation at future detectors for the SUSY SU(5) GUT model (a constrained MSSM model) for a wide range of constraints, including the results of LHC BSM physics searches at 13 TeV. The majority of the allowed region (within the 95% CL region) is within the reach of future DM experiments, such as LUX-Zeplin. In the region that cannot be probed by DM experiments the dominant DM mechanism is $\tilde{\tau}$ coannihilation. As discussed in Reference [111], such models have squark and gluino masses that are typically within reach of future runs of the LHC as well as potential long-lived $\tilde{\tau}$ signatures.

The LHC will continue to provide data up to a luminosity of $\sim 3000 \text{ fb}^{-1}$ over the remainder of its lifetime. The best opportunity for discovery of BSM physics at the LHC is likely to come through exploiting this dataset using sophisticated analysis techniques as well as targeted searches for new types of signatures.
Figure 10.1: The $(m_{\chi^0}, \sigma_{SI}^{p})$ plane in the SUSY SU(5) GUT model [111]. The solid green line is the 95% CL upper limit from the XENON100 experiment, and the dashed black solid line is the 95% CL upper limit from the LUX experiment. The solid black line shows the 95% CL exclusion contour for the combination of the PandaX-II and LUX experiments, the solid purple line shows the projected 95% exclusion sensitivity of the LUX-Zeplin (LZ) experiment, the solid and dashed blue lines show the projected 95% sensitivities of the XENON1T and XENONnT experiments, respectively, and the dashed orange line shows the astrophysical neutrino ‘floor’, below which astrophysical neutrino backgrounds dominate (yellow region). The determination of the 68% and 95% CL regions is detailed fully in Reference [111] and the colours and shadings within the 68% and 95% CL regions represent the dominant DM mechanisms.
Appendix A

Transfer factors

The nominal values of the transfer factors from the control regions to the signal region are shown in Figures A.1 - A.2. Missing entries do not meet the requirement of statistical uncertainty from simulated events of less than 50%.

![Figure A.1](image_url)  
(a) $\mu + \text{jets} \to (Z \to \nu \bar{\nu})$

![Figure A.2](image_url)  
(b) $\mu + \text{jets} \to (t\bar{t}W)$

**Figure A.1:** The $\mu + \text{jets}$ transfer factors as a function of $H_T$ and jet category.
Figure A.2: The $\mu\mu + \text{jets}$ and $\gamma + \text{jets}$ transfer factors as a function of $H_T$ and jet category.
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