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Abstract

The time-dependent $CP$ asymmetries in $B^0 \to \pi^+\pi^-$ and $B^0_s \to K^+K^-$ decays are measured using a data sample of $pp$ collisions corresponding to an integrated luminosity of $3.0\,\text{fb}^{-1}$, collected with the LHCb detector at centre-of-mass energies of 7 and 8 TeV. The same data sample is used to measure the time-integrated $CP$ asymmetries in $B^0 \to K^+\pi^-$ and $B^0_s \to \pi^+K^-$ decays. The results are $C_{\pi^+\pi^-} = -0.34 \pm 0.06 \pm 0.01$, $S_{\pi^+\pi^-} = -0.63 \pm 0.05 \pm 0.01$, $C_{K^+K^-} = 0.20 \pm 0.06 \pm 0.02$, $S_{K^+K^-} = 0.18 \pm 0.06 \pm 0.02$, $A_{K^+K^-}^{\Delta T} = -0.79 \pm 0.07 \pm 0.10$, $A_{B^0}^{B^0} = -0.084 \pm 0.004 \pm 0.003$, and $A_{CP}^{B^0} = 0.213 \pm 0.015 \pm 0.007$, where the first uncertainties are statistical and the second systematic. Evidence for $CP$ violation is found in the $B^0_s \to K^+K^-$ decay for the first time.
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1 Introduction

The study of CP violation in charmless decays of $B^0_s$ mesons to charged two-body final states represents a powerful tool to test the Cabibbo-Kobayashi-Maskawa (CKM) picture of the quark-flavour mixing in the Standard Model (SM) and to investigate the presence of physics lying beyond SM. As discussed in Refs. [5, 8, 9], the hadronic parameters entering the $B^0 \rightarrow \pi^+ \pi^-$ and $B^0 \rightarrow K^+ K^-$ decay amplitudes are related by U-spin symmetry, i.e., by the exchange of $d$ and $s$ quarks in the decay diagrams. It has been shown that a combined analysis of the branching fractions and CP asymmetries in two-body $B$-meson decays, accounting for U-spin breaking effects, allows stringent constraints on the CKM angle $\gamma$ and on the CP-violating phase $-2\beta_s$ to be set. More recently, it has been proposed to combine the CP asymmetries of the $B^0 \rightarrow \pi^+ \pi^-$ and $B^0_s \rightarrow K^+ K^-$ decays with information provided by the semileptonic decays $B^0 \rightarrow \pi^- \ell^+ \nu$ and $B^0_s \rightarrow K^- \ell^+ \nu$, in order to achieve a substantial reduction of the theoretical uncertainty on the determination of $-2\beta_s$ [12, 13]. The CP asymmetry in the $B^0 \rightarrow \pi^+ \pi^-$ decay is also a relevant input to the determination of the CKM angle $\alpha$, when combined with other measurements from the isospin-related decays $B^0 \rightarrow \pi^0 \pi^0$ and $B^+ \rightarrow \pi^+ \pi^0$ [14, 16].

In this paper, measurements of the time-dependent CP asymmetries in $B^0 \rightarrow \pi^+ \pi^-$ and $B^0_s \rightarrow K^+ K^-$ decays and of the time-integrated CP asymmetries in $B^0 \rightarrow K^+ \pi^-$ and $B^0_s \rightarrow \pi^+ K^-$ decays are presented. The analysis is based on a data sample of $pp$ collisions corresponding to an integrated luminosity of 3.0 fb$^{-1}$, collected with the LHCb detector at centre-of-mass energies of 7 and 8 TeV. The results supersede those from previous analyses performed with 1.0 fb$^{-1}$ of integrated luminosity at LHCb [17, 18].

Assuming CPT invariance, the CP asymmetry as a function of decay time for $B^0_s$ mesons decaying to a CP eigenstate $f$ is given by

$$A_{CP}(t) = \frac{\Gamma_{B^0_s \rightarrow f}(t) - \Gamma_{B^0_s \rightarrow f}^0(t)}{\Gamma_{B^0_s \rightarrow f}(t) + \Gamma_{B^0_s \rightarrow f}^0(t)} = -C_f \cos(\Delta m_{d,s} t) + S_f \sin(\Delta m_{d,s} t) \cosh\left(\frac{\Delta \Gamma_{d,s} t}{2}\right) + A_f^{\Delta \Gamma} \sinh\left(\frac{\Delta \Gamma_{d,s} t}{2}\right),$$

where $\Delta m_{d,s}$ and $\Delta \Gamma_{d,s}$ are the mass and width differences of the mass eigenstates in the $B_s - \overline{B}^0$ system. The quantities $C_f$, $S_f$ and $A_f^{\Delta \Gamma}$ are defined as

$$C_f \equiv \frac{1 - |\lambda_f|^2}{1 + |\lambda_f|^2}, \quad S_f \equiv \frac{2\text{Im}\lambda_f}{1 + |\lambda_f|^2}, \quad A_f^{\Delta \Gamma} \equiv -\frac{2\text{Re}\lambda_f}{1 + |\lambda_f|^2},$$

where $\lambda_f$ is given by

$$\lambda_f \equiv \frac{q \tilde{A}_f}{p A_f}.$$

The two mass eigenstates of the effective Hamiltonian in the $B^0_s - \overline{B}^0$ system are $p |B^0_s\rangle \pm q |\overline{B}^0_s\rangle$, where $p$ and $q$ are complex parameters. The parameter $\lambda_f$ is thus related to $B^0_s - \overline{B}^0_s$ mixing (via $q/p$) and to the decay amplitudes of the $B^0_s \rightarrow f$ decay ($A_f$) and of the $\overline{B}^0_s \rightarrow f$ decay ($\tilde{A}_f$). Assuming negligible CP violation in the mixing ($|q/p| = 1$), as expected in the SM and confirmed by current experimental determinations [19, 21], the terms $C_f$ and $S_f$ parameterise CP violation in the decay and in the interference

---

1Unless stated otherwise, the inclusion of charge-conjugate decay modes is implied throughout this paper.
whereas for the averages the uncertainties include both contributions. The correlation factors, denoted as $\rho$, are also reported.

### Table 1: Current experimental knowledge on $C_{\pi^+\pi^-}$, $S_{\pi^+\pi^-}$, $C_{K^+K^-}$ and $S_{K^+K^-}$

<table>
<thead>
<tr>
<th>Experiment</th>
<th>$C_{\pi^+\pi^-}$</th>
<th>$S_{\pi^+\pi^-}$</th>
<th>$\rho (C_{\pi^+\pi^-}, S_{\pi^+\pi^-})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>BaBar [22]</td>
<td>$-0.25 \pm 0.08 \pm 0.02$</td>
<td>$-0.68 \pm 0.10 \pm 0.03$</td>
<td>$-0.06$</td>
</tr>
<tr>
<td>Belle [23]</td>
<td>$-0.33 \pm 0.06 \pm 0.03$</td>
<td>$-0.64 \pm 0.08 \pm 0.03$</td>
<td>$-0.10$</td>
</tr>
<tr>
<td>LHCb [17]</td>
<td>$-0.38 \pm 0.15 \pm 0.02$</td>
<td>$-0.71 \pm 0.13 \pm 0.02$</td>
<td>$0.38$</td>
</tr>
<tr>
<td>HFLAV average [19]</td>
<td>$-0.31 \pm 0.05$</td>
<td>$-0.66 \pm 0.06$</td>
<td>$0.00$</td>
</tr>
<tr>
<td>LHCb [17]</td>
<td>$0.14 \pm 0.11 \pm 0.03$</td>
<td>$0.30 \pm 0.12 \pm 0.04$</td>
<td>$0.02$</td>
</tr>
</tbody>
</table>

Table 2: Current experimental knowledge on $A_{CP}$ for $B^0 \to K^+\pi^-$ and $B^0_s \to \pi^+K^-$ decays. For the experimental measurements, the first uncertainties are statistical and the second systematic, whereas for the averages the uncertainties include both contributions.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>$A_{CP}^{B^0}$</th>
<th>$A_{CP}^{B^0_s}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>BaBar [22]</td>
<td>$-0.107 \pm 0.016 \pm 0.000 \pm 0.004$</td>
<td>$-$</td>
</tr>
<tr>
<td>Belle [24]</td>
<td>$-0.069 \pm 0.014 \pm 0.007$</td>
<td>$-$</td>
</tr>
<tr>
<td>CDF [25]</td>
<td>$-0.083 \pm 0.013 \pm 0.004$</td>
<td>$0.22 \pm 0.07 \pm 0.02$</td>
</tr>
<tr>
<td>LHCb [18]</td>
<td>$-0.080 \pm 0.007 \pm 0.003$</td>
<td>$0.27 \pm 0.04 \pm 0.01$</td>
</tr>
<tr>
<td>HFLAV average [19]</td>
<td>$-0.082 \pm 0.006$</td>
<td>$0.26 \pm 0.04$</td>
</tr>
</tbody>
</table>

between mixing and decay, respectively. The quantities $C_f$, $S_f$ and $A_f^\Delta\Gamma$ must satisfy the condition $(C_f)^2 + (S_f)^2 + (A_f^\Delta\Gamma)^2 = 1$. This constraint is not imposed in this analysis, but its validity is verified a posteriori as a cross-check. In this paper a negligible value of $\Delta\Gamma_d$ is assumed, as supported by current experimental knowledge [19]. Hence the expression of the time-dependent $CP$ asymmetry for the $B^0 \to \pi^+\pi^-$ decay simplifies to $A_{CP}(t) = -C_{\pi^+\pi^-} \cos(\Delta m_d t) + S_{\pi^+\pi^-} \sin(\Delta m_d t)$. The time-integrated $CP$ asymmetry for a $B^0(s)$ decay to a flavour-specific final state $f$, such as $B^0 \to K^+\pi^-$ and $B^0_s \to \pi^+K^-$, is defined as

$$A_{CP} = \frac{|\tilde{A}_f|^2 - |A_f|^2}{|\tilde{A}_f|^2 + |A_f|^2},$$

where $A_f$ ($\tilde{A}_f$) is the decay amplitude of the $B^0(s) \to f$ ($\bar{B}^0(s) \to \bar{f}$) transition. The current experimental knowledge on $C_f$ and $S_f$ for the $B^0 \to \pi^+\pi^-$ and $B^0_s \to K^+K^-$ decays, and on $A_{CP}$ for the $B^0 \to K^+\pi^-$ ($A_{CP}^{B^0}$) and $B^0_s \to \pi^+K^-$ ($A_{CP}^{B^0_s}$) decays, is summarised in Tables 1 and 2 respectively. Only LHCb measured $C_{K^+K^-}$ and $S_{K^+K^-}$, while no previous measurement of $A_{CP}^{K^+K^-}$ is available to date.

This paper is organised as follows. After a brief introduction to the LHCb detector, trigger and simulation in Sec. 2, the event selection is described in Sec. 3. The $CP$ asymmetries are determined by means of a simultaneous unbinned maximum likelihood fit to the distributions of candidates reconstructed in the $\pi^+\pi^-$, $K^+K^-$ and $K^+\pi^-$ final-state

\[ H \]
hypotheses, with the fit model described in Sec. 4. The measurement of time-dependent \( CP \)
asymmetries with \( B_{s}^{0} \) mesons requires that the flavour of the decaying meson at the time of production is identified (flavour tagging), as discussed in Sec. 5. In Sec. 6 the procedure to calibrate the per-event decay-time uncertainty is presented. The determination of the detection asymmetry between the \( K^{+}\pi^{-} \) and \( K^{-}\pi^{+} \) final states, necessary to measure \( A_{CP} \), is discussed in Sec. 7. The results of the fits are given in Sec. 8 and the assessment of systematic uncertainties in Sec. 9. Finally, conclusions are drawn in Sec. 10.

## 2 Detector, trigger and simulation

The LHCb detector \([26, 27]\) is a single-arm forward spectrometer covering the pseudorapidity range \( 2 < \eta < 5 \), designed for the study of particles containing \( b \) or \( c \) quarks. The detector includes a high-precision tracking system consisting of a silicon-strip vertex detector surrounding the \( pp \) interaction region, a large-area silicon-strip detector located upstream of a dipole magnet with a bending power of about 4 Tm, and three stations of silicon-strip detectors and straw drift tubes placed downstream of the magnet. The tracking system provides a measurement of momentum, \( p \), of charged particles with a relative uncertainty that varies from 0.5% at low momentum to 1.0% at 200 GeV/\( c \). The minimum distance of a track to a primary vertex (PV), the impact parameter (IP), is measured with a resolution of \( (15 + 29/p_{T}) \mu m \), where \( p_{T} \) is the component of the momentum transverse to the beam, in GeV/\( c \). Different types of charged hadrons are distinguished using information from two ring-imaging Cherenkov (RICH) detectors. Photons, electrons and hadrons are identified by a calorimeter system consisting of scintillating-pad and preshower detectors, an electromagnetic calorimeter and a hadronic calorimeter. Muons are identified by a system composed of alternating layers of iron and multiwire proportional chambers. The online event selection is performed by a trigger \([28]\), which consists of a hardware stage, based on information from the calorimeter and muon systems, followed by a software stage, which applies a full event reconstruction.

At the hardware trigger stage, events are required to have a muon with high \( p_{T} \) or a hadron, photon or electron with high transverse energy in the calorimeters. For hadrons, the transverse energy threshold is 3.5 GeV. The software trigger requires a two-track secondary vertex with a significant displacement from the PVs. At least one charged particle must have a transverse momentum \( p_{T} > 1.7 \text{ GeV/}c \) in the 7 TeV or \( p_{T} > 1.6 \text{ GeV/}c \) in the 8 TeV data, and be inconsistent with originating from a PV. A multivariate algorithm \([29]\) is used for the identification of secondary vertices consistent with the decay of a \( b \) hadron. In order to improve the efficiency on signal, a dedicated trigger selection for two-body \( b \)-hadron decays is implemented, imposing requirements on the quality of the reconstructed tracks, their \( p_{T} \) and IP, the distance of closest approach between the decay products, and the \( p_{T} \), IP and proper decay time of the \( b \)-hadron candidate.

Simulation is used to study the discrimination between signal and background events, and to assess the small differences between signal and calibration decays. The \( pp \) collisions are generated using \textsc{Pythia} \([30, 31]\) with a specific LHCb configuration \([32]\). Decays of hadronic particles are described by \textsc{EvtGen} \([33]\), in which final-state radiation is generated using \textsc{Photos} \([34]\). The interaction of the generated particles with the detector, and its response, are implemented using the \textsc{Geant4} toolkit \([35]\) as described in Ref. \([36]\).
3 Event selection

The candidates selected online by the trigger are filtered offline to reduce the amount of combinatorial background by means of a loose preselection. In addition, the decay products of the candidates, generically called \( B \), are required either to be responsible for the positive decision of the hadronic hardware trigger, or to be unnecessary for an affirmative decision of any of the hardware trigger requirements. Candidates that pass the preselection are then classified into mutually exclusive samples of different final states \((\pi^+\pi^-, K^+K^-, K^+\pi^- \text{ and } K^-\pi^+)\) by means of the particle identification (PID) capabilities of the LHCb detector. Finally, a boosted decision tree (BDT) algorithm \([37,38]\) is used to separate signal from combinatorial background.

Three types of backgrounds are considered: other two-body \( b \)-hadron decays with misidentified pions, kaons or protons in the final state (cross-feed background); pairs of randomly associated, oppositely charged tracks (combinatorial background); and pairs of oppositely charged tracks from partially reconstructed three-body decays of \( b \) hadrons (three-body background). Since the three-body background gives rise to candidates with invariant-mass values well separated from the signal mass peak, the event selection is customised to reject mainly the cross-feed and combinatorial backgrounds, which affect the invariant mass region around the \( B^0 \) and \( B_s^0 \) masses.

The main cross-feed background in the \( \pi^+\pi^- \) (\( K^+K^- \)) spectrum is the \( B^0 \to K^+\pi^- \) decay, where a kaon (pion) is misidentified as a pion (kaon). The PID requirements are optimised in order to reduce the amount of this cross-feed background to approximately 10% of the \( B^0 \to \pi^+\pi^- \) and \( B_s^0 \to K^+K^- \) signals, respectively. The same strategy is adopted to optimise the PID requirements for the \( K^+\pi^- \) final state, reducing the amount of the \( B^0 \to \pi^+\pi^- \) and \( B_s^0 \to K^+K^- \) cross-feed backgrounds to approximately 10% of the \( B_s^0 \to \pi^+K^- \) yield. The PID efficiencies and misidentification probabilities for kaons and pions are determined using samples of \( D^{*+} \to D^0 \to K^-\pi^+\pi^+ \) decays \([39]\).

The BDT exploits the following properties of the decay products: the \( p_T \) of the two tracks; the minimum and maximum \( \chi^2_{\text{IP}} \) of the two tracks with respect to all primary vertices, where \( \chi^2_{\text{IP}} \) is defined as the difference in vertex-fit \( \chi^2 \) of a given PV reconstructed with and without the considered particle; the distance of closest approach between the two tracks and the quality of their common vertex fit. The BDT also uses properties of the reconstructed \( B \) candidate, namely the \( p_T \), the \( \chi^2_{\text{IP}} \) with respect to the associated PV, and the \( \chi^2 \) of the distance of flight with respect to the associated PV, for a total of 9 variables. A single BDT is used to select the four signal decay modes. This is trained with \( B^0 \to \pi^+\pi^- \) simulated events to model the signal, and data in the high-mass sideband (from 5.6 to 5.8 GeV/c\(^2\)) of the \( \pi^+\pi^- \) sample to model the combinatorial background. The possibility to use a different BDT selection for each signal has been investigated, finding no sizeable differences in the sensitivities on the \( CP \)-violating quantities under study. The optimal threshold on the BDT response is chosen to maximise \( S/\sqrt{S+B} \), where \( S \) and \( B \) represent the estimated numbers of \( B^0 \to \pi^+\pi^- \) signal and combinatorial background events, respectively, within \( \pm60 \text{ MeV}/c^2 \) (corresponding to about \( \pm3 \) times the invariant mass resolution) around the \( B^0 \) mass. Multiple candidates are present in less than 0.05% of the events in the final sample. Only one candidate is accepted for each event on the basis of a reproducible pseudorandom sequence.

\[^2\]The associated PV is that with the smallest \( \chi^2_{\text{IP}} \) with respect to the \( B \) candidate.
4 Fit model

For each signal and relevant background component, the distributions of invariant mass, decay time, flavour-tagging assignment with the associated mistag probability, and per-event decay-time uncertainty are modelled. The flavour-tagging assignment and its associated mistag probability are provided by two classes of algorithms, so-called opposite-side (OS) and same-side (SS) tagging, as discussed in Sec. 5. Hence for each component it is necessary to model two flavour-tagging decisions and the associated mistag probabilities.

Signals are the $B^0 \rightarrow K^+\pi^-$ and $B^0_s \rightarrow \pi^+K^-$ decays in the $K^+\pi^-$ sample, the $B^0 \rightarrow \pi^+\pi^-$ decay in the $\pi^+\pi^-$ sample, and the $B^0_s \rightarrow K^+K^-$ decay in the $K^+K^-$ sample. In the $\pi^+\pi^-$ and $K^+K^-$ samples, small but non-negligible components of $B^0 \rightarrow \pi^+\pi^-$ and $B^0 \rightarrow K^+K^-$ decays, respectively, are present and must be taken into account. Apart from the cross-feed backgrounds from $B$-meson decays considered in the optimisation of the event selection, the only other relevant source of cross-feed background is the $\Lambda^0_b \rightarrow pK^-$ decay with the proton misidentified as a kaon in the $K^+K^-$ sample. Considering the PID efficiencies, the branching fractions and the relative hadronisation probabilities [19], this background is expected to give a contribution of about 2.5% relative to the $B^0 \rightarrow K^+K^-$ decay. This component is also modelled in the fit. Two components of three-body backgrounds need to be modelled in the $K^+\pi^-$ sample: one due to $B^0$ and $B^+$ decays, and one due to $B^0_s$ decays. The only relevant contributions of three-body backgrounds to the $\pi^+\pi^-$ and $K^+K^-$ samples are found to be $B^0$ and $B^+$ decays, and $B^0_s$ decays, respectively.

Components describing the combinatorial background are necessary in all of the three final states.

4.1 Mass model

The signal component for each two-body decay is modelled by the probability density function (PDF) for the candidate mass $m$

$$P_{\text{sig}}(m) = (1 - f_{\text{tail}})G(m; \mu, \sigma_1, \sigma_2, f_g) + f_{\text{tail}}J(m; \mu, \sigma_1, \alpha_1, \alpha_2),$$

where $G(m; \mu, \sigma_1, \sigma_2, f_g)$ is the sum of two Gaussian functions with common mean $\mu$ and widths $\sigma_1$ and $\sigma_2$, respectively; $f_g$ is the relative fraction between the two Gaussian functions; $f_{\text{tail}}$ is the relative fraction of the Johnson function $J(m; \mu, \sigma_1, \alpha_1, \alpha_2)$, defined as

$$J(m; \mu, \sigma_1, \alpha_1, \alpha_2) = \frac{\alpha_2}{\sigma_1 \sqrt{2\pi} (1 + z^2)} \exp \left[ -\frac{1}{2} (\alpha_1 + \alpha_2 \sinh^{-1} z)^2 \right],$$

where $z \equiv \left[ \frac{m-\mu}{\sigma_1} \right]$, $\mu$ and $\sigma_1$ are in common with the dominant Gaussian function in Eq. (5), and $\alpha_1$ and $\alpha_2$ are two parameters governing the left- and right-hand side tails. In the fit to data, the parameters $\alpha_1$, $\alpha_2$ and $f_{\text{tail}}$ are fixed to the values determined by fitting the model to samples of simulated decays, whereas the other parameters are left free to be adjusted by the fit.

The invariant-mass model of the cross-feed backgrounds is based on a kernel estimation method [41] applied to simulated decays. The amount of each cross-feed background component is determined by rescaling the yields of the decay in the correct spectrum by the ratio of PID efficiencies for the correct and wrong mass hypotheses. For example,
the yields of the $B^0 \rightarrow K^+\pi^-$ decay in the $\pi^+\pi^-$ spectrum are determined through the equation

$$N_{\pi^+\pi^-}(B^0 \rightarrow K^+\pi^-) = N(B^0 \rightarrow K^+\pi^-) \frac{\varepsilon_{\pi^+\pi^-}(B^0 \rightarrow K^+\pi^-)}{\varepsilon_{K^+\pi^-}(B^0 \rightarrow K^+\pi^-)},$$

(7)

where $N_{\pi^+\pi^-}(B^0 \rightarrow K^+\pi^-)$ is the number of $B^0 \rightarrow K^+\pi^-$ decays present in the $\pi^+\pi^-$ sample, $N(B^0 \rightarrow K^+\pi^-)$ is the number of $B^0 \rightarrow K^+\pi^-$ decays identified in the $K^+\pi^-$ sample, $\varepsilon_{\pi^+\pi^-}(B^0 \rightarrow K^+\pi^-)$ is the probability to assign the $\pi^+\pi^-$ hypothesis to a $B^0 \rightarrow K^+\pi^-$ decay, and $\varepsilon_{K^+\pi^-}(B^0 \rightarrow K^+\pi^-)$ is the probability to assign the correct hypothesis to a $B^0 \rightarrow K^+\pi^-$ decay.

The components due to three-body $B$ decays are described by convolving a sum of two Gaussian functions, defined using the same parameters as those used in the signal model, with ARGUS functions \[42\]. For the $K^+\pi^-$ sample two three-body background components are used: one describing three-body $B^0$ and $B^+$ decays and one describing three-body $B_s^0$ decays. For the $\pi^+\pi^-$ and $K^+K^-$ samples a single ARGUS component is found to be sufficient to describe the invariant-mass shape in the low-mass region. The combinatorial background is modelled by exponential functions with an independent slope for each final-state hypothesis.

### 4.2 Decay-time model

The time-dependent decay rate of a flavour-specific $B \rightarrow f$ decay and of its $CP$ conjugate $B \rightarrow \bar{f}$, as for the cases of $B^0 \rightarrow K^+\pi^-$ and $B_s^0 \rightarrow \pi^+K^-$ decays, is given by the PDF

$$f_{FS}(t, \delta_t, \psi, \bar{\xi}, \bar{\eta}) = K_{FS} (1 - \psi A_{CP}) (1 - \psi A_F) \times$$

\[
\left\{ \left[ (1 - A_P)\Omega_{\pi^+\pi^-}(\xi, \eta) + (1 + A_P)\Omega_{\pi^+\pi^-}(\bar{\xi}, \bar{\eta}) \right] H_+ (t, \delta_t) + \right.

\left. \psi \left[ (1 - A_P)\Omega_{\pi^+\pi^-}(\xi, \eta) - (1 + A_P)\Omega_{\pi^+\pi^-}(\bar{\xi}, \bar{\eta}) \right] H_- (t, \delta_t) \right\}
\]

(8)

where $K_{FS}$ is a normalisation factor and the discrete variable $\psi$ assumes the value +1 for the final state $f$ and −1 for the final state $\bar{f}$. The direct $CP$ asymmetry, $A_{CP}$, is defined in Eq. \[1\], while the final-state detection asymmetry, $A_F$, and the $B_{(s)}^0$-meson production asymmetry, $A_P$, are defined as

$$A_F = \frac{\varepsilon_{\pi^+\pi^-}(\bar{f}) - \varepsilon_{\pi^+\pi^-}(f)}{\varepsilon_{\pi^+\pi^-}(\bar{f}) + \varepsilon_{\pi^+\pi^-}(f)}, \quad A_P = \frac{\sigma_{B_{(s)}^0} - \sigma_{B_{(s)}^0}}{\sigma_{B_{(s)}^0} + \sigma_{B_{(s)}^0}},$$

(9)

where $\varepsilon_{\pi^+\pi^-}$ is the time-integrated efficiency in reconstructing and selecting the final state $f$ or $\bar{f}$, and $\sigma_{B_{(s)}^0}$ ($\sigma_{B_{(s)}^0}$) is the production cross-section of the given $B_{(s)}^0$ ($\bar{B}_{(s)}^0$) meson. The asymmetry $A_P$ arises because production rates of $B_{(s)}^0$ and $\bar{B}_{(s)}^0$ mesons are not expected to be identical in proton-proton collisions. It is measured to be order of percent at LHC energies \[13\]. Although $A_{CP}$ can be determined from a time-integrated analysis, its value needs to be disentangled from the contribution of the production asymmetry. By studying the more general time-dependent decay rate, the production asymmetry can be determined simultaneously.

The variable $\xi = (\xi_{OS}, \xi_{SS})$ is the pair of flavour-tagging assignments of the OS and SS algorithms used to identify the $B_{(s)}^0$-meson flavour at production, and $\bar{\eta} = (\eta_{OS}, \eta_{SS})$ is
the pair of associated mistag probabilities defined in Sec. 5. The variables \( \xi_{\text{OS}} \) and \( \xi_{\text{SS}} \) can assume the discrete values +1 when the candidate is tagged as \( B^0 \), −1 when the candidate is tagged as \( \bar{B}^0 \), and zero for untagged candidates. The functions \( \Omega_{\text{sig}}(\bar{\xi}, \bar{\eta}) \) and \( \bar{\Omega}_{\text{sig}}(\bar{\xi}, \bar{\eta}) \) are the PDFs of the variables \( \bar{\xi} \) and \( \bar{\eta} \) for a \( B^0 \) or a \( \bar{B}^0 \) meson, respectively. Their definitions are given in Sec. 5. The functions \( H_+ (t, \delta_t) \) and \( H_- (t, \delta_t) \) are defined as

\[
H_+ (t, \delta_t) = \left[ e^{-\Gamma_{d,s} t^\prime} \cosh \left( \frac{\Delta \Gamma_{d,s} t^\prime}{2} \right) \right] \otimes R(t - t'|\delta_t) \ g_{\text{sig}}(\delta_t) \ \varepsilon_{\text{sig}}(t) \ ,
\]

\[
H_- (t, \delta_t) = \left[ e^{-\Gamma_{d,s} t^\prime} \cos \left( \frac{\Delta m_{d,s} t^\prime}{2} \right) \right] \otimes R(t - t'|\delta_t) \ g_{\text{sig}}(\delta_t) \ \varepsilon_{\text{sig}}(t) \ ,
\]

where \( R(t - t'|\delta_t) \) and \( g_{\text{sig}}(\delta_t) \) are the decay-time resolution model and the PDF of the per-event decay-time uncertainty \( \delta_t \), respectively, discussed in Sec. 6 and \( \varepsilon_{\text{sig}}(t) \) is the time-dependent efficiency in reconstructing and selecting signal decays.

If the final state \( f \) is a CP eigenstate, as for the \( B^0 \to \pi^+\pi^- \) and \( B^0 \to K^+K^- \) decays, the decay-time PDF is given by

\[
f_{\text{CP}}(t, \delta_t, \bar{\xi}, \bar{\eta}) = K_{\text{CP}} \left\{ \left[ (1 - A_P) \Omega_{\text{sig}}(\bar{\xi}, \bar{\eta}) + (1 + A_P) \bar{\Omega}_{\text{sig}}(\bar{\xi}, \bar{\eta}) \right] I_+ (t, \delta_t) + \right. \]

\[
\left. \left[ (1 - A_P) \Omega_{\text{sig}}(\bar{\xi}, \bar{\eta}) - (1 + A_P) \bar{\Omega}_{\text{sig}}(\bar{\xi}, \bar{\eta}) \right] I_- (t, \delta_t) \right\} ,
\]

where \( K_{\text{CP}} \) is a normalisation factor and the functions \( I_+ (t) \) and \( I_- (t) \) are

\[
I_+ (t, \delta_t) = \left\{ e^{-\Gamma_{d,s} t^\prime} \left[ \cosh \left( \frac{\Delta \Gamma_{d,s} t^\prime}{2} \right) + A_{\text{CF}} \sinh \left( \frac{\Delta \Gamma_{d,s} t^\prime}{2} \right) \right] \right\} \otimes \]

\[
R(t - t'|\delta_t) \ g_{\text{sig}}(\delta_t) \ \varepsilon_{\text{sig}}(t) \ ,
\]

\[
I_- (t, \delta_t) = \left\{ e^{-\Gamma_{d,s} t^\prime} \left[ C_f \cos \left( \Delta m_{d,s} t^\prime \right) - S_f \sin \left( \Delta m_{d,s} t^\prime \right) \right] \right\} \otimes \]

\[
R(t - t'|\delta_t) \ g_{\text{sig}}(\delta_t) \ \varepsilon_{\text{sig}}(t) .
\]

It is instructive to see how the equations above would become in the absence of experimental effects. The final-state detection asymmetry \( A_{\text{CF}} \) would have a zero value. In the limit of perfect flavour tagging, i.e. absence of untagged candidates and mistag probabilities equal to zero with full agreement between OS and SS taggers, the function \( \Omega_{\text{sig}}(\bar{\xi}, \bar{\eta}) \) (\( \bar{\Omega}_{\text{sig}}(\bar{\xi}, \bar{\eta}) \)) would become identically equal to 1 (0) if \( \xi_{\text{OS,SS}} = 1 \), and to 0 (1) if \( \xi_{\text{OS,SS}} = -1 \). The case of perfect determination of the decay time would be obtained by replacing the product of functions \( R(t - t'|\delta_t) \ g_{\text{sig}}(\delta_t) \) with a product of Dirac delta functions, \( \delta(t - t^\prime) \ \delta(\delta_t) \). Finally, in the absence of a time dependence of the efficiency, the function \( \varepsilon_{\text{sig}}(t) \) would assume constant value.

The expressions for the decay-time PDFs of the cross-feed background components are determined from Eqs. (8) and (11), assuming that the decay time calculated under the wrong mass hypothesis is equal to that calculated using the correct hypothesis. This assumption is verified using samples of simulated decays.

The efficiency \( \varepsilon_{\text{sig}}(t) \) is parameterised using the empirical function

\[
\varepsilon_{\text{sig}}(t) \propto \left[ d_0 - \text{erf} \left( d_1 t^2 \right) \right] (1 - d_3 t) ,
\]

where erf denotes the error function and \( d_i \) are parameters determined using the \( B^0 \to K^+\pi^- \) decay, whose untagged time-dependent decay rate is a pure exponential with
Figure 1: Efficiencies as a function of decay time for (top left) $B^0 \rightarrow K^+\pi^-$, (top right) $B^0_s \rightarrow \pi^+K^-$, (bottom left) $B^0 \rightarrow \pi^+\pi^-$ and (bottom right) $B^0_s \rightarrow K^+K^-$ decays. The black line is the result of the best fit of Eq. (13) to the histograms, obtained as described in the text. The dark and bright areas correspond to the 68% and 95% confidence intervals, respectively.

$\Gamma_d = 0.6588 \pm 0.0017 \text{ ps}^{-1}$ [19]. The yield of the $B^0 \rightarrow K^+\pi^-$ decay is determined in bins of decay time, by means of unbinned maximum likelihood fits to the $K^+\pi^-$ invariant-mass spectrum, using the model described in Sec. 4.1. The resulting histogram is then divided by a histogram built from an exponential function with decay constant equal to the central value of $\Gamma_d$ and arbitrary normalisation. By fitting the function in Eq. (13) to the final histogram, the parameters $d_i$ are determined and fixed in the final fit to the data. The absolute scale of the efficiency function in Eq. (13) is irrelevant in the likelihood maximisation since its value is absorbed into the global normalisation of the PDFs. For the other two-body decays under study, the same efficiency histogram is used, but with a small correction in order to take into account the differences between the various decay modes. The correction consists in multiplying the histogram by the ratio between the time-dependent efficiencies for the $B^0 \rightarrow K^+\pi^-$ and the other modes, as determined from simulated decays. The final histograms and corresponding time-dependent efficiencies for the $B^0 \rightarrow K^+\pi^-$, $B^0_s \rightarrow \pi^+K^-$, $B^0 \rightarrow \pi^+\pi^-$ and $B^0_s \rightarrow K^+K^-$ decays are reported in Fig. 1.

The parameterisation of the decay-time distribution for combinatorial background in the $K^+\pi^-$ sample is studied by using the high-mass sideband from data, defined as
\[ 5.6 < m < 5.8 \text{ GeV}/c^2. \] It is empirically found that the PDF can be written as

\[ f_{\text{comb}} (t, \delta_t, \psi, \vec{\xi}, \vec{\eta}) = K_{\text{comb}} (1 - \psi A_{\text{comb}}) \Omega_{\text{comb}}(\vec{\xi}, \vec{\eta}) g_{\text{comb}}(\delta_t) \times \]

\[ \left[ f_{\text{comb}} e^{-\Gamma_{\text{comb}} t} + (1 - f_{\text{comb}}) e^{-\Gamma'_{\text{comb}} t} \right] \varepsilon_{\text{comb}}(t), \]  

\[ (14) \]

where \( K_{\text{comb}} \) is a normalisation factor; \( \Omega_{\text{comb}}(\vec{\xi}, \vec{\eta}) \) is the PDF of \( \vec{\xi} \) and \( \vec{\eta} \) for combinatorial-background candidates; \( g_{\text{comb}}(\delta_t) \) is the distribution of the per-event decay-time uncertainty \( \delta_t \) for combinatorial background, discussed in Sec. [9]; \( A_{\text{comb}} \) is the charge asymmetry of the combinatorial background; and \( \Gamma_{\text{comb}}, \Gamma'_{\text{comb}} \) and \( f_{\text{comb}} \) are free parameters to be determined by the fit. The function \( \varepsilon_{\text{comb}}(t) \) is an effective function, analogous to the time-dependent efficiency for signal decays. The parameterisation

\[ \varepsilon_{\text{comb}}(t) \propto 1 - \text{erf} \left( \frac{a_{\text{comb}} - t}{a_{\text{comb}} t} \right), \]

\[ (15) \]

where \( a_{\text{comb}} \) is a free parameter, provides a good description of the data. For the \( \pi^+\pi^- \) and \( K^+K^- \) samples, the same expression as in Eq. \[14\] is used, with \( A_{\text{comb}} \) set to zero.

The decay-time distribution of the three-body background component in the \( K^+\pi^- \) sample is described using the same PDF as in Eq. \[8\], but with independent parameters entering the flavour-tagging PDF and an independent effective oscillation frequency. In addition, the time-dependent efficiency function in Eq. \[10\] is parameterised as \( \varepsilon_{\text{sig}}(t) = \sum_{i=0}^{\alpha} c_i b_i(t) \), following the procedure outlined in Ref. \[44\], where \( b_i(t) \) are cubic spline functions and \( c_i \) are coefficients left free to be adjusted during the final fit to data.

For the \( \pi^+\pi^- \) and \( K^+K^- \) samples, the decay-time distribution of three-body partially reconstructed backgrounds is parameterised using the PDF

\[ f_{3\text{-body}} (t, \delta_t, \vec{\xi}, \vec{\eta}) = K_{3\text{-body}} \Omega_{3\text{-body}}(\vec{\xi}, \vec{\eta}) g_{3\text{-body}}(\delta_t) e^{-\Gamma_{3\text{-body}} t} \varepsilon_{3\text{-body}} (t), \]

\[ (16) \]

where \( K_{3\text{-body}} \) is a normalisation factor, and \( \Omega_{3\text{-body}}(\vec{\xi}, \vec{\eta}) \) and \( g_{3\text{-body}}(\delta_t) \) are the analogues of \( \Omega_{\text{comb}}(\vec{\xi}, \vec{\eta}) \) and \( g_{\text{comb}}(\delta_t) \) of Eq. \[14\], respectively. The function \( \varepsilon_{3\text{-body}} (t) \) is parameterised as in Eq. \[15\], with an independent parameter \( a_{3\text{-body}} \), instead of \( a_{\text{comb}} \), left free to be adjusted by the fit.

5 Flavour tagging

Flavour tagging is a fundamental ingredient to measure \( CP \) asymmetries with \( B^0_{(s)} \)-meson decays to \( CP \) eigenstates. The sensitivity to the coefficients \( C_f \) and \( S_f \) governing the time-dependent \( CP \) asymmetry defined in Eq. \[1\] is directly related to the tagging power, defined as \( \varepsilon_{\text{eff}} = \sum_{i} |\xi_i| (1 - 2\eta_i)^2 / N \), where \( \xi_i \) and \( \eta_i \) are the tagging decision and the associated mistag probability, respectively, for the \( i \)-th of the \( N \) candidates.

Two classes of algorithms (OS and SS) are used to determine the initial flavour of the signal \( B^0_{(s)} \) meson. The OS taggers \[45\] exploit the fact that in \( pp \) collisions beauty quarks are almost exclusively produced in \( b\bar{b} \) pairs. Hence the flavour of the decaying signal \( B^0_{(s)} \) meson can be determined by looking at the charge of the lepton, either muon or electron, originating from semileptonic decays, and of the kaon from the \( b \rightarrow c \rightarrow s \) decay transition of the other \( b \) hadron in the event. An additional OS tagger is based on
the inclusive reconstruction of the opposite \( b \)-hadron decay vertex and on the computation of a \( p_T \)-weighted average of the charges of all tracks associated to that vertex. For each OS tagger, the probability of misidentifying the flavour of the \( B^0(s) \) meson at production (mistag probability, \( \eta \)) is estimated by means of an artificial neural network, and is defined in the range \( 0 \leq \eta \leq 0.5 \). When the response of more than one OS tagger is available per candidate, the different decisions and associated mistag probabilities are combined into a unique decision \( \xi_{\text{OS}} \) and a single \( \eta_{\text{OS}} \). The SS taggers are based on the identification of the particles produced in the hadronisation of the beauty quarks. In contrast to OS taggers, that to a very good approximation act equally on \( B^0 \) and \( B^0_s \) mesons, SS taggers are specific to the nature of the \( B^0 \) \((s)\) meson under study. The additional \( d \) \((s)\) or \( s \) \((s)\) quarks produced in association with a \( B^0 \) \((B^0_s)\) or a \( B^0_s \) \((B^0_s)\) meson, respectively, can form charged pions and protons, in the \( d \)-quark case, or charged kaons, in the \( s \)-quark case. In this paper, so-called SS\( \pi \) and SS\( p \) taggers are used to determine the initial flavour of \( B^0 \) mesons, while the SS\( K \) tagger is used for \( B^0_s \) mesons.

The multivariate algorithms used to determine the values of \( \eta_{\text{OS}} \) and \( \eta_{\text{SS}} \) are trained using specific \( B \)-meson decay channels and selections. The differences between the training samples and the selected signal \( B^0(s) \) mesons can lead to an imperfect determination of the mistag probability. Hence, a more accurate estimate, denoted as \( \omega \) hereafter, is obtained by means of a calibration procedure that takes into account the specific kinematics of selected signal \( B^0(s) \) mesons. In the OS case, the relation between \( \eta \) and \( \omega \) is calibrated using \( B^0 \to K^+\pi^- \) and \( B^0_s \to \pi^+K^- \) decays. In the SS\( \pi \) and SS\( p \) cases, only \( B^0 \to K^+\pi^- \) decays are used. Once the calibration procedure is applied, the information provided by the two taggers is combined into a unique tagger, SS\( c \), with decision \( \xi_{\text{SS}c} \) and mistag probability \( \eta_{\text{SS}c} \), as discussed in App. A.2. In the SS\( K \) case, the small yield of the \( B^0_s \to \pi^+K^- \) decay is insufficient for a precise calibration. Hence, a large sample of \( B^0_s \to D^-\pi^+ \) decays is used instead. The procedure is described in App. A.3.

Flavour-tagging information enters the PDF describing the decay-time distribution of the signals by means of the \( \Omega_{\text{sig}}(\vec{\xi}, \vec{\eta}) \) and \( \bar{\Omega}_{\text{sig}}(\vec{\xi}, \vec{\eta}) \) PDFs in Eqs. (8) and (11), and the same parameterisation is also adopted for the cross-feed backgrounds. Similar PDFs are used also for the combinatorial and three-body backgrounds. The full description of these PDFs is given in App. A together with the details and the results of the calibration procedure.

6 Decay-time resolution

The model to describe the decay-time resolution is obtained from the study of signal and \( B^0_s \to D^-\pi^+ \) decays in simulation. It is found that the resolution function \( R(t - t'|\delta_t) \) is well described by the sum of two Gaussian functions with a shared mean fixed to zero and widths that depend on the decay-time uncertainty \( \delta_t \), which varies on a candidate-by-candidate basis. The value of \( \delta_t \) is determined for each \( B \) candidate by combining the information of momentum, invariant mass, decay length and their corresponding uncertainties. The two widths are parameterised as

\[
\begin{align*}
\sigma_1(\delta_t) &= q_0 + q_1 (\hat{\delta}_t - \hat{\delta}_t), \\
\sigma_2(\delta_t) &= r_\sigma \sigma_1(\delta_t),
\end{align*}
\] (17)
Figure 2: The triangles represent the standard deviation of the difference between the reconstructed \((t)\) and true decay \((t_{\text{true}})\) time versus \(\delta t\) for simulated (left) \(B^0_s \to \pi^+K^-\) and (right) \(B^0_s \to D^-\pi^+\) decays. The dotted lines are the results of linear-function fits. The histograms represent the corresponding \(\delta t\) distributions with arbitrary normalisations.

where \(\tilde{\delta}_t = 30\ \text{fs}\) is approximately equal to the mean value of the \(\delta t\) distribution. It is also found that the parameters \(q_0, q_1, r_\sigma\) and the relative fraction of the two Gaussian functions are very similar between signal and \(B^0_s \to D^-\pi^+\) decays. However, the simulation also shows the presence of a small component with long tails, that could be accommodated with a third Gaussian function with larger width. For simplicity the double Gaussian function is used in the baseline model, and a systematic uncertainty associated with this approximation is discussed in Sec. 9. Figure 2 shows the dependence on \(\delta t\) of the standard deviation of the difference between the reconstructed and true decay time for simulated \(B^0_s \to \pi^+K^-\) and \(B^0_s \to D^-\pi^+\) decays. This dependence is found to be well modelled by a straight line. The parameter \(r_\sigma\) and the relative contribution of the first Gaussian function are fixed to 3.0 and 0.97, respectively, as determined from full simulation. The values of the parameters \(q_0\) and \(q_1\) are determined from data by means of OS-tagged time-dependent fits to a sample of \(B^0_s \to D^-\pi^+\) decays, where the combined response of the OS taggers is calibrated using a sample of \(B^0 \to D^-\pi^+\) decays. Figure 3 shows the time-dependent asymmetries of the \(B^0 \to D^-\pi^+\) and \(B^0_s \to D^-\pi^+\) decays, with the result of the fit superimposed. The numerical results are \(q_0 = 46.1 \pm 4.1\ \text{fs}\) and \(q_1 = 0.81 \pm 0.38\), with a correlation coefficient \(\rho(q_0, q_1) = -0.32\). Residual small differences between signal and \(B^0_s \to D^-\pi^+\) decays, as seen in full simulation, are taken into account in the determination of the uncertainties on \(q_0\) and \(q_1\). If a simpler but less effective model based on a single Gaussian function with constant width were used, the value of such a width would have been approximately equal to 50 fs.

The distributions of \(\delta t\) for the signal components, \(g_{\text{sig}}(\delta t)\), are modelled using background-subtracted histograms. For combinatorial and three-body backgrounds, they are described using histograms obtained by studying the high- and low-mass sidebands.
Figure 3: Time-dependent asymmetries of (left) $B^0 \to D^-\pi^+$ and (right) $B^0_s \to D^-\pi^+$ decays obtained from data. The results of the best fits are superimposed. The time-dependent asymmetry of the $B^0_s \to D^-\pi^+$ decays is folded into one mixing period $2\pi/\Delta m_s$ of the $B^0_s$ meson. The parameter $t_0 = 0.3$ ps corresponds to the minimum value allowed by the selection.

7 Detection asymmetry between $K^+\pi^-$ and $K^-\pi^+$ final states

In this section the determination of the nuisance experimental detection asymmetry, needed to determine the $CP$ asymmetries $A_{CP}^{B^0}$ and $A_{CP}^{B^0_s}$, is described. This asymmetry arises because charge-conjugate final states are selected with different efficiencies. To excellent approximation, it can be expressed as the sum of two contributions

$$A_F = A_{D^{+}}^{K^-\pi^+} + A_{PID}^{K^-\pi^+},$$

where $A_{D^{+}}^{K^-\pi^+}$ is the asymmetry between the efficiencies of the $K^-\pi^+$ and $K^+\pi^-$ final states without the application of the PID requirements and $A_{PID}^{K^-\pi^+}$ is the asymmetry between the efficiencies of the PID requirements selecting the $K^-\pi^+$ and $K^+\pi^-$ final states.

7.1 Final-state detection asymmetry

The final-state detection asymmetry is determined using $D^+ \to K^-\pi^+\pi^+$ and $D^+ \to K^0\pi^+$ control modes, with the neutral kaon decaying to $\pi^+\pi^-$, following the approach described in Ref. [48]. Assuming negligible $CP$ violation in Cabibbo-favoured $D$-meson decays, the asymmetries between the measured yields of $D^+$ and $D^-$ decays can be written as

$$A_{RAW}^{K^-\pi^+\pi^+} = A_{D^+}^{K^-\pi^+} + A_{D}^{K^-\pi^+} + A_{PID}^{K^-\pi^+},$$

$$A_{RAW}^{K^0\pi} = A_{D^+}^{K^0\pi} + A_{D^+}^{K^0} - A_{D}^{K^0},$$

where $A_{D^+}^{K^0\pi}$ is the asymmetry between the production cross-sections of $D^+$ and $D^-$ mesons, and $A_{D}^{K^0\pi}$ ($A_{D}^{K^0}$) is the asymmetry between the detection efficiencies of $\pi^+ (K^0)$ and $\pi^-$.
(\bar{K}^0) mesons. The difference between Eqs. (19) and (20) leads to
\[ A_D^{K^-\pi^+} = A_{\text{RAW}}^{K^-\pi^+} - A_{\text{RAW}}^{\bar{K}^0} - A_D^{\bar{K}^0}. \]

The asymmetry \( A_D^{\bar{K}^0} \) was determined to be \((0.054 \pm 0.014)\% \) [48]. The asymmetries \( A_{\text{RAW}}^{K^+} \)
and \( A_D^{K^+} \) could depend on the kinematics of the \( D^+ \) and \( \pi^+ \) mesons. To achieve better cancellation
of these nuisance asymmetries in Eq. (21), the momentum and \( p_T \) of the \( D^+ \) and \( \pi^+ \) mesons from the \( D^+ \to K^-\pi^+\pi^+ \) sample are simultaneously weighted to match the corresponding distributions in the \( D^+ \to \bar{K}^0\pi^+ \) sample. Because of the sizeable difference in the interaction cross-sections of positive and negative kaons with the detector material, \( A_D^{K^-\pi^+} \) is determined in bins of kaon momentum. By taking into account the momentum distribution of the kaons from \( B^0 \to K^+\pi^- \) and \( B_s^0 \to \pi^+K^- \) decays, the values of \( A_D^{K^-\pi^+} \) for the two decay modes are found to be consistent, and the numerical result is
\[ A_D^{K^-\pi^+} (B^0 \to K^+\pi^-) = -A_D^{K^-\pi^+} (B_s^0 \to \pi^+K^-) = (-0.91 \pm 0.14)\%. \]

The different sign of the corrections for the \( B^0 \to K^+\pi^- \) and \( B_s^0 \to \pi^+K^- \) decays is a consequence of the opposite definition of the final states \( f \) and \( \bar{f} \) for the two modes.

7.2 Asymmetry induced by PID requirements

The PID asymmetry is determined using the calibration samples discussed in Sec. 3. Using \( D^+ \to D^0(K^-\pi^+)\pi^+ \) decays, the asymmetry between the PID efficiencies of the \( K^+\pi^- \) and \( K^-\pi^+ \) final states is determined in bins of momentum, pseudorapidity and azimuthal angle of the two final-state particles. Several different binning schemes are used, and the average and standard deviation of the PID asymmetries determined in each scheme are used as central value and uncertainty for \( A_{\text{PID}}^{K^-\pi^+} \), respectively. The corrections for the two decays are found to be consistent, and the numerical result is
\[ A_{\text{PID}}^{K^-\pi^+} (B^0 \to K^+\pi^-) = -A_{\text{PID}}^{K^-\pi^+} (B_s^0 \to \pi^+K^-) = (-0.04 \pm 0.25)\%. \]

8 Fit results

The simultaneous fit to the invariant mass, the decay time and its uncertainty, and the tagging decisions and their associated mistag probabilities for the \( K^+\pi^- \), \( \pi^+\pi^- \) and \( K^+K^- \) final states determines the coefficients \( C_{\pi^+\pi^-} \), \( S_{\pi^+\pi^-} \), \( C_{K^-K^-} \), \( S_{K^+K^-} \), \( A_{\text{CP}}^{f} \) and \( A_{\text{CP}}^{\bar{f}} \). In the fits the parameters \( \Delta m_{d(s)} \), \( \Gamma_{d(s)} \), and \( \Delta\Gamma_{d(s)} \) are fixed to the central values reported in Table 3. The signal yields are \( \hat{N}(B^0 \to \pi^+\pi^-) = 28650 \pm 230 \), \( \hat{N}(B^0 \to K^+K^-) = 36840 \pm 220 \), \( \hat{N}(B^0 \to K^+\pi^-) = 94220 \pm 340 \) and \( \hat{N}(B_s^0 \to \pi^+K^-) = 7030 \pm 120 \), where uncertainties are statistical only. The one-dimensional distributions of the measured variables used in the fit, with the results of the fit overlaid, are shown in Figs. 1, 5 and 6.

The time-dependent asymmetries, obtained separately by using the OS or the SS tagging decisions, for candidates in the region \( 5.20 < m < 5.32 \text{GeV}/c^2 \) in the \( K^+\pi^- \) spectrum, dominated by the \( B^0 \to K^+\pi^- \) decay, are shown in Fig. 7. The calibration parameters of the OS and SS \( K \) taggers determined during the fit, mainly from \( B^0 \to K^+\pi^- \) decays, are reported in Table 7 in App. A. The production asymmetries for the \( B^0 \) and
Table 3: Values of the parameters $\Delta m_d$, $\Delta m_s$, $\Gamma_d$, $\Gamma_s$ and $\Delta \Gamma_s$ [19], fixed to their central values in the fit to the data. For $\Gamma_s$ and $\Delta \Gamma_s$ the correlation factor between the two quantities is also reported. The decay width difference $\Delta \Gamma_d$ is fixed to zero.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta m_d$</td>
<td>0.5065 ± 0.0019 ps$^{-1}$</td>
</tr>
<tr>
<td>$\Gamma_d$</td>
<td>0.6579 ± 0.0017 ps$^{-1}$</td>
</tr>
<tr>
<td>$\Delta \Gamma_d$</td>
<td>0</td>
</tr>
<tr>
<td>$\Delta m_s$</td>
<td>17.757 ± 0.021 ps$^{-1}$</td>
</tr>
<tr>
<td>$\Gamma_s$</td>
<td>0.6654 ± 0.0022 ps$^{-1}$</td>
</tr>
<tr>
<td>$\Delta \Gamma_s$</td>
<td>0.083 ± 0.007 ps$^{-1}$</td>
</tr>
<tr>
<td>$\rho(\Gamma_s, \Delta \Gamma_s)$</td>
<td>−0.292</td>
</tr>
</tbody>
</table>

Table 4: Tagging powers for the $B^0 \to \pi^+\pi^-$ and $B^0_s \to K^+K^-$ decays (last two rows), with a breakdown of the OS and SS contributions.

<table>
<thead>
<tr>
<th>Flavour tagger</th>
<th>Tagging power (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OS</td>
<td>2.94 ± 0.17</td>
</tr>
<tr>
<td>SS$\pi$</td>
<td>0.81 ± 0.13</td>
</tr>
<tr>
<td>SS$p$</td>
<td>0.42 ± 0.17</td>
</tr>
<tr>
<td>SS$c$</td>
<td>1.17 ± 0.11</td>
</tr>
<tr>
<td>SS$K$</td>
<td>0.71 ± 0.12</td>
</tr>
<tr>
<td>Total $B^0 \to \pi^+\pi^-$</td>
<td>4.08 ± 0.20</td>
</tr>
<tr>
<td>Total $B^0_s \to K^+K^-$</td>
<td>3.65 ± 0.21</td>
</tr>
</tbody>
</table>

$B^0_s$ mesons are determined to be (0.19 ± 0.60)\% and (2.4 ± 2.1)\%, respectively, where uncertainties are statistical only. They are consistent with the expectations from Ref. [43].

The time-dependent asymmetries for $\pi^+\pi^-$ candidates with mass values lying in the interval $5.20 < m < 5.35$ GeV/$c^2$, and for $K^+K^-$ candidates in the interval $5.30 < m < 5.45$ GeV/$c^2$, both dominated by the corresponding signals, are shown in Fig. 8 again separately for the OS and SS tagging decision. The tagging powers for the $B^0 \to \pi^+\pi^-$ and $B^0_s \to K^+K^-$ decays, together with a breakdown of the OS and SS contributions, are reported in Table 4.

The results for the $CP$-violating quantities are

\[
\begin{align*}
C_{\pi^+\pi^-} &= -0.34 \pm 0.06, \\
S_{\pi^+\pi^-} &= -0.63 \pm 0.05, \\
C_{K^+K^-} &= 0.20 \pm 0.06, \\
S_{K^+K^-} &= 0.18 \pm 0.06, \\
A_{K^+K^-}^{\Delta \Gamma} &= -0.79 \pm 0.07, \\
A_{CP}^{B^0} &= -0.084 \pm 0.004, \\
A_{CP}^{B^0_s} &= 0.213 \pm 0.015,
\end{align*}
\]

where the uncertainties are statistical only and the central values of $A_{CP}^{B^0}$ and $A_{CP}^{B^0_s}$ have been
corrected for the $K^+\pi^-$ detection asymmetry. In this analysis the selection requirements and the flavour tagging performances for the various decay modes differ with respect to previous LHCb publications [17,18]. For this reason, the statistical uncertainties are improved and do not follow a simple scaling rule with the integrated luminosity.

9 Systematic uncertainties

Two different strategies are adopted to determine systematic uncertainties on the $CP$-violating parameters: to account for the knowledge of external inputs whose values are fixed in the fit, the fit to the data is repeated a large number of times, each time modifying the values of these parameters; when accounting for systematic uncertainties on the fitting model, several pseudoexperiments are performed according to the baseline model, and both the baseline model and modified models are used to fit the generated data. In either case the distribution of the difference between the baseline and alternative results for the $CP$ asymmetries is built, and the sum in quadrature of the mean and root-mean-square of the distribution is used to assign a systematic uncertainty. A detailed breakdown of the systematic uncertainties described in this Section is reported in Table 5.

The alternative models used to determine systematic uncertainties associated with the choices of the invariant-mass shapes consist in turn of: substituting the invariant-mass resolution function used for signals and cross-feed backgrounds with a single Gaussian function; fixing the parameters governing the tails of the Johnson functions and their relative amount to the same values for all signals, namely to those of the $B^0 \to K^+\pi^-$ decay; and modelling the combinatorial-background model with a linear function.

To determine a systematic uncertainty associated with the knowledge of the efficiency as a function of the decay time, $\varepsilon_{\text{sig}}(t)$, different sets of the parameters governing the efficiency functions are generated, according to their uncertainties and correlations. A systematic uncertainty associated with the choice of the decay-time model for the cross-feed backgrounds is evaluated by using an alternative model where the $CP$ asymmetry of the $B^0 \to K^+\pi^-$ component in the $\pi^+\pi^-$ and $K^+K^-$ final-state samples, and the $C_f$ and $S_f$ parameters of the $B^0 \to \pi^+\pi^-$ and $B^{0*}_\ell \to K^+K^-$ components in the $K^+\pi^-$ final-state sample, are fixed to zero. A systematic uncertainty associated with the choice of the decay-time model for the combinatorial background is evaluated using a uniform decay-time efficiency function for this component in the alternative model. A systematic uncertainty associated with the model adopted for the three-body background is evaluated by performing the fits to pseudoexperiments, removing candidates with invariant-mass values lower than 5.2 GeV/$c^2$, and removing the components describing this background from the model.

Systematic uncertainties associated with the calibration of the per-event decay-time resolution are due to the uncertainties on the parameters $q_0$ and $q_1$ and to the simulation-driven assumption that the resolution model is well described by a double Gaussian function. Different values for $q_0$ and $q_1$ are generated according to their uncertainties and correlations, and then are repeatedly used to fit the data. In addition, an alternative model for the decay-time resolution is used to assess a systematic uncertainty, including an additional contribution described by a third Gaussian function. The relative contributions of the three Gaussian functions and the ratios between their widths are determined from simulation, and the overall calibration of the new model is performed applying the same
procedure outlined in Sec. [6]. A systematic uncertainty associated with the uncertainties on the parameters reported in Table 3 is determined by repeating the simultaneous fit using different fixed values, generated according to their uncertainties and correlations.

Systematic uncertainties associated with the calibration of the OS and SSc flavour-tagging responses are determined by replacing the linear relation between \( \eta_{\text{OS(SS)}} \) and \( \omega_{\text{OS(SS)}} \) of Eq. (27) with a second-order polynomial. A systematic uncertainty associated with the calibration of the SSK flavour-tagging response is determined by varying the calibration parameters reported in Table 8 according to their uncertainties and correlations. Finally, the uncertainties on the PID and detection asymmetries reported in Eqs. (23) and (22) are accounted for as systematic uncertainties on \( A_{CP}^{B_0^0} \) and \( A_{CP}^{B_0^+} \).

The total systematic uncertainties are obtained as the quadratic sum of the individual contributions, and are smaller than the corresponding statistical uncertainties for all parameters but \( A_{K^+K^-}^{\Delta r} \). The dominating systematic uncertainty for \( A_{K^+K^-}^{\Delta r} \) is related to the knowledge of how the efficiency varies with the decay time. Since such a dependence is determined from data, using the \( B^0 \to K^+\pi^- \) decay, the size of the associated uncertainty will be reduced with future data.
Figure 4: Distributions of (top left) invariant mass, (top right) decay time, (middle left) decay-time uncertainty, (middle right) $\eta_{OS}$, and (bottom) $\eta_{SSc}$ for candidates in the $K^{\pm}\pi^{\mp}$ sample. The result of the simultaneous fit is overlaid. The individual components are also shown.
Figure 5: Distributions of (top left) invariant mass, (top right) decay time, (middle left) decay-time uncertainty, (middle right) $\eta_{OS}$, and (bottom) $\eta_{SSc}$ for candidates in the $\pi^+\pi^-$ sample. The result of the simultaneous fit is overlaid. The individual components are also shown.
Figure 6: Distributions of (top left) invariant mass, (top right) decay time, (middle left) decay-time uncertainty, (middle right) $\eta_{OS}$, and (bottom) $\eta_{SSK}$ for candidates in the $K^+K^-$ sample. The result of the simultaneous fit is overlaid. The individual components are also shown.
Figure 7: Time-dependent asymmetries for $K^\pm\pi^\mp$ candidates with invariant-mass values in the interval $5.20 < m < 5.32$ GeV/$c^2$: (left) using the OS-tagging decision and (right) the SS-tagging decision. The result of the simultaneous fit is overlaid.

Figure 8: Time-dependent asymmetries for (top) $\pi^+\pi^-$ and (bottom) $K^+K^-$ candidates with mass values in the intervals $5.20 < m < 5.35$ GeV/$c^2$ and $5.30 < m < 5.44$ GeV/$c^2$, respectively: (left) using the OS-tagging decision and (right) using either the SSC-tagging decision (for the $\pi^+\pi^-$ candidates) or the SS$K$-tagging decision (for the $K^+K^-$ candidates). The result of the simultaneous fit is overlaid.
Table 5: Systematic uncertainties on the various $CP$-violating parameters. When present, the dash indicates that the uncertainty is not applicable to the given case.

<table>
<thead>
<tr>
<th>Source of uncertainty</th>
<th>$C_{\pi^{+}\pi^{-}}$</th>
<th>$S_{\pi^{+}\pi^{-}}$</th>
<th>$C_{K^{+}K^{-}}$</th>
<th>$S_{K^{+}K^{-}}$</th>
<th>$A_{K^{+}K^{-}}^{\Delta \Gamma}$</th>
<th>$A_{CP}^{B_{0}}$</th>
<th>$A_{CP}^{B_{s}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time-dependent efficiency</td>
<td>0.0011</td>
<td>0.0004</td>
<td>0.0020</td>
<td>0.0017</td>
<td>0.0778</td>
<td>0.0004</td>
<td>0.0002</td>
</tr>
<tr>
<td>Time-resolution calibration</td>
<td>0.0014</td>
<td>0.0013</td>
<td>0.0108</td>
<td>0.0119</td>
<td>0.0051</td>
<td>0.0001</td>
<td>0.0001</td>
</tr>
<tr>
<td>Time-resolution model</td>
<td>0.0001</td>
<td>0.0005</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0003</td>
<td>negligible</td>
<td>negligible</td>
</tr>
<tr>
<td>Input parameters</td>
<td>0.0025</td>
<td>0.0024</td>
<td>0.0092</td>
<td>0.0107</td>
<td>0.0480</td>
<td>negligible</td>
<td>0.0001</td>
</tr>
<tr>
<td>OS-tagging calibration</td>
<td>0.0018</td>
<td>0.0021</td>
<td>0.0018</td>
<td>0.0019</td>
<td>0.0001</td>
<td>negligible</td>
<td>negligible</td>
</tr>
<tr>
<td>SSK-tagging calibration</td>
<td>—</td>
<td>—</td>
<td>0.0061</td>
<td>0.0086</td>
<td>0.0004</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>SSc-tagging calibration</td>
<td>0.0015</td>
<td>0.0017</td>
<td>—</td>
<td>—</td>
<td>negligible</td>
<td>negligible</td>
<td>negligible</td>
</tr>
<tr>
<td>Cross-feed time model</td>
<td>0.0075</td>
<td>0.0059</td>
<td>0.0022</td>
<td>0.0024</td>
<td>0.0003</td>
<td>0.0001</td>
<td>0.0001</td>
</tr>
<tr>
<td>Three-body bkg.</td>
<td>0.0070</td>
<td>0.0056</td>
<td>0.0044</td>
<td>0.0043</td>
<td>0.0304</td>
<td>0.0008</td>
<td>0.0043</td>
</tr>
<tr>
<td>Comb.-bkg. time model</td>
<td>0.0016</td>
<td>0.0016</td>
<td>0.0004</td>
<td>0.0002</td>
<td>0.0019</td>
<td>0.0001</td>
<td>0.0005</td>
</tr>
<tr>
<td>Signal mass model (reso.)</td>
<td>0.0027</td>
<td>0.0025</td>
<td>0.0015</td>
<td>0.0015</td>
<td>0.0023</td>
<td>0.0001</td>
<td>0.0041</td>
</tr>
<tr>
<td>Signal mass model (tails)</td>
<td>0.0007</td>
<td>0.0008</td>
<td>0.0013</td>
<td>0.0013</td>
<td>0.0016</td>
<td>negligible</td>
<td>0.0003</td>
</tr>
<tr>
<td>Comb.-bkg. mass model</td>
<td>0.0001</td>
<td>0.0003</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0016</td>
<td>negligible</td>
<td>0.0001</td>
</tr>
<tr>
<td>PID asymmetry</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.0025</td>
<td>0.0025</td>
</tr>
<tr>
<td>Detection asymmetry</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.0014</td>
<td>0.0014</td>
</tr>
<tr>
<td>Total</td>
<td>0.0115</td>
<td>0.0095</td>
<td>0.0165</td>
<td>0.0191</td>
<td>0.0966</td>
<td>0.0030</td>
<td>0.0066</td>
</tr>
</tbody>
</table>
This result constitutes the strongest evidence for time-dependent CP violation in \( B^0 \rightarrow \pi^+\pi^- \) and \( B^0_s \rightarrow K^+K^- \) decays, and of the CP asymmetries in \( B^0 \rightarrow K^+\pi^- \) and \( B^0_s \rightarrow \pi^+K^- \) decays, based on a data sample of \( pp \) collisions corresponding to an integrated luminosity of 3.0 fb\(^{-1}\) collected with the LHCb detector at centre-of-mass energies of 7 and 8 TeV. The results are

\[
C_{\pi^+\pi^-} = -0.34 \pm 0.06 \pm 0.01, \\
S_{\pi^+\pi^-} = -0.63 \pm 0.05 \pm 0.01, \\
C_{K^+K^-} = 0.20 \pm 0.06 \pm 0.02, \\
S_{K^+K^-} = 0.18 \pm 0.06 \pm 0.02, \\
A_{K^+K^-}^{\Delta\Gamma} = -0.79 \pm 0.07 \pm 0.10, \\
A_{\text{CP}}^{B^0} = -0.084 \pm 0.004 \pm 0.003, \\
A_{\text{CP}}^{B^0_s} = 0.213 \pm 0.015 \pm 0.007,
\]

where the first uncertainties are statistical and the second systematic. They supersede with much improved precision those of Refs. [17][18]. The corresponding statistical correlation matrix is reported in Table 6. Taking into account the sizes of statistical and systematic uncertainties, correlations due to the latter can be neglected. The measurements of \( C_{\pi^+\pi^-}, S_{\pi^+\pi^-}, A_{\text{CP}}^{B^0} \) and \( A_{\text{CP}}^{B^0_s} \) are the most precise from a single experiment to date, and are in good agreement with previous determinations [22 –25]. Those of \( C_{K^+K^-} \) and \( S_{K^+K^-} \) are in good agreement with previous LHCb result [17]. By summing in quadrature the statistical and systematic uncertainties and neglecting the small correlations between \( C_{K^+K^-}, S_{K^+K^-} \) and \( A_{K^+K^-}^{\Delta\Gamma} \), the significance for \( (C_{K^+K^-}, S_{K^+K^-}, A_{K^+K^-}^{\Delta\Gamma}) \) to differ from \((0, 0, -1)\) is determined by means of a \( \chi^2 \) test statistic to be 4.0 standard deviations. This result constitutes the strongest evidence for time-dependent CP violation in the \( B^0 \)-meson sector to date. As a cross-check, the distribution of the variable \( Q \), defined by \( Q^2 = (C_{K^+K^-})^2 + (S_{K^+K^-})^2 + (A_{K^+K^-}^{\Delta\Gamma})^2 \), is studied by generating, according to the multivariate Gaussian function defined by their uncertainties and correlations, a large sample of values for the variables \( C_{K^+K^-}, S_{K^+K^-} \) and \( A_{K^+K^-}^{\Delta\Gamma} \). The distribution of \( Q \) is found to be Gaussian, with mean 0.83 and width 0.12.
The measurements of $A_{CP}^{B_0}$ and $A_{CP}^{B_0^s}$ allow a test of the validity of the SM, as suggested in Ref. [7], by checking the equality

$$\Delta = \frac{A_{CP}^{B_0}}{A_{CP}^{B_0^s}} + \frac{\mathcal{B}(B_0^0 \to \pi^+K^-) \tau_d}{\mathcal{B}(B^0 \to K^+\pi^-) \tau_s} = 0,$$

where $\mathcal{B}(B^0 \to K^+\pi^-)$ and $\mathcal{B}(B_0^0 \to \pi^+K^-)$ are CP-averaged branching fractions, and $\tau_d$ and $\tau_s$ are the $B^0$ and $B_0^0$ mean lifetimes, respectively. Using the world averages for $f_s/f_d \times \mathcal{B}(B_0^s \to \pi^+K^-) / \mathcal{B}(B^0 \to K^+\pi^-)$ and $\tau_s/\tau_d$ [19] and the measurement of the relative hadronisation fraction between $B_0^s$ and $B_0^0$ mesons $f_s/f_d = 0.259 \pm 0.015$ [49], the value $\Delta = -0.11 \pm 0.04 \pm 0.03$ is obtained, where the first uncertainty is from the measurements of the $CP$ asymmetries and the second is from the input values of the branching fractions, the lifetimes and the hadronisation fractions. No evidence for a deviation from zero of $\Delta$ is observed with the present experimental precision.

These new measurements will enable improved constraints to be set on the CKM CP-violating phases, using processes whose amplitudes receive significant contributions from loop diagrams both in the mixing and decay of $B_0^0$ mesons [9–11]. Comparisons with tree-level determinations of the same phases will provide tests of the SM and constrain possible new-physics contributions.
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Appendix

A Flavour-tagging details

A.1 Formalism

The functions $\Omega_{\text{sig}}(\xi, \eta)$ and $\Omega_{\text{sig}}(\xi, \eta)$ in Eqs. (8) and (11) are

$$\Omega_{\text{sig}}(\xi, \eta) = \Omega_{\text{sig}}^{\text{OS}}(\xi, \eta) \Omega_{\text{sig}}^{\text{SS}}(\xi, \eta),$$

$$\bar{\Omega}_{\text{sig}}(\xi, \eta) = \bar{\Omega}_{\text{sig}}^{\text{OS}}(\xi, \eta) \bar{\Omega}_{\text{sig}}^{\text{SS}}(\xi, \eta),$$

where $\Omega_{\text{sig}}^{\text{tag}}(\xi_{\text{tag}}, \eta_{\text{tag}})$ and $\bar{\Omega}_{\text{sig}}^{\text{tag}}(\xi_{\text{tag}}, \eta_{\text{tag}})$ (with $\text{tag} \in \{\text{OS, SS}\}$) are

$$\Omega_{\text{sig}}^{\text{tag}}(\xi_{\text{tag}}, \eta_{\text{tag}}) = \delta_{\text{tag}, 0} \varepsilon_{\text{sig}}^{\text{tag}} [1 - \omega_{\text{tag}}(\eta_{\text{tag}})] h_{\text{sig}}^{\text{tag}}(\eta_{\text{tag}}) + \omega_{\text{tag}}(\eta_{\text{tag}}) h_{\text{sig}}^{\text{tag}}(\eta_{\text{tag}}),$$

$$\bar{\Omega}_{\text{sig}}^{\text{tag}}(\xi_{\text{tag}}, \eta_{\text{tag}}) = \delta_{\text{tag}, 1} \varepsilon_{\text{sig}}^{\text{tag}} [1 - \omega_{\text{tag}}(\eta_{\text{tag}})] h_{\text{sig}}^{\text{tag}}(\eta_{\text{tag}}) + \omega_{\text{tag}}(\eta_{\text{tag}}) h_{\text{sig}}^{\text{tag}}(\eta_{\text{tag}}).$$

The symbol $\delta_{\text{tag}, i}$ stands for the Kronecker delta function, $\varepsilon_{\text{sig}}^{\text{tag}} (\varepsilon_{\text{sig}}^{\text{tag}})$ is the probability that the flavour of a $B^0_s (\bar{B}^0_s)$ meson is tagged, $\omega_{\text{tag}}(\eta_{\text{tag}})$ ($\omega_{\text{tag}}(\eta_{\text{tag}})$) is the calibrated mistag probability as a function of $\eta_{\text{tag}}$ for a $B^0_s (\bar{B}^0_s)$ meson, $h_{\text{sig}}^{\text{tag}}(\eta_{\text{tag}})$ is the PDF describing the distribution of $\eta_{\text{tag}}$ for tagged events, and $U(\eta_{\text{tag}})$ is a uniform distribution of $\eta_{\text{tag}}$. It is empirically found that, to a good approximation, $\eta_{\text{tag}}$ and $\omega_{\text{tag}}$ are related by a linear function, i.e.

$$\omega_{\text{tag}}(\eta_{\text{tag}}) = p_0^{\text{tag}} + p_1^{\text{tag}} (\eta_{\text{tag}} - \hat{\eta}_{\text{tag}}),$$

$$\bar{\omega}_{\text{tag}}(\eta_{\text{tag}}) = \bar{p}_0^{\text{tag}} + \bar{p}_1^{\text{tag}} (\eta_{\text{tag}} - \hat{\eta}_{\text{tag}}),$$

where $\hat{\eta}_{\text{tag}}$ is a fixed value, chosen to be equal to the mean value of the $\eta_{\text{tag}}$ distribution to minimise the correlation among the parameters. To reduce the correlation among $\varepsilon_{\text{sig}}^{\text{tag}}$ and $p_0^{\text{tag}}$, $p_0^{\text{tag}}$, $p_1^{\text{tag}}$, and $\bar{p}_1^{\text{tag}}$, these variables are conveniently parameterised as

$$\varepsilon_{\text{sig}}^{\text{tag}} = \varepsilon_{\text{sig}}^{\text{0}} (1 + \Delta \varepsilon_{\text{sig}}^{\text{tag}}),$$

$$p_0^{\text{tag}} = p_0^{\text{0}} (1 + \Delta p_0^{\text{tag}}),$$

$$p_1^{\text{tag}} = p_1^{\text{0}} (1 + \Delta p_1^{\text{tag}}),$$

where $p_0^{\text{0}}$ and $\Delta p_0^{\text{0}}$ are the average and the asymmetry between $p_0^{\text{0}}$ and $\Delta p_0^{\text{0}}$, and $\varepsilon_{\text{sig}}^{\text{tag}}$ and $\Delta \varepsilon_{\text{sig}}^{\text{tag}}$ are the average and the asymmetry between $\varepsilon_{\text{sig}}^{\text{tag}}$ and $\varepsilon_{\text{sig}}^{\text{tag}}$. The PDF $\Omega_{\text{sig}}^{\text{OS}}(\eta)$ is
modelled using background-subtracted histograms of signal candidates. The description of $h_{\text{SS}}^{\text{sig}}(\eta)$ for the SS taggers is presented in Secs. 4.2 and 4.3, respectively.

The PDF of $\xi_{\text{tag}}$ and $\eta_{\text{tag}}$ for the combinatorial background is empirically parameterised as

$$\Omega_{\text{comb}}(\xi_{\text{tag}}, \eta_{\text{tag}}) = \delta_{\xi_{\text{tag}}} \varepsilon_{\text{comb}}^\text{tag} h_{\text{comb}}(\eta_{\text{tag}}) + \delta_{\xi_{\text{tag}}} \varepsilon_{\text{comb}}^\text{tag} h_{\text{comb}}(\eta_{\text{tag}}) + \delta_{\xi_{\text{tag}}} (1 - \varepsilon_{\text{comb}}^\text{tag} - \varepsilon_{\text{comb}}^\text{tag}) U(\eta_{\text{tag}}),$$

where $\varepsilon_{\text{comb}}^\text{tag}$ and $\varepsilon_{\text{comb}}^\text{tag}$ are the efficiencies to tag a combinatorial-background candidate as $B^0_\text{(s)}$ or $\bar{B}^0_\text{(s)}$, respectively, $h_{\text{comb}}(\eta_{\text{tag}})$ is the PDF of $\eta_{\text{tag}}$. As done for the signal model, the tagging efficiencies are parameterised as

$$\varepsilon_{\text{comb}}^\text{tag} = \frac{\varepsilon_{\text{comb}}^\text{tag}}{2} (1 + \Delta \varepsilon_{\text{comb}}),$$

$$\varepsilon_{\text{comb}}^\text{tag} = \frac{\varepsilon_{\text{comb}}^\text{tag}}{2} (1 - \Delta \varepsilon_{\text{comb}}),$$

such that the fits determine the total efficiency to tag a combinatorial-background candidate as $B^0_\text{(s)}$ or $\bar{B}^0_\text{(s)}$ ($\varepsilon_{\text{comb}}^\text{tag}$), and the asymmetry between the two efficiencies ($\Delta \varepsilon_{\text{comb}}$). The PDF $h_{\text{comb}}(\eta_{\text{tag}})$ is determined as a histogram from the high-mass sideband where only combinatorial background is present. The combined PDF of $\xi_{\text{OS}}, \xi_{\text{SS}}, \eta_{\text{OS}}$ and $\eta_{\text{SS}}$, analogously to the signal case, is given by

$$\Omega_{\text{comb}}(\xi, \eta) = \Omega_{\text{comb}}^\text{OS}(\xi_{\text{OS}}, \eta_{\text{OS}}) \cdot \Omega_{\text{comb}}^\text{SS}(\xi_{\text{SS}}, \eta_{\text{SS}}).$$

The PDF of $\xi_{\text{tag}}$ and $\eta_{\text{tag}}$ for three-body backgrounds in the $\pi^+\pi^-$ and $K^+K^-$ spectra is empirically parameterised as

$$\Omega_{\text{3-body}}(\xi_{\text{tag}}, \eta_{\text{tag}}) = \delta_{\xi_{\text{tag}}} \varepsilon_{\text{3-body}}^\text{tag} h_{\text{3-body}}(\eta_{\text{tag}}) + \delta_{\xi_{\text{tag}}} (1 - \varepsilon_{\text{3-body}}^\text{tag} - \varepsilon_{\text{3-body}}^\text{tag}) U(\eta_{\text{tag}}),$$

where $\varepsilon_{\text{3-body}}^\text{tag}$ and $\varepsilon_{\text{3-body}}^\text{tag}$ are the efficiencies to tag a background candidate as $B^0_\text{(s)}$ or $\bar{B}^0_\text{(s)}$, respectively, and $h_{\text{3-body}}(\eta_{\text{tag}})$ is the PDF of $\eta_{\text{tag}}$. Also in this case the tagging efficiencies are parameterised as a function of the total efficiency ($\varepsilon_{\text{3-body}}^\text{tag}$) and asymmetry ($\Delta \varepsilon_{\text{3-body}}$)

$$\varepsilon_{\text{3-body}}^\text{tag} = \frac{\varepsilon_{\text{3-body}}^\text{tag}}{2} (1 + \Delta \varepsilon_{\text{3-body}}),$$

$$\varepsilon_{\text{3-body}}^\text{tag} = \frac{\varepsilon_{\text{3-body}}^\text{tag}}{2} (1 - \Delta \varepsilon_{\text{3-body}}).$$

The PDF $h_{\text{3-body}}(\eta_{\text{tag}})$ is determined as a histogram from the low-mass sideband, where the residual contamination of combinatorial-background candidates is subtracted. As mentioned in Sec. 4.2 for the $K^+\pi^-$ final-state sample the three-body background is parameterised in the same way as for the $B^0 \rightarrow K^+\pi^-$ decay, but with independent parameters for the flavour-tagging calibration.

The PDFs in Eqs. (25), (31) and (32) are valid if $\eta_{\text{OS}}$ and $\eta_{\text{SS}}$ are uncorrelated variables. This assumption is verified by means of background-subtracted [50] signals, and of candidates from the high- and low-mass sidebands for the combinatorial and three-body backgrounds, respectively.
Figure 9: Relation between $\omega_{\text{tag}}$ on $\eta_{\text{tag}}$ for (top left) SS$\pi$, (top right) SS$p$, (bottom left) SS$c$ and (bottom right) SS$K$ taggers. The black dots represent the average value of $\omega_{\text{tag}}$ in bins of $\eta_{\text{tag}}$, as described in the text. The black straight line represents the linear relation between $\omega_{\text{tag}}$ and $\eta_{\text{tag}}$ obtained from the calibration procedure. The darker and brighter areas are the corresponding 68% and 95% confidence intervals, respectively. The distributions of $\eta_{\text{tag}}$ are also reported as histograms with arbitrary normalisations.

A.2 Combination of the SS$\pi$ and SS$p$ taggers

The SS$\pi$ and SS$p$ taggers are calibrated separately using background-subtracted $B^0 \rightarrow K^+\pi^-$ decays. By using the PDF in Eq. (8) to perform a fit to the tagged decay-time distribution of these candidates, the parameters governing the relations in Eqs. (25) are determined separately for the two taggers. The calibration parameters determined from the fit are used to combine the two taggers into a unique one (SS$c$) with decision $\xi_{\text{SSc}}$ and mistag probability $\eta_{\text{SSc}}$. To validate the assumption of a linear relation between $\eta_{\text{tag}}$ and $\omega_{\text{tag}}$, the sample is split into bins of $\eta_{\text{SS}c}$($\eta_{\text{SS}p}$), such that each subsample has approximately the same tagging power. The average mistag fraction in each bin is determined by means of a tagged time-dependent fit to the various subsamples. This check is performed separately for the SS$\pi$, SS$p$ and SS$c$. The results of the calibration procedure and of the cross-check using the fits in bins of $\eta_{\text{SS}c}$, $\eta_{\text{SS}p}$ and $\eta_{\text{SS}c}$ are shown in Fig. 9. The final calibration for $\eta_{\text{SSc}}$ is performed during the final fit, and the values of the calibration parameters are reported later in Table 7.

The PDFs $h_{\text{SS}}^{\text{SS}}(\eta_{\text{SSc}})$ describing the $\eta_{\text{SSc}}$ distributions for the signal $B^0$ mesons are de-
Table 7: Values for the calibration parameters of the flavour tagging obtained from the fits. The values of $\hat{\eta}_{OS}$ and $\hat{\eta}_{SS}$ are fixed in the fit to 0.37 and 0.44, respectively.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_0^{OS}$</td>
<td>0.385 ± 0.004</td>
</tr>
<tr>
<td>$\Delta p_0^{OS}$</td>
<td>0.016 ± 0.006</td>
</tr>
<tr>
<td>$p_1^{OS}$</td>
<td>1.02 ± 0.04</td>
</tr>
<tr>
<td>$\Delta p_1^{OS}$</td>
<td>0.029 ± 0.024</td>
</tr>
<tr>
<td>$p_0^{SSc}$</td>
<td>0.438 ± 0.003</td>
</tr>
<tr>
<td>$\Delta p_0^{SSc}$</td>
<td>0.002 ± 0.004</td>
</tr>
<tr>
<td>$p_1^{SSc}$</td>
<td>0.96 ± 0.07</td>
</tr>
<tr>
<td>$\Delta p_1^{SSc}$</td>
<td>−0.03 ± 0.04</td>
</tr>
</tbody>
</table>

determined using background-subtracted histograms of $B^0 \rightarrow D^-\pi^+$ decays. It is empirically found that the distribution of $\eta_{SSc}$ has a sizeable dependence on the $B^0$-meson $p_T$. Hence the $B^0 \rightarrow D^-\pi^+$ sample is weighted in order to equalise the $p_T$ distribution to that of the signal.

**A.3 Calibration of the SSK tagger**

To calibrate the response of the SSK tagger, the natural control mode would be the $B^0_s \rightarrow \pi^+K^-$ decay. However, the signal yield of this decay is approximately 8% of that of the $B^0 \rightarrow K^+\pi^-$ decay, and 20% of that of the $B^0_s \rightarrow K^+K^-$ decay. Hence the calibration parameters of the SSK tagger would be affected by large uncertainties, limiting the precision on $C_{K^+K^-}$ and $S_{K^+K^-}$. Therefore, the calibration is performed with a large sample of $B^0_s \rightarrow D^-\pi^+$ decays. Analogously to the SS$\pi$ and SSP cases, the SSK-calibration parameters are determined using an unbinned maximum likelihood fit to the tagged decay-time distribution of the $B^0_s \rightarrow D^-\pi^+$ decay. The PDF used to fit the decay-time rate is the same as that for the SS$\pi$ and SSP taggers. The fit is performed using the flavour-tagging information on a per-event basis, determining the calibration parameters directly. To check the linearity of the relation between $\eta_{SSK}$ and $\omega_{SSK}$, the sample is again divided in bins of $\eta_{SSK}$ and the average $\omega_{SSK}$ is determined in each bin (see Fig. 9).

The SSK tagger uses kaons coming from the hadronisation of the beauty quark to determine the flavour of the $B^0_s$ meson. As the kaon kinematics are correlated to those of the $B^0_s$ meson, the performance of the SSK tagger also depends on the latter. To take into account the differences between the $B^0_s$-meson kinematics and other relevant distributions in $B^0_s \rightarrow D^-\pi^+$ and $B^0 \rightarrow K^+K^-$ decays, due to the different topologies and selection requirements, a weighting procedure is applied to the $B^0_s \rightarrow D^-\pi^+$ sample. It is empirically found that the distributions of the following variables need to be equalised: the transverse momentum, the pseudorapidity and the azimuthal angle of the $B^0_s$ meson, and the number of PVs and tracks in the events. The results of the fit to the weighted sample are reported in Table 8.

The PDF $h_{\text{sig}}^{SSK}(\eta_{SSK})$ for $B^0_s \rightarrow K^+K^-$ decays is determined using a background-
Table 8: Calibration parameters for the SSK tagger.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{p}_{0}^{SSK}$</td>
<td>0.456 ± 0.005</td>
</tr>
<tr>
<td>$\Delta p_{0}^{SSK}$</td>
<td>−0.011 ± 0.005</td>
</tr>
<tr>
<td>$\hat{p}_{1}^{SSK}$</td>
<td>0.76 ± 0.09</td>
</tr>
<tr>
<td>$\Delta p_{1}^{SSK}$</td>
<td>0.03 ± 0.05</td>
</tr>
</tbody>
</table>

subtracted histogram of the same weighted sample of $B_{s}^{0} \to D_{s}^{-} \pi^{+}$ decays used for the calibration.
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