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Abstract

We present a complete calculation of next-to-leading order (NLO) corrections to inclusive hadron photoproduction. We take into account all contributions from resolved and unresolved photons and apply the results to π⁰ production at LEP2 as well as at the ep collider HERA where we study in detail the scale dependence of the cross section. In addition compact analytical expressions for the matrix elements for all the direct contributions to both cross-sections are presented.
1 Introduction

Recently new experimental data on the photoproduction of hadrons have started to appear form both the $e^+e^-$ collider at TRISTAN [1] and the $ep$ collider HERA [2]. The current data exist at relatively low $p_T$ only but it is still both necessary and desireable that they be confronted with NLO calculations whenever possible in order to provide quantitative tests of perturbative QCD. It is also anticipated that the range and quality of the data will soon be extended and improved at both HERA and LEP2. Furthermore it is hoped that the photoproduction of prompt photons will be studied at HERA very soon [3-5] and $\pi^0$ photoproduction will be an important background to these processes. Inclusive hadron production is also in itself interesting since it can and has been used to tie down important QCD parameters such as structure functions and the much neglected fragmentation functions. With this in mind we have calculated all the higher order ($O(\alpha_s)$) corrections to the photoproduction of inclusive hadrons relevant for both $e^+e^-$ and $ep$ machines.

It is customary when considering photoproduction processes to separate those contributions to the cross-section where the photon interacts via its point-like electromagnetic coupling from those where it does so via its partonic constituents. This defines the so-called direct and resolved processes [6]. When considering $\gamma p$ interactions, for example, the labels direct and resolved are sufficient to define the classes of processes, but in the case of $\gamma\gamma$ collisions there is the additional case where both photons interact via point-like couplings. In this paper we will adopt the convention whereby, when discussing $\gamma\gamma$ collisions, we identify the three following classes of contributions to the inclusive hadron cross section: the direct contributions where the photons couple directly to the quarks produced in the hard scattering process (Fig.1a), the once-resolved contributions where one photon is resolved into its partonic constituents before interacting with the other (Fig.1b), and the twice-resolved contributions where both photons interact via their partonic constituents (Fig.1c). In the first case there are no hadronic fragments or spectator jets from either photon, whereas in the latter two cases such fragments are produced in each event, in one or both beam directions, for once- and twice-resolved processes respectively. When we discuss $\gamma p$ processes we will use the usual labels of direct and resolved contributions as defined in Fig.2. As much as possible we will keep the discussions of the two reactions separate.

It may be possible for the photon fragments produced in the reactions to be tagged thereby providing a means of separating the three classes of processes, but as has been discussed elsewhere [7-10], this simple separation is no longer so clear from a theoretical
The relevant matrix elements to perform a complete calculation, although all obtained before [11,12], to our knowledge, are not all freely available except for the resolved processes [12]. We have thus calculated all the matrix elements involving the direct processes, i.e., a point-like coupling of the photon, again and present the results in a compact form in appendices A and B for the convenience of future users. We discuss the details of our calculation in Section 2. We will use the integrated matrix elements of ref. [12], which are available in a FORTRAN code, for the twice-resolved/resolved processes.

In the case of photoproduction of $\pi^0$ at HERA, a calculation has been published recently [13] where the matrix elements of ref. [12] were also used to obtain the resolved contributions, but the direct contributions were estimated in leading order (LO) only, and fragmentation functions evolved in LO only were used. Work is currently in progress [14] by the same authors where the direct contributions are also included using the matrix elements of ref. [11], obtained via a private communication. In the case of $\pi^0$ production at LEP2, to our knowledge no calculation has yet been performed, and the results presented here should in any case be the first full NLO calculation.

At this stage, a complete and consistent NLO calculation can be performed since recently, parametrisations of the fragmentation functions for partons into a $\pi^0$ have, for the first time become available in NLO [15]. In this calculation we make use of the proton distribution functions of ref. [16], and use parton distributions for the photon from refs. [17,18], which are available in both LO and NLO.

The outline of this paper is as follows. In Section 2 we develop the theoretical background to the calculation. In Section 3 we discuss details of our calculation of the matrix elements. In Section 4 we present our numerical results and finally in Appendices A and B we list the matrix elements.
2 Theoretical Background

2.1 The Inclusive $\pi^0$ Cross Section at LEP2 and HERA

We wish to study the reactions $e^-(P_1) + e^+(P_2) \rightarrow \pi^0(P_h) + X$ and $e^-(P_1) + p(P_2) \rightarrow \pi^0(P_h) + X$ at LEP2 and HERA respectively, where $X$ includes all unobserved reaction products including the scattered leptons. At LEP2 we can write the cross section as

$$E \frac{d\sigma}{d^3p} = \frac{1}{\pi S} \sum_{i,j} \int_{1-V+W}^{1} \frac{dz}{z^2} \int_{VW/VW}^{1} \frac{dv}{1-v} \int_{VW/VW}^{1} \frac{dw}{w} f_-(x_1, M^2) f_+(x_2, M^2)$$

$$D_{l}^{0}(z, M_{F}^{2}) \left[ \frac{1}{v} \frac{d\sigma_{ij}}{dv} \delta(1 - w) + \frac{\alpha_{s}(\mu^2)}{2\pi} K_{ij}(\hat{s}, v, w, \mu^2, M^2, M_{F}^{2}) \right],$$

(1)

where $S = (P_1 + P_2)^2$, $T = (P_1 - P_h)^2$, $U = (P_2 - P_h)^2$, $x_1 = VW/vwz$, $x_2 = (1-V)/z(1-v)$ and $s = x_1 x_2 S$. The Mandelstam variables are defined as usual with upper case defined for the electron-positron system and lower case for the parton-parton system. $f_-(x_1, M^2)$ and $f_+(x_2, M^2)$ represent the probability of finding a parton, including a photon, in the electron and positron with momentum fractions $x_1$ and $x_2$ respectively at scale $M^2$, i.e., the ‘electron structure functions’, while $D_{l}^{0}(z, M_{F}^{2})$ is the usual fragmentation function for parton $l$ into a $\pi^0$. The variables $V, W, v$ and $w$ are defined in terms of the Mandelstam variables by $V = 1 + T/S$, $W = -U/(S + T)$, $v = 1 + t/s$ and $w = -u/(s + t)$. The first term in the square brackets is the LO contribution to the hard subprocess scattering cross section, while the second term is the NLO contribution.

We make use of the Weiszäcker Williams approximation [19] to estimate the flux of quasi-real photons from the electron and positron beams. In order to ensure that the photons participating in the reaction are almost real, and thereby justifying the use of the real photon structure functions, we restricted the angle for the scattered electrons and positrons to be less than $\theta = 5$ degrees in the formula

$$f_{\gamma/e}(y) = \frac{\alpha_{em}}{2\pi} \left[ \frac{1 + (1 - y)^2}{y} \right] 2 \ln \frac{E_e \theta}{m_e},$$

(2)

Here $E_e$ is the electron/positron beam energies, $m_e$ their masses and, $\alpha_{em}$ the electromagnetic coupling constant. We present results for a fixed beam energy $E_e = 100$ GeV, relevant for LEP2. According to the results of ref.[20] the error introduced by using this approximation at these small angles should not be greater than a few percent.

The structure functions for finding a particular parton in the electron or positron, $f_{-/+}(x_i, Q^2)$, with momentum fraction $x_i$ is given in the Weiszäcker Williams approxim-
ation by a convolution with the function $f_{\gamma/c}(y)$ given in eq.(2),

$$f_i(x_i, Q^2) = \int_{x_i}^1 \frac{dy}{y} f_{\gamma/c}(y) f^\gamma \left( \frac{x_i}{y}, Q^2 \right), \quad (3)$$

where $f^\gamma$ is the photon structure function. Thus the photon structure functions are evaluated at $x_i^\gamma = x_i/y_i$ and in the parton-parton cm system the Mandelstam variable $s$ is given by

$$s = x_1^\gamma x_2^\gamma y_1 y_2 S \quad (4)$$

When one or both photons participate directly in the hard scattering, then the appropriate structure function(s) must be modified. This is achieved by replacing the photon structure function(s) by a delta function $\delta(1-x_i/y)$ in eq.(3). This replaces eq.(3) by $f_i(x_i, Q^2) = f_{\gamma/c}(x_i)$.

The reaction we will study at HERA can be written in a similar form to eq.(1), but now we must replace the 'positron structure function' by the proton distribution function $f^p(x, M^2)$. The equation becomes

$$E \frac{d\sigma}{d^3p} = \frac{1}{\pi S} \sum_{i,j,l} \int_{1-V+VW} \frac{dz}{z^2} \int_{VW/v}^{1-(1-V)/z} \frac{dv}{1-v} \int_{VW/w}^1 \frac{dw}{w} f^p(x_1, M^2) f^p(x_2, M^2)$$

$$D_{ij}^\gamma (z, M^2) \left[ \frac{1}{v} \frac{d^2\sigma}{dv} \delta(1-w) + \frac{\alpha_s(\mu^2)}{2\pi} K_{ij-l}(s, v, w, \mu^2, M^2, M^2) \right], \quad (5)$$

and $x_2^\gamma$ is set to $x_p$ while $y_2$ is set to 1 in eq.(4).

### 2.2 The Real Photon in Hard Scattering Processes

In this section we give an outline of the unique behaviour of the photon in hard scattering reactions. In particular we explain why the separation of the cross section into resolved and direct contributions is no longer well defined when NLO corrections are taken into consideration. We present the discussion for $\gamma\gamma$ scattering, but note that the argument is equally valid for $\gamma$-hadron scattering, although then the starting point is, conceptually at least, equivalent to the once-resolved case.

The QCD factorisation theorem [21] provides us with a prescription for calculating the cross section for the production of a hadron $H$ from the high energy collision of two incoming hadrons $A$ and $B$ starting with the schematic parton model formula

$$d\sigma^{AB\rightarrow HX} = \sum_{a,b,c} \int dx_1 \int dx_2 \int dz f^A(x_1) f^B(x_2) d\hat{\sigma}^{ab\rightarrow cX} D_{H/c}(z). \quad (6)$$
The cross section is thus factorised into a short-distance 'hard' scattering cross section $d\sigma$ which is calculable in perturbative QCD, and the long-distance structure and fragmentation functions, $f^A(x_1)$, $f^B(x_2)$ and $D_{H/c}(z)$ respectively, which are not calculable in perturbative QCD. The summation in eq.(6) is to be taken over all possible parton types, including in our case photons, which may participate in the hard scattering reaction.

When radiative corrections are taken into account the structure and fragmentation functions acquire a scale dependence, which is typically taken as approximately the order of magnitude of the transverse momentum squared ($p_T^2$) of the produced hadron, but is not uniquely defined in the theory. Given measured values for these functions at some arbitrary scale $Q_0^2$, perturbative QCD can be used, via the Altarelli-Parisi evolution equations [22], to predict their values at any higher scale $Q^2$. We thus have a clear recipe for calculating the cross section which consists of combining hard scattering cross sections with evolved structure and fragmentation functions according to the eq.(6).

In LO in QCD the structure and fragmentation functions are evolved from $Q_0^2$ using the LO Altarelli-Parisi evolution equations and the hard scattering cross section is calculated in the Born approximation, i.e., only $2 \rightarrow 2$ scattering is explicitly considered. The contributions from gluon radiation off quarks and gluon (or photon) splitting into quark-antiquark pairs are implicitly taken into account in the collinear limit only. This procedure represents an all orders calculation but one where only leading logarithms in the perturbation series are retained and summed [23]. A consequence of this treatment is that there is no factorisation scheme dependence in the cross section because no explicit factorisation procedure is carried out. Applied to the case of $\gamma\gamma$ scattering the schematic formula (eq.(6)) becomes:

$$d\sigma^{\gamma\gamma \rightarrow HX} = \int dz \left[ \sum_x d\sigma^{\gamma\gamma \rightarrow x} \right. \\
+ \sum_{a,c} \int dx_1 f_a^o(x_1, M^2) d\sigma^{a\gamma \rightarrow x} + \sum_{b,c} \int dx_2 f_b^o(x_2, M^2) d\sigma^{b\gamma \rightarrow x} \\
+ \sum_{a,b,c} \int dx_1 f_{a}^o(x_1, M^2) \int dx_2 f_{b}^o(x_2, M^2) d\sigma^{ab \rightarrow cX} \right] D_{H/c}(z, M^2). \quad (7)$$

The first term is the direct contribution while the second and third terms are the once- and twice-resolved contributions respectively. It should be stressed that, in leading order, eq.(7) represents a calculation where all the three contributions are $O(\alpha_s^2)$. This is despite the fact that the hard scattering cross sections for the three classes of processes are $O(\alpha_s^2)$, $O(\alpha_s\alpha_m)$ and $O(\alpha_s^2)$ for the direct, once- and twice-resolved processes respectively (see Appendices A and B). The reason for this is the unique dependence of the photon structure function on the coupling constants [24]. It is proportional to $\alpha_m / \alpha_s$, and can cancel one
(two) powers of $\alpha_s$ in the once (twice)-resolved processes. Note also that the direct process is a pure QED process involving only electromagnetic couplings in LO. The presence of the QCD processes in eq.(7) is a direct consequence of the coupling of the photon to a $q\bar{q}$ pair before interaction with the other photon.

One very important feature of the LO calculation as outlined above is that the hard subprocess cross sections, except for the direct case, are only scale dependent via the renormalisation scale $\mu^2$, through the LO QCD coupling constant

$$\alpha_s(\mu^2) = \frac{4\pi}{\beta_0 \ln \frac{\mu^2}{\Lambda^2}}, \quad (8)$$

where $\beta_0 = 11 - 2/3N_f$, $\Lambda$ is the QCD mass scale, and $N_f$ is the number of active quark flavours. The full cross section is of course dependent on the choice of the scales, $M^2$ and $M^2_F$ where the the collinear singularities, implicit in the LO treatment, are absorbed into the structure and fragmentation functions respectively. This treatment in which only leading logarithmic terms are retained in each part of the factorised cross section leads to a strong dependence of the cross section on the choice of these arbitrary scales. This is one of the main drawbacks of the LO calculation. As we shall show below, performing the calculation in NLO usually leads to a significant reduction in this scale dependence due to a scale dependence cancellation mechanism which works as follows: As in eq.(1) the hard scattering cross section in NLO is written as

$$d\hat{\sigma}(LO) + \alpha_s K(\hat{s},\hat{v},\mu^2, M^2, M^2_F) \quad (9)$$

where the explicit dependence on $M^2$ in the second term cancels to some extent the $M^2$ dependence of the LO cross section (eq.(7)), due to the structure function dependences on $M^2$ via the Altarelli-Parisi evolution equations. A scale cancellation mechanism also exists for the other scales, but since these are the same as for hadron-hadron processes, and we are mainly concerned with the unique behaviour of the photon, we do not discuss them here. As we shall see in the case of photoproduction processes, the simple separation into direct and resolved photon contributions, which was well defined in LO, is no longer so well defined.

Consider what happens when $O(\alpha_s)$ radiative gluon corrections are calculated for the direct contribution in eq.(7), where $c$ is a quark. First of all we have the interference between the virtual diagrams in Fig.3b and the lowest order Born diagrams in Fig.3a. The calculation is performed in $4 - 2\epsilon$ dimensions [25] where all ultraviolet, collinear and infrared (soft) singularities encountered show up as poles in $\epsilon$. Singularities from simultaneously soft and collinear regions of phase space are represented as double $(1/\epsilon^2)$ poles. First the ultraviolet poles are subtracted off by choosing an appropriate renormalisation
scheme. In our calculation we use the \( \overline{\text{MS}} \) renormalisation scheme where the poles are subtracted along with attendant Euler constant \( \gamma_E \) and \( \ln 4\pi \) [26].

The next step is to calculate the real gluon emission processes in Fig. 3c. The method for performing this will be outlined in the next section. Here we only consider the structure of the results. Performing the calculation in \( 4-2\epsilon \) dimensions, all soft and collinear singularities are exposed as poles in \( \epsilon \). Adding the result to the virtual corrections leads to a cancellation of all soft and double poles. The remaining collinear poles must now be factored into the structure and fragmentation functions at scales \( M^2 \) and \( M_F^2 \) (in the \( \overline{\text{MS}} \) scheme in our case). This procedure creates a dependence of the hard cross section on the scales \( M^2 \) and \( M_F^2 \), which are shown in eq.(9) in the second term.

One must recall that the process we are considering here is the direct scattering of two photons, and that the scale \( M^2 \) corresponds to the scale at which the photon distribution function is tested. This clearly means that in NLO the direct processes are no longer independent of the once-resolved processes. A similar argument would show that the same situation is encountered between the once and twice-resolved processes.

To be more specific, we consider now in detail the cancellation mechanism for the scale dependence and show explicitly the interdependences of the various contributing processes. In NLO we can rewrite the schematic process in eq.(7) in the form

\[
\begin{align*}
d\hat{\sigma}_{\gamma\gamma \to HX} &= \int dz \left\{ \sum_{a,c} \left[ d\hat{\sigma}_{\gamma\gamma \to eX} + \frac{\alpha_s(\mu^2)}{2\pi} K^{\gamma\gamma \to eX}(\hat{s}, v, w, M^2, M_F^2) \right] \right. \\
&\quad + \sum_{a,c} \int dx_1 f_a^c(x_1, M^2) \left\{ d\hat{\sigma}_{\gamma\gamma \to eX} + \frac{\alpha_s(\mu^2)}{2\pi} K^{\gamma\gamma \to eX}(\hat{s}, v, w, M^2, M_F^2) \right\} \\
&\quad + \sum_{b,c} \int dx_2 f_b^c(x_2, M^2) \left\{ d\hat{\sigma}_{\gamma\gamma \to eX} + \frac{\alpha_s(\mu^2)}{2\pi} K^{\gamma\gamma \to eX}(\hat{s}, v, w, M^2, M_F^2) \right\} \\
&\quad \left. + \sum_{a,b,c} \int dx_1 f_a^c(x_1, M^2) \int dx_2 f_b^c(x_2, M^2) \left\{ d\hat{\sigma}_{\gamma\gamma \to eX} + \frac{\alpha_s(\mu^2)}{2\pi} K^{\gamma\gamma \to eX}(\hat{s}, v, w, M^2, M_F^2) \right\} \right\} D_{H/c}(z, M_F^2),
\end{align*}
\]

using the same notation as before. Note that, for brevity, we have not explicitly written out the dependences of the hard subprocess cross sections on the couplings \( \alpha_{\text{em}} \) and \( \alpha_s \), but only the relative \( O(\alpha_s) \) dependences of the HO processes with respect to their LO counterparts. As stated above, we consider dependence on the initial state factorisation scale \( M^2 \) only since the dependence on \( \mu^2 \) and \( M_F^2 \) are similar to the case for purely hadronic processes.
Neglecting the $M^2$ independent LO contribution to the direct process, due to the factorisation process we can rewrite the three contributions to the hard subprocess cross sections in the forms

$$d\hat{\sigma}^{\gamma\gamma} = \frac{\alpha_{em}}{2\pi} \left\{ P_{r\gamma} * \hat{d}\sigma^{\gamma\gamma} + P_{r\gamma} * \hat{d}\sigma^{\gamma i} \right\} \ln \frac{\hat{s}}{M^2} + k^{\gamma\gamma}(\hat{s}, v, w, M_F^2)$$

(11)

$$d\hat{\sigma}^{\gamma i} = f_i^\gamma \left[ d\hat{\sigma}^{\gamma i} + \left\{ \frac{\alpha_{em}}{2\pi} P_{r\gamma} * \hat{d}\sigma^{ij} + \frac{\alpha_s}{2\pi} P_{ij} * \hat{d}\sigma^{\gamma\gamma} \right\} \ln \frac{\hat{s}}{M^2} + k^{\gamma i}(\hat{s}, v, w, M_F^2) \right]$$

(12)

and a similar form for $d\hat{\sigma}^{\gamma i}$, plus

$$d\hat{\sigma}^{ij} = f_i^\gamma f_j^i \left[ d\hat{\sigma}^{ij} + \left\{ \frac{\alpha_{em}}{2\pi} P_{ik} * \hat{d}\sigma^{kj} + \frac{\alpha_s}{2\pi} P_{ji} * \hat{d}\sigma^{il} \right\} \ln \frac{\hat{s}}{M^2} + k^{ij}(\hat{s}, v, w, M_F^2) \right]$$

(13)

where the general convolution is represented by $\ast$, and the terms $k$ represent the HO contributions independent of $M^2$, and summation over repeated indices is implied. We have written explicitly only the coupling constants connected with the splitting functions and absorbed the others into the structure functions and hard subprocess cross sections.

To see the variation with $M^2$, as an example, we differentiate the eqs.(11) and (12) with respect to $\ln M^2$ and obtain

$$\frac{\partial(d\hat{\sigma}^{\gamma\gamma})}{\partial \ln M^2} = -\frac{\alpha_{em}}{2\pi} \left\{ P_{r\gamma} * \hat{d}\sigma^{\gamma\gamma} + P_{r\gamma} * \hat{d}\sigma^{\gamma i} \right\}$$

(14)

and

$$\frac{\partial(d\hat{\sigma}^{\gamma i})}{\partial \ln M^2} = \left\{ \frac{\alpha_{em}}{2\pi} P_{r\gamma} + \frac{\alpha_s}{2\pi} P_{ij} \right\} \ast \left\{ \hat{d}\sigma^{\gamma i} + K^{\gamma i} \right\} + f_i^\gamma \ast \frac{\partial K^{\gamma i}}{\partial \ln M^2}$$

(15)

where eq.(15) follows from the inhomogeneous evolution equation for the photon structure function

$$\frac{\partial f_i^\gamma}{\partial \ln M^2} = \frac{\alpha_{em}}{2\pi} P_{r\gamma} + \frac{\alpha_s}{2\pi} P_{ij} \ast f_j^i.$$  

(16)

Thus we see that the scale dependence of the direct contribution is cancelled by a corresponding dependence in the once resolved process, controlled by the inhomogeneous term in the evolution equation for the photon structure function (first term in eq.(16)). We have not explicitly shown the corresponding cancellation between the once- and twice-resolved processes which are controlled by the homogeneous term in eq.(16), but an examination of eqs.(12) and (13) will show that this cancellation does indeed occur.

The scale dependence cancellation mechanism between the once- and twice-resolved processes is of similar form to that between the direct and resolved contributions in $\gamma$-hadron interactions, and were considered in refs.[8] and [10]. In the former reference it
was shown explicitly how the scale dependence of the NLO direct component is cancelled by a similar dependence in the resolved contribution to $O(\alpha_{em}\alpha_s^2)$.

This concludes our discussion of the separation of direct and resolved contributions to photoproduction where we have demonstrated the difficulties involved in this naive separation beyond the leading order. We now give a brief discussion of the standard methods for integrating the matrix elements.

3 Integration of Matrix Elements

We consider first the direct contributions to $\gamma\gamma$ scattering. The virtual corrections can be obtained from many sources [11,27,28,29], or even, in principle, from virtual corrections to processes like $q\bar{q} \rightarrow \gamma g$ which can be found in the literature, but they are also quite simple to calculate. We checked our results against those of ref.[29] after removing non-abelian couplings and adjusting colour factors and found complete agreement. We give the results here for completeness. They are

$$\frac{d\hat{\sigma}^V}{d\omega d\omega'} = \frac{\alpha_s^2 C_F}{2\pi} \frac{C}{\Gamma(1-2\epsilon)} \left\{ \frac{4\pi \mu^2}{s} \right\}^\epsilon \left[ -\frac{2T_{\gamma\gamma}}{\epsilon^2} + \frac{4 + T_{\gamma\gamma}}{\epsilon} + \frac{1}{v} \ln^2(1-v) + \ln(1-v) + \ln(1-v) + 1 + \frac{2 + \ln v}{v} \ln^2(1-v) + \left( \frac{1}{v} \right) \ln^2(1-v) + \right\}$$

where

$$T_{\gamma\gamma} = \left( \frac{v}{1-v} + \frac{1-v}{v} \right)$$

and

$$C = \frac{2\pi N_C \alpha_{em}^2 e_q^2 \mu^2}{s} \left( \frac{4\pi \mu^2}{sv(1-v)} \right)$$

and $N_C = 3$ and $C_F = (N_C^2 - 1)/2N_C$. $e_q$ represents the fractional charge of the quark. All the relevant integrals needed to perform this calculation can be found in ref.[30].

The $2 \rightarrow 3$ process we need to consider is

$$\gamma\gamma \rightarrow q\bar{q}g.$$
and finally adjusting colour factors. The next step is to integrate over the phase space of the unobserved final state partons. Thus we wish to calculate the cross sections for the processes

\[
\begin{align*}
\gamma\gamma & \rightarrow q + X \\
\gamma\gamma & \rightarrow \bar{q} + X \\
\gamma\gamma & \rightarrow g + X.
\end{align*}
\]

(21)

Clearly the first two processes will give identical results.

The phase space integrals to be evaluated are the angular integrals in the expression

\[
PS_3 = \frac{\delta}{(4\pi)^4 \Gamma(1-2\epsilon)} \left[ \frac{4\pi}{\delta} \right]^{2\epsilon} \int_0^1 dvu^{1-2\epsilon}(1-v)^{-\epsilon} \int_0^1 dw (1-w)^{-\epsilon} \int_0^\pi d\theta_1 \sin^{1-2\epsilon}\theta_1 \int_0^\pi d\theta_2 \sin^{-2\epsilon}\theta_2 |M|^2
\]

(22)

where $|M|^2$ is the matrix element squared, properly averaged over initial spins and colours and summed over final ones, expressed in terms of suitable invariant products of the momenta of the participating partons, such as, for example, the product $s_{ij} = (p_i + p_j)^2$. These integrals are most easily performed in the rest frame of the two outgoing unobserved partons [32], in which case the integrals for simple products and ratios of the Mandelstam variables are standard and are given, for example in ref.[30]. The matrix element, $|M|^2$, is, in general not given in terms of simple products and ratios of the invariants but, since only five of the ten usually present are independent the rest can be eliminated, and the relationships between the remaining ones can then be used to reduce complex combinations of them to the simple products and ratios required for integration.

In evaluating the phase space integrals one often encounters situations where the expression $(1-w)$ appears in the denominator. This term, which can come from various sources in the phase space integral, and obviously gives a singularity when $w \rightarrow 1$, is regulated by combining it with the factor $(1-w)^{-\epsilon}$ in eq.(22) and expanding it via the distributions

\[
(1-w)^{-1-\epsilon} = -\frac{1}{\epsilon} \delta(1-w) + \frac{1}{(1-w)_+} - \epsilon \left[ \frac{\ln(1-w)}{1-w} \right]_+ + O(\epsilon^2).
\]

(23)

where the 'plus' distributions are defined by

\[
\int_0^1 \frac{f(w)}{(1-w)_+} dw = \int_0^1 \frac{f(w) - f(1)}{(1-w)^+} dw.
\]

(24)

The phase space integrals for $\gamma\gamma \rightarrow q(\bar{q}) + X$ yields results containing $1/\epsilon^2$ as well as $1/\epsilon$ poles, while for $\gamma\gamma \rightarrow g + X$ only the latter are produced. The latter process
has no virtual contributions at $O(\alpha_s)$ and thus integration of the $2 \rightarrow 3$ matrix elements and factorisation of the collinear singularities completes the calculation. For the inclusive (anti)quark production processes the virtual corrections are added to the $2 \rightarrow 3$ contributions in which case all $1/\epsilon^2$ poles immediately cancel out. The remaining collinear poles must now be factorised as discussed in the previous section. As an example, the collinear configurations shown in Fig.4 lead to singularities in the inclusive quark process and the factorisation formula is thus

$$
\frac{1}{\delta v} \frac{d\sigma^F}{d\delta v d\delta w} = -\frac{\alpha_s}{2\pi} \left[ \frac{1}{\delta v} H_{\gamma\gamma}(w, M^2) \frac{d\sigma^{\gamma\gamma-gg}}{dv}(w\delta, v, \epsilon) + \frac{1}{\delta(1-vw)} H_{\gamma\gamma} \left( \frac{1-v}{1-vw}, M^2 \right) \right] \\
\times \frac{d\sigma^{\gamma\gamma-gg}}{dv} \left( \frac{1-v}{1-vw} \delta, vw, \epsilon \right) + \frac{1}{\delta(1-v+w)} H_{\gamma\gamma}(1-v+vw, M_F^2) \\
\times \frac{d\sigma^{\gamma\gamma-gg}}{dv} \left( \delta, \frac{vw}{1-\delta(v+w)}, \epsilon \right), 
$$

(25)

where

$$
H_{ij}(z, M^2) = -\frac{1}{\tilde{\epsilon}} P_{ij}(z) \left( \frac{\mu^2}{M^2} \right)^{\epsilon} + f_{ij}(z) \\
\tilde{H}_{ij}(z, M_F^2) = -\frac{1}{\tilde{\epsilon}} P_{ij}(z) \left( \frac{\mu^2}{M_F^2} \right)^{\epsilon} + d_{ij}(z), 
$$

(26)

and $1/\tilde{\epsilon} = 1/\epsilon - \gamma_E + \ln 4\pi$. The functions $P_{ij}(z)$ are the Altarelli-Parisi splitting functions, and the choices made for the functions $f_{ij}(z)$ and $d_{ij}(z)$ constitutes the factorisation scheme. We use the $\overline{MS}$ scheme which implies the choices $f_{ij}(z) = d_{ij}(z) = 0$.

We take this opportunity to note that for a consistent implementation of the $\overline{MS}$ scheme, the spin averaging for the incoming photons and gluons should be taken as $1/2(1-\epsilon)$ and not $1/2$ as was done in ref.[11]. Throughout our calculation we use the former choice, and indicate the difference between the two by the parameter $\lambda$ (Appendices A and B). The choice $\lambda = 1$ corresponds to the $\overline{MS}$ scheme.

The remaining $2 \rightarrow 3$ processes calculated in this paper all contribute to the once resolved processes. They are

$$
\gamma q \rightarrow g + g + q \\
\gamma q \rightarrow g + q + \bar{q} \\\n\gamma q \rightarrow q + q' + \bar{q}' \\
\gamma q \rightarrow g + q + \bar{q} 
$$

(27)

which are integrated to give the inclusive processes

$$
\gamma q \rightarrow q + X
$$
\[
\begin{align*}
\gamma q & \to g + X \\
\gamma g & \to q + X \\
\gamma g & \to g + X \\
\gamma q & \to q' + X,
\end{align*}
\]

where antiquarks are also implied. The first three processes all have contributions from virtual diagrams. The virtual corrections to the processes

\[
\begin{align*}
\gamma q & \to qg \\
\gamma g & \to q\bar{q}
\end{align*}
\]

where calculated in refs.\[11\] and \[29\] respectively. We use these results in our calculation after checking that crossing the results of the latter yields exactly the results given in the former reference. The unintegrated 2 \to 3 matrix elements calculated in ref.\[31\] were again crossed to obtain those for the processes in eq.(27).

The procedure for integration of the matrix elements and factorising the collinear singularities is again the same as outlined above and our final results are presented in Appendices A and B, where they are given in the form

\[
\hat{s} \frac{d\hat{\sigma}}{dvdw} = \hat{s}vK(\hat{s}, v, w, \mu^2, M^2, M_f^2) =
\]

\[
\begin{align*}
&\left[c_1 + \hat{c}_1 \ln \left(\frac{M_f^2}{\hat{s}}\right) + \hat{c}_1 \ln \left(\frac{M_f^2}{\hat{s}}\right) + \hat{c}_1 \ln \left(\frac{\mu^2}{\hat{s}}\right)\right] \delta(1-w) + \\
&\left[c_2 + \hat{c}_2 \ln \left(\frac{M_f^2}{\hat{s}}\right) + \hat{c}_2 \ln \left(\frac{M_f^2}{\hat{s}}\right)\right] \frac{1}{1-w} + \\
&+ c_3 \ln (1-w) + \\
&+ c_4 \ln (1-v) + c_5 \ln (1-v+w) + c_7 \ln (1-v+w) + c_8 \ln (1-v) + c_9 \ln w + \\
&+ c_{10} \ln (1-w) + c_{11} + \hat{c}_{11} \ln \left(\frac{M_f^2}{\hat{s}}\right) + \hat{c}_{11} \ln \left(\frac{M_f^2}{\hat{s}}\right) + c_{12} \ln (1-v+w) + \\
&+ c_{13} \ln w + c_{14} \ln \left(\frac{1-v}{1-v+w}\right) \frac{1-w}{1-w},
\end{align*}
\]

and expressions are given for the coefficients, \(c_i\). The FORTRAN code for these coefficients can be obtained upon request \[33\]. We note here that the coefficients obtained for the direct processes (eq.(21)) are of identical form to the corresponding ones for the once-resolved processes involving a gluon in the initial state (the third and fourth processes in eq.(28)) once terms proportional to \(N_C\) are eliminated. Since the matrix elements were integrated separately, this serves as a check on both calculations.

The contribution from the twice-resolved processes are exactly those relevant for hadron-hadron scattering and all higher corrections to these have been calculated \[12\]
and the results are generally available. We make use of these matrix elements in our calculation.

Finally, a note on the use of the coefficients in a numerical calculation. If, as in eqs. (1) and (5), the lower limit of the $w$ integration is not zero but has a value $A$, then the ‘plus’ distributions must be transformed via

$$
\frac{1}{(1-w)_A} \to \frac{1}{(1-w)_A} + \ln(1-A)\delta(1-w)
$$

$$
\left( \frac{\ln(1-w)}{1-w} \right)_+ \to \left( \frac{\ln(1-w)}{1-w} \right)_A + \frac{1}{2} \ln^2(1-A)\delta(1-w),
$$

where the new distributions are defined by

$$
\int_A^1 f(w) (1-w)_A dw = \int_A^1 f(w) - f(1) (1-w) dw.
$$

and similarly for $\{\ln(1-w)/(1-w)\}_+$. Also, when the reversed processes, i.e. $x_1 \leftrightarrow x_2$, are required, for example, $q\gamma \to q + X$, then the replacements

$$
v \to 1 - vw
$$

$$
w \to \frac{1 - v}{1 - vw}
$$

are necessary.

4 Numerical Results

In this section we present numerical results for $\pi^0$ photoproduction first at $e^+e^-$ colliders (LEP2) and then at the $ep$ collider HERA. In both calculations we use the GRV [17] and GS [18] parametrisations of the photon distributions which are available both in LO and NLO, and we use exclusively the GRV proton distributions after checking that the MRS(D') [34] give very similar results. We shall see that the GRV and GS distributions represent steep and flat distributions respectively in the low $x$ region and between them should bracket the extremes of reasonable estimates for these functions. For the $\pi^0$ fragmentation functions we use the recent NLO parametrisations of ref.[15] which are in the $\overline{MS}$ scheme, and take set(I) as standard after checking that set(II) gives essentially similar results. There are no corresponding LO sets for these distributions.

Throughout this calculation we try to be consistent by using only LO parameters in LO estimates of the cross section and NLO parameters in NLO estimates. By NLO we
mean the full cross section of LO contributions plus higher order corrections as implied in eqs.(1) and (5). Thus, for example, when evaluating K-factors the denominators are evaluated using LO hard subprocess sections with LO evolved parton distributions as well as the LO expression (eq. (8)) for the strong coupling. The only exceptions to this are, of course the fragmentation functions. We use the approximation

$$\alpha_s(\mu^2) = \frac{2\pi}{\beta_0 \ln(\mu^2/\Lambda^2)} \left[ 1 - \frac{\beta_1 \ln[\ln(\mu^2/\Lambda^2)]}{\beta_2^2 \ln(\mu^2/\Lambda^2)} \right]$$

(33)

for the strong coupling, where $\beta_1 = 102 - 38/3N_f$, and $N_f$ the number of active quark flavours is fixed to 4. The value of the QCD scale parameter $\Lambda$ is chosen to correspond to the photon distributions in use, except at HERA where we always choose it to correspond with the proton distributions. Finally, unless otherwise stated, the scales $\mu^2 = M^2 = M_T^2 = p_T^2$ are always used.

### 4.1 $\pi^0$ Production at LEP2

At LEP2 we take the energy in $e^+e^-$ centre-of-mass (cms) system to be fixed at $\sqrt{s_{e^+e^-}} = 200$ GeV. This corresponds to a 100 GeV electron/positron beam energy in eq.(2).

In fig.5 we show the K-factor for the full cross section, i.e., the sum of direct, once- and twice resolved contributions, defined by

$$K = \frac{\frac{ds}{dp_Tdy}^{NLO}}{\frac{ds}{dp_Tdy}^{LO}}$$

(34)

at rapidity $y = 0$ for the produced $\pi^0$, as given by the GS and GRV distributions, as a function of $p_T$. This quantity is usually taken to indicate the relative importance of the higher order corrections to a process, and thus to determine the good behaviour of the perturbation series if it is reasonably small, i.e. less than about 1.5 (when the corrections are positive). Clearly the K-factor is within this region for both distributions but show the expected rise at the extremes of phase space. The GRV distributions give consistently larger K-factors but the two diverge significantly only in the low $x_T$ ($x_T = 2p_T/\sqrt{S} \leq 0.1$) region. The explanation for this behaviour is not clear since the LO and NLO versions of both sets of distributions were consistently used.

We next compare in fig.6 the various contributions to the cross section in NLO at $y = 0$ using the GS distributions. As expected the contributions involving the photon distributions are significant in the lower $p_T$ ($\leq 5$ GeV) region only when compared to
the direct contribution. Sensitivity of the cross section to these functions can therefore only be expected in this region. In addition, the cross section is small outside the lower $p_T$ region and thus may not be easily measurable. When the GRV distributions are used instead, both the once and twice resolved contributions are increased relative to the direct. As can be seen from fig.7 the full cross section is increased by as much as 45% relative to the GS prediction. This reflects the larger gluon distribution of the GRV parametrisation which, of course, also leads to larger quark distributions in the low $x$ region.

Making the reasonable assumption that only the full (the sum of the three contributions) cross section will yield enough events to be of use for constraining the QCD parameters, we show in figs.8a and 8b the $p_T$ distributions for the full cross section using the GS and GRV parametrisations respectively. The dashed curves show the effect of neglecting completely the contributions for gluons in the initial state, i.e., setting $g^\gamma = 0$. Short of evolving new distributions with different inputs for the gluon this is perhaps the best way of checking sensitivity to $g^\gamma$. We see, as expected, that sensitivity to $g^\gamma$ is restricted to the low $p_T$ region only. The magnitude of this sensitivity can be seen more clearly in figs.9a and 9b, where we show the rapidity distributions at for $p_T = 5$ GeV. Clearly measurement with good statistics would be able to discriminate between the two curves in each case, and thereby determine the presence of a contribution from $g^\gamma$. Such measurements may quite possibly also be able to discriminate between the GS and GRV distributions, since as can be easily seen they give different predictions for the cross section.

To be certain of measuring $g^\gamma$ it would of course be better to increase the cms energy in the $e^+e^-$ system. Fig.10 shows the $p_T$ distributions for all three contributions and their sum at $y = 0$ using the GRV distributions for a cms energy of $\sqrt{s_{e^+e^-}} = 1000$ GeV. The cross section is obviously significantly larger than at LEP2, and furthermore the double resolved contributions will dominate the cross section for $p_T \leq 10$ GeV. The single resolved contribution, which of course is also sensitive to the photon distributions, is also increased relative to the direct one in this $p_T$ region.

To summarise, measurement of the cross section of single inclusive $\pi^0$ photoproduction at LEP2 could yield as much information on the photon distribution functions as the study of jet production at TRISTAN has [1] and if in the future the cms energy could be increased at $e^+e^-$ colliders then there is no doubt that $\pi^0$ photoproduction will yield quantitative information on these functions and perhaps other QCD parameters.
4.2 $\pi^0$ Production at HERA

The $ep$ collider HERA offers at the present time the best opportunity for the study of photoproduction processes. The large cms energy, $\sqrt{s_{e^+e^-}} \sim 300$ GeV, means that an extended kinematic region may be probed as compared to the situation at $e^+e^-$ machines. As far as measurement of the photon distribution functions are concerned, a possible drawback with a $\gamma p$ as opposed to a $\gamma\gamma$ reaction is that it must be assumed that the proton distributions are known. For example, in processes initiated by $gg$ scattering, if $g^p$ is not known then one extra unknown is present as compared to the case of initial $g^\gamma g^\gamma$ scattering. Luckily, the parton distributions of the proton are presently far more accurately known than those for the photon, thus largely removing this potential handicap.

In our numerical study we present results exclusively for the GRV [16] proton distributions, and fix the electron and proton beam energies at 30 GeV and 820 GeV respectively. Negative rapidity is taken as the direction in which the proton is travelling. As we shall see this last choice results in a boosting of the reaction products toward negative rapidity due to the significantly larger proton beam energy. In this region the photon distributions are probed at smaller-$x$, which can be a positive feature since this is precisely the region where they are least accurately known. The exploitation of this asymmetry in the rapidity distribution of the cross section is of course restricted by detector design limitations, which restricts the region where the cross section can be measured to $y \geq -2$ to $-3$. It will nevertheless still aid in measuring the photon distributions since, as we shall see, it means that the direct contributions will be suppressed relative to the resolved ones at negative rapidity in the low to medium $p_T$ region where the cross section will be largest. The explanation for this effect is quite simply that the direct contributions involve reaction with a more energetic particle (the photon) moving toward positive rapidity than do the resolved contributions, where the photon must first produce a parton with only some fraction of its own momentum which then reacts with the proton. Thus as we shall see tagging of the photon fragments with all its attendant difficulties in order to identify the resolved contributions will prove unnecessary in certain interesting kinematic regions.

Fig.11 shows the rapidity distribution of the resolved and direct contributions both in LO and NLO at $p_T = 5$ GeV for the GRV and GS distributions. The first obvious feature of the results is that the higher order corrections to both contributions are relatively small in all the regions displayed (the GRV LO and NLO curves for the resolved contributions must be compared). Thus the perturbative stability of the predictions is immediately established. It is also very clear that the GRV and GS photon distributions give significantly different predictions for the resolved contributions indicating that the
cross section is sensitive to the photon distributions in this region. Finally as we anticipated above the resolved contributions totally dominate the cross section except in the very extreme positive rapidity region shown.

In fig.12 we see that the cross section is quite substantial out to \( p_T \sim 25 \) GeV at \( y = -2 \) and thus there should be many events accumulated here in the experiments. It can also be seen that the resolved contributions still dominate the cross section out to this \( p_T \) value, as predicted by both the GRV and GS distributions. This is seen even more clearly in fig.13 where we plot the ratio of direct to resolved contributions vs \( p_T \) at the same rapidity for both parametrisations of the photon distributions. Here the difference between the GS and GRV predictions show up even more clearly. According to GRV the direct contributions do not overtake the resolved until \( p_T \sim 40 \) GeV, whereas for GS the value is about 30 GeV.

In order to check for sensitivity to the photonic gluon \( g^\gamma \) we show in figs.14a and 14b, for the GS and GRV parametrisations respectively, the effect on the resolved contributions of neglecting all gluon initiated processes by setting \( g^\gamma = 0 \) in the calculation. In both cases the effect is a very significant fall in the predicted cross section which is most significant, as may be expected, in the low-\( p_T \) region. For the GS distributions at \( p_T = 5 \) GeV there is a 55 \% fall in the cross section, while at \( p_T \sim 40 \) GeV the reduction is only \( \sim 13 \% \). The corresponding figures for GRV are 50 \% and 10 \% respectively. We can safely conclude from these figures that the cross section is quite sensitive to \( g^\gamma \) in the lower \( p_T \) region around \( y = -2 \).

Fig.15 shows the scale dependence of the cross section (in NLO) at \( p_T = 10 \) GeV. Included for comparison are the separate scale dependences of the resolved and direct contributions. In fig.15a we vary all the scales in the cross section, i.e., we set \( \mu = M = M_F = \xi p_T \) and vary \( \xi \) in the region \( 0.2 \leq \xi \leq 2 \). It is quite obvious that the direct and particularly the resolved contributions separately have very significant dependences on the scales, but as can be seen adding the two together significantly reduces this dependence. If we measure the scale dependence by the ratio of the maximum to the minimum value of the cross section obtained by varying \( \xi \) between the limits stated above, then the direct and resolved contributions have scale dependences of magnitude 6 and 12.6 respectively, whereas the sum has a dependence of just 2.

Fig.15b shows the effect of varying the factorisation scale \( M \) only, while holding the other scales fixed at \( \mu = M_F = p_T \). This demonstrates nicely the operation of the scale compensation mechanism discussed in section 2.2. The direct and resolved contributions have separately scale dependences of magnitudes 3.2 and 1.4 respectively, while the sum
has a value of less than 1.1, as depicted by the almost flat line in the figure.

Finally in fig.16 we compare the scale dependence of the full LO and NLO predictions for the cross section at $p_T = 40$ GeV, where all scales are varied. As one would expect, the NLO prediction has a much weaker scale dependence than the LO one. The magnitudes, as we defined it above, are 4.6 for the LO and 1.6 for the NLO prediction. We also see, as demonstrated in many places before, that the LO and NLO predictions coincide at around $\xi \sim 1$, indicating that the usual choice of scales corresponding to this value for $\xi$ lead to maximum perturbative stability for the predictions.

5 Conclusions

We have performed the first complete and consistent calculation of inclusive hadron photoproduction at $e^+e^-$ and $ep$ machines in NLO QCD. Our predictions show the expected reduced sensitivity to variations in the factorisation/renormalisation scales over the corresponding LO ones, although for reasonable choice of scales the size of the higher order corrections are still quite small, indicating the perturbative stability of the cross sections. These results highlight the by now well known fact that such beyond LO calculations have the potential to allow for quantitative tests of QCD theory, provided that important parameters such as structure and fragmentations are accurately known.

The results of our study of inclusive $\pi^0$ production at LEP2 and HERA indicate sensitivity to the photon distributions in kinematic regions which are accessible for measurements. This means that measurement of the cross sections will yield useful information on these functions. We have also shown that increasing the cms energy in the $e^+e^-$ system to 1000 GeV would significantly enhance the cross section leading to easier measurement of the cross section as well as to increased sensitivity to the photon distributions.
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Appendix A: The Processes $\gamma\gamma \rightarrow c + X$.

We list here our results for the integrated matrix elements for inclusive production of quarks and gluons from photon-photon collisions. We make use of the abbreviations:

\[
\begin{align*}
Y &= 1 - v + vw \\
X &= 1 - vw \\
v_i &= i - v \\
T_{\gamma\gamma} &= \left(\frac{v}{1 - v} + \frac{1 - v}{v}\right)
\end{align*}
\]

where $i = 1, 2, 3$, $\lambda = 1$ should be taken as discussed in Section 3. The LO born cross section $\gamma\gamma \rightarrow q\bar{q} + X$ is:

\[
\frac{d\hat{\sigma}}{dv} = \frac{2\pi\alpha_{em}^2 N_C\epsilon^4}{s^2} T_{\gamma\gamma}.
\]

\[\gamma\gamma \rightarrow q(\bar{q}) + X \]

\[
\begin{align*}
\hat{c}_1 &= 0, \quad \hat{c}_2 = 0, \quad \hat{c}_2 = 0 \\
c_1 &= \frac{C_F N_C T_{\gamma\gamma}}{(1 - 2vv_1)} \left(\ln v_1 v(2 + v) - \frac{\ln v(-3 + 2v + 4v^2)}{2} + \ln^2 v(3v^2 + 2v_1) + \left(-\frac{7}{2} + \frac{2\pi^2}{3}\right)(1 - 2vv_1) + \ln^2 v_1(1 + v_1^2)\right) \\
\hat{c}_1 &= -\frac{C_F N_C T_{\gamma\gamma}(3 + 4 \ln v)}{2} \\
c_2 &= \frac{C_F N_C T_{\gamma\gamma}(-3 + 4 \ln v)}{2} \\
\hat{c}_2 &= -2C_F N_C T_{\gamma\gamma} \\
c_3 &= 2C_F N_C T_{\gamma\gamma} \\
c_5 &= \frac{C_F N_C}{vv_1} \left(\frac{-2v^2 v_1}{X^2} - \frac{2v^2 v_1}{Y} - 2(1 + 2v^2) v_1 + \frac{2v^2 v_1^2}{X^3} + \frac{v^2(3 - 2v v_2)}{X} + \frac{v_1(3 - 2vv_1)}{w} - 2(-v^2 + 2v^3 - v_1 w)\right) \\
c_6 &= \frac{C_F N_C}{vv_1} \left(\frac{2v}{X^2} - \frac{(-3v^2 + 8v^3 - 2v_1)}{X v_1} - \frac{2vv_1}{X^3} - \frac{v(3 - 2v v_2)}{X v_1} + \frac{(-5 + 11v - 7v^2 + 5v^3)}{vv_1 w} + \frac{(-2v^2 + 5v^3 - 2v_1 w)}{vv_1}\right) \\
c_7 &= -\frac{2C_F N_C}{Y v w} (Y + 2v^2 w)
\end{align*}
\]
\[ c_8 = -c_6 + \frac{2CFNC}{v_1w}(1 + v^2(1 - w)^2) \]
\[ c_9 = \frac{-2CFNC}{vv_1w}(-v_1 + v^2w + v^3w^2) \]
\[ c_{10} = c_5 - \frac{2CFNC}{v_1w}(1 + v^2(1 - w)^2) \]
\[ c_{11} = \frac{CFNC}{vv_1} \left( 5 \frac{v^2(-1 - 3v + v^2)}{X} + \frac{5v^2v_1}{X^2} + \frac{2v_2v_1}{Y} - \frac{6v_1^2}{X^2} - 3vv_2 + \frac{(3 - 2v + 6v^2)v_1}{2w} \right) 
+ \lambda \frac{CFNC}{vv_1} \left( 3v^2 - 4v^3 + 2v_1 \right) + \frac{2v_2v_1}{X^2} - \frac{2v_2^2v_1}{X^3} - \frac{v_2(3 - 2vv_2)}{X} 
\left( \frac{(1 + v^2)v_1}{w} - \frac{(2v^2 - 3v^3 + 2v_1)w}{w} \right) \]
\[ \dot{c}_{11} = -c_8 + \frac{2CFNC}{v_1w}(1 + v_1^2) \]
\[ \dot{c}_{12} = \frac{CFNC}{vv_1} \left( \frac{2v}{Y} + \frac{v}{v_1} - \frac{(1 + v_1^2)}{w} + \frac{v^2w}{v_1} \right) \]
\[ c_{12} = -\frac{2CFNC}{v_1v}(1 + 2vv_1) \]
\[ c_{13} = \frac{2CFNC}{vv_1}(1 + v^2) \]
\[ c_{14} = \frac{2CFNC}{vv_1}(1 + v^2_1) \]

\[ \gamma \gamma \rightarrow g + X \]

\[ c_1 = 0, \ c_4 = 0, \ \dot{c}_1 = 0, \ c_1 = 0, \ c_2 = 0, \ \dot{c}_2 = 0, \ c_3 = 0, \ c_3 = 0, \ c_3 = 0, \]
\[ c_{12} = 0, \ c_{13} = 0, \ c_{14} = 0 \]
\[ c_5 = 8CFNC \left( \frac{-v}{Y^2} + \frac{v_1}{X^2} - \frac{(v^2 + v_1)}{v_1} - \frac{v^2}{Yv_1v_2} - \frac{v_2v_1}{Xv_1} + \frac{(2v_2^2 + v_1)}{v_1} \right) \]
\[ c_6 = \frac{CFNC}{v_1} \left( 4(2 - 5v + 4v^2) + \frac{8vv_1}{X} - \frac{8vv_1^2}{X^2} - \frac{2(5 - 8v + 7v^2)}{w} - 2(5v^2 + 4v_1)w \right) \]
\[ c_7 = \frac{-16CFNC}{Y^2} \left( v^2(1 - w) \right) \]
\[ c_8 = -c_6 + \frac{4CFNC}{v_1} \left( \frac{2(1 + v_1^2)}{Yv_2} - \frac{2v_1(1 + v_1^2)}{Xv_2} - 2v_2 - \frac{v}{w} + v_2w \right) \]
\[ c_9 = \frac{4CFNC}{v_1} \left( 2v_1 - \frac{2(1 + v_1^2)}{Yv_2} - \frac{2v_1^2(1 + v_1)}{Xv_2} + \frac{2(v_1^2 + v_1)}{w} + v_1^2w \right) \]
The relevant 2 → 2 Born cross sections are:

\[
c_{10} = c_5 + \frac{4C_{F}N_{C}}{v_1} \left( -2(1 - vv_1) + \frac{2(1 + v_1^2)}{Yv_2} + \frac{2v_1^2(1 + v_1^2)}{Xv_2} - \frac{v_1^2}{w} + v_1^2w \right)
\]

\[
c_{11} = \frac{4C_{F}N_{C}}{v_1w} \left( 1 + v_1^2 + v_1^2w_1^2 \right) + \lambda \frac{2C_{F}N_{C}}{v_1} \left( 2(2 - 3v + 2v_1^2) + \frac{4vv_1}{X} - \frac{4v_1^2}{X^2} - \frac{(3 - 4v + 3v_1^2)}{w} - (3v_1^2 + 4v_1)w \right)
\]

\[
\tilde{c}_{11} = \frac{2C_{F}N_{C}}{v_1} \left( 2(2 - 3v + 2v_1^2) + \frac{4vv_1}{X} - \frac{4v_1^2}{X^2} - \frac{(3 - 4v + 3v_1^2)}{w} - (3v_1^2 + 4v_1)w \right)
\]

\[
\tilde{c}_{11} = \frac{-2C_{F}N_{C}}{Y^2v_1w} \left( 1 + v_1^2(1 - w)^2 \right) (v_1^2 + v_1^2w_1^2)
\]

Appendix B: The Processes $\gamma b \rightarrow c + X$.

Here we list the results for the case of one point-like photon coupling in the initial state. For convenience we give the contributions for the inclusive process $\gamma q \rightarrow q + X$ in three parts which we label (a), (b) and (c). These contributions should be added to give the full cross section for the subprocess, but note that (c) is the part proportional to $e^{2}_q$ (and of course $N_{F} - 1$) derived from the process $\gamma q \rightarrow q\bar{q}'q'$ (where $q$ is the observed particle). The part proportional to $e^{2}_q$ which also contains distributions has been absorbed into part (a). A similar modification of part (b) was also done. In addition to being more convenient for programming purposes, this procedure also leads to a further shortening of the matrix elements.

The abbreviations $X, Y$ and $v_i$ are already defined in Appendix A.

The relevant 2 → 2 Born cross sections are:

for $\gamma q \rightarrow qq$

\[
\frac{d\sigma}{dv} = \frac{2\pi\alpha_s\alpha_{em}e^{2}_q}{s} C_{F}T^{(1)}_{\gamma q}
\]

for $\gamma q \rightarrow qq$

\[
\frac{d\sigma}{dv} = \frac{2\pi\alpha_s\alpha_{em}e^{2}_q}{s} C_{F}T^{(2)}_{\gamma q}
\]

for $\gamma g \rightarrow qq$

\[
\frac{d\sigma}{dv} = \frac{\pi\alpha_s\alpha_{em}e^{2}_q}{s} T^{(1)}_{\gamma q}
\]
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where

\[
T^{(1)}_{\gamma q} = \frac{1 + (1 - v)^2}{(1 - v)}
\]

\[
T^{(2)}_{\gamma q} = \frac{1 + v^2}{v}
\]

\[
T_{\gamma q} = \frac{1 - v}{v} + \frac{v}{1 - v}.
\]

We also define the constant

\[
b_0 = \frac{11}{6} N_C - \frac{1}{3} N_F.
\]

\[
(a) \quad \gamma q \rightarrow q + X
\]

\[
c_1 = \frac{C_F T^{(1)}_{\gamma q}}{(1 + v_1^2)} \left( C_F \ln(v_1)(1 + 2v) + \left( C_F - \frac{N_C}{2} \right) \ln^2(v_1)(3 - 4v + 3v^2) - (2C_F - N_C) \ln(v_1) \ln(v)(7 - 8v + 5v^2) - \frac{N_C \pi^2}{6} (1 - 4v + 5v^2) + N_C \ln(v_1) v_1 + 2(2C_F - N_C) \ln(v) v_1 - \frac{N_C \ln^2(v)}{2} (9v^2 + 14v_1) + C_F \ln^2(v)(11v^2 + 18v_1) + C_F \pi^2 (1 - 2vv_1) - \left( \frac{2N_C}{3} \right) (1 + v_1^2) + \frac{5b_0}{3} (1 + v_1^2) - b_0 \ln(v)(1 + v_1^2) \right)
\]

\[
\tilde{c}_1 = \frac{C_F^2 T^{(1)}_{\gamma q}}{2} (-3 + 4 \ln(v_1) - 4 \ln(v))
\]

\[
\tilde{c}_1 = -\frac{C_F^2 T^{(1)}_{\gamma q}}{2} (3 + 4 \ln(v))
\]

\[
\tilde{c}_1 = C_F T^{(1)}_{\gamma q} b_0
\]

\[
c_2 = (C_F b_0 - 2C_F(2C_F - N_C) \ln(v_1) + 4C_F(3C_F - N_C) \ln(v)) T^{(1)}_{\gamma q}
\]

\[
\tilde{c}_2 = -2C_F^2 T^{(1)}_{\gamma q}
\]

\[
\tilde{c}_2 = -2C_F^2 T^{(1)}_{\gamma q}
\]

\[
c_3 = 2C_F(4C_F - N_C) T^{(1)}_{\gamma q}
\]

\[
c_5 = C_F^2 \left( \frac{v}{X^2} + \frac{v_1 v}{Y^2} + \frac{v(10 - 11v + 5v^2)}{Yv_2} - \frac{v(10 - 9v + 4v^2)}{Xv_1 v_2} - \frac{10v^2}{v_1} \right) + \frac{C_F N_C}{XY v_1} (2v^2 v_2^2 w + 4v^4 w^2 - 4v^4 w^3)
\]

\[
c_6 = \frac{-2C_F N_C v^2 w}{v_1} + C_F \left( \frac{-2v}{v_1} + \frac{v}{X^2 v_1} + \frac{v}{X v_1} + \frac{v^2}{v_1} - \frac{v^2}{X^2 v_1} + \frac{5v^2 w}{v_1} \right)
\]
\[
c_t = \frac{-2CFNF_Cv^2w}{v_1} + \frac{2C^2_Fv^2w}{Y^2v_1}(-2v_1 - v^2(1 - w)w)
\]
\[
c_8 = \frac{CFNF_Cv^2}{XYv_1}(1 + v_1^2)w - \frac{C^2_Fv^3w}{X^2Yv_1}(-2 + 4w - vv_1w - 3vw^2 + v^2w^3)
\]
\[
c_9 = \frac{CF(2CF - N_C)v^2w}{XYv_1}(-v^2 - 4v_1 - 2v^2w + 2v^2w^2)
\]
\[
c_{10} = \frac{C^2_F}{v_1}
\left(-\frac{v}{X^2} + \frac{v_1}{Y^2} + \frac{v(6 - 7v + 3v^2)}{Yv_2} - \frac{v(6 - 5v + 2v^2)}{Xv_1v_2} - \frac{6v^2w}{v_1}\right)
\]
\[
- \frac{C_FN_Cv^2w}{2XY^2v_1}(-v^2 - 4v_1 - 2v^2w + 2v^2w^2)
\]
\[
c_{11} = \frac{C^2_Fv^2w}{X^2v_1}(2 + v_1 - \frac{3v_1}{Xv} + \frac{3v_1}{Y^2v} - \frac{v_1^2}{Y^2v_1}) + \frac{2CFv_2v^2w}{v_1}
\]
\[
- \frac{C_FN_Cv^2w}{2X^2Y^2v_1}(1 + v_1^2 - 2v^2w + 2v^2w^2)(-4v_1 - 3v^2w + 3v^2w^2)
\]
\[
c_\tilde{c}_1 = \frac{C^2_Fv^2w}{X^2v_1}(-2 + v_1)(-v_1 + v_1v_1)
\]
\[
c_{\tilde{c}11} = \frac{C^2_Fv^2w}{Y^2v_1}(2v_1 + v_1v_1)(v_1 + vv_1)
\]
\[
c_{12} = \frac{CFN_CT^{(1)}_{\gamma q}}
\]
\[
c_{13} = \frac{2CF(2CF - N_C)T^{(1)}_{\gamma q}}
\]
\[
c_{14} = \frac{CF(6CF - N_C)T^{(1)}_{\gamma q}}
\]

\[
(b) \quad \gamma q \rightarrow q + X
\]

\[
c_1 = 0, \quad \tilde{c}_1 = 0, \quad \tilde{c}_1 = 0, \quad \hat{c}_1 = 0, \quad \hat{c}_2 = 0, \quad \hat{c}_2 = 0, \quad c_3 = 0
\]
\[
c_5 = \frac{CF}{2Xv_1}
\left(\frac{v}{2X^2} + \frac{v(3 + 2v)}{Y^2} - \frac{2(2 - 6v + 8v^2 - 6v^3 + 7v^4 - 5v^5 + 2v^6)}{v^2v_1^3} + \frac{2Xv_1}{2v^2v_1^3}(2 - 6v + 8v^2 - 6v^3 + 7v^4 - 5v^5 + 2v^6)ight)
\]
\[
- \frac{v_3}{v^2v_1^3}(2 - 6v + 8v^2 - 6v^3 + 7v^4 - 5v^5 + 2v^6)
\]
\[
- \frac{v_3}{N_Cv_1w}(v^2 + 3v_1)(1 - 2w + 2w^2)
\]
\[
c_6 = \frac{CF}{Xv_1}
\left(-\frac{v}{2X^2} + \frac{(4 - 12v + 16v^2 - 10v^3 + 13v^4 + 5v^5 + 2v^6)}{v^2v_1^3}ight)
\]
\[
+ \frac{v_3}{2Xv_1}(-2 + 4w - vv_1w - 3vw^2 + v^2w^3)
\]
\[
- \frac{2v_3}{v^2v_1^3}(2 - 6v + 8v^2 - 6v^3 + 7v^4 - 5v^5 + 2v^6)
\]
\[
+ \frac{C_F}{N_Cw}(v_3 - 6w + 4vw + 6w^2)
\]
\[
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\]
\[ c_7 = C_F \left( -\frac{v(-3 + 2v)}{Y} - \frac{vv_1}{Y^2} - \frac{2v^2w}{v_1} \right) - \frac{C_F}{N_C v_1 w}(-v_1 + 2v_2 w + 2vw^2) \]
\[ c_8 = -c_6 - \frac{C_F v_2}{N_C v_1 w} (v_1 + 2v(1 - w)^2) + \frac{C_F v_2}{v_1} (-1 + 2w) \]
\[ c_9 = \frac{C_F}{N_C v_1} \left[ 4(1 - vv_1) - \frac{(v^2 + 3v_1)}{w} + 2v^2w \right] + \frac{C_F}{v_1} \left[ -\frac{(2 - 4v + 15v^2 - 13v^3 + 4v^4)}{v_1^2} + \frac{2(1 - 2v + 4v^2 - 3v^3 + v^4)w}{v_1^2} \right] + \frac{C_F}{v_1} \left( -\frac{2v^2(2v^2 + 7v_1)}{w} - \frac{8v^2w^2}{v_1} \right) \]
\[ c_{10} = c_8 - \frac{C_F}{N_C v_1 w} (3v_1 + 2v(1 - w)^2 - 4v_1 w) - \frac{C_F}{v_1} (1 + 4v^2 + v_1^2 - 10v^2 w + 8v^2 w^2) \]
\[ c_{11} = C_F \left( -\frac{v}{X^2} + \frac{2(6 - 18v + 19v^2 - 8v^3 + 3v^4 - 2v^5 + v^6)}{v^2 v_1^2} \right) + \frac{C_F}{2X v_1} \left( -\frac{12 - 36v + 38v^2 - 16v^3 + 7v^4 - 5v^5 + 2v^6}{w} \right) + \frac{C_F}{N_C} \left( -\frac{2 + 3v_1}{2X v_1} - \frac{3v_1}{2Y^2} - \frac{3vv_1}{2Y} - \frac{(v^2 + 3v_1)}{v_1 w} + \frac{(3v^2 + 4v_1 w)}{v_1} \right) + \lambda \left( \frac{C_F}{2v_1 v_1} \left( \frac{v^3 v_1}{X^2} - \frac{v_3 v_1}{X} \right) + 4(-2 + v^4 + 4v_1 + 2v^3 v_1) (-1 + w) - \frac{v_1 (3v^2 + 4v_1 - 2v^3 v_1)}{w} \right) + \frac{C_F}{N_C v_1 w} (v^2 + 3v_1)(1 - 2w + 2w^2) \]
\[ \tilde{c}_{11} = c_8 + \frac{C_F}{N_C} \left( \frac{2vv_2}{v_1} + \frac{(-2 + 2v - 2v^2 v_2)}{v_1 w} - 4vw \right) + \frac{C_F}{N_C} \left( -\frac{2v(2 - v v_1)}{v_1^2} + \frac{(1 + v_2^2) + 4v(1 - vv_1) w}{v_1^2} \right) \]
\[ \tilde{c}_{12} = \frac{C_F}{N_C} (1 + v_1^2) \]
\[ \tilde{c}_{13} = -\frac{C_F}{N_C} (3v^2 + 2v_1) \]
\[ \tilde{c}_{14} = -\frac{C_F}{N_C} (1 - 2vv_1) \]

\((c)\ \gamma q \rightarrow q + X\)

\[ c_1 = 0, \quad \tilde{c}_1 = 0, \quad \tilde{c}_1 = 0, \quad \tilde{c}_1 = 0, \quad c_2 = 0, \quad \tilde{c}_2 = 0, \quad \tilde{c}_2 = 0, \quad c_3 = 0, \quad c_7 = 0, \quad c_9 = 0, \quad \tilde{c}_{11} = 0, \quad c_{12} = 0, \quad c_{13} = 0, \quad c_{14} = 0 \]
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\[ c_5 = C_F e_q^2 v \left( v_1^2 + v^2 (1 - w)^2 + v^2 w^2 \right) \]
\[ c_6 = -c_5 \]
\[ c_8 = c_5 \]
\[ c_{10} = c_5 \]
\[ c_{11} = 2 C_F e_q^2 v^2 (1 - w) (1 + 4 vw + v^2 w^2) \]
\[ c_{12} \]
\[ \gamma \eta \rightarrow g + X \]

\[ c_1 = \frac{C_F T_{\eta\gamma}^{(2)}}{1 + v^2} \left( 2(2 C_F - N_C) \ln(v_1) v - \frac{7 C_F}{2} (1 + v^2) + \ln(v) (N_C v - \frac{C_F}{2} (-3 + 4v + 3v^2)) + \ln^2(v_1) \left( 2 C_F v_1^2 - N_C (v^2 - 2v) \right) \right) + \ln^2(v) \left( \frac{N_C}{2} (8 + 2v + 7v^2) + C_F (3v^2 + 2v_1) \right) - \ln(v_1) \ln(v) (N_C (2 + 2v + v^2) + 2 C_F (1 - 2v v_1)) + \pi^2 \left( \frac{C_F}{3} (2 - 6v + 5v^2) + \frac{N_C}{2} v v_1 \right) \]

\[ \hat{c}_1 = \frac{C_F T_{\eta\gamma}^{(2)}}{2} (4 \ln(v_1) - 4 \ln(v) - 3) \]
\[ \hat{c}_1 = -C_F T_{\eta\gamma}^{(2)} (b_0 + 2 N_C \ln(v)) \]
\[ \hat{c}_1 = C_F T_{\eta\gamma}^{(2)} b_0 \]

\[ c_2 = \left( \frac{-3 C_F^2}{2} - 2 C_F N_C \ln(v_1) + 2 C_F (C_F + 3 N_C) \ln(v) \right) T_{\eta\gamma}^{(2)} \]

\[ \hat{c}_2 = -2 C_F T_{\eta\gamma}^{(2)} \]

\[ \delta_c = -2 C_F N_C T_{\eta\gamma}^{(2)} \]

\[ c_3 = 2 C_F (C_F + 2 N_C) T_{\eta\gamma}^{(2)} \]

\[ c_5 = C_F^2 \left( \frac{-2v}{X} + 2 \frac{v v_1}{Y} - \frac{2 v v_1}{v v_1} + \frac{2 (2v^2 + v_1^2)}{v v_1} + \frac{v (3 - v v_2)}{Y v v_1} + \frac{(-3 v v_1 + v_3)}{v v_1 w} + \frac{2 (1 + v^3 - 2 v v_1) w}{v v_1 w} \right) + C_F N_C \left( \frac{2 (1 + 2v)^2}{Y v v_1} - \frac{2 v (6 - 7v + 3v^2)}{Y v v_1} - \frac{2v v_1}{Y v v_1} + \frac{2 v v_1}{Y v v_1} \left( 6 - 4v + 15v^2 - 10v^3 + 4v^4 \right) - 2 (3v^2 + v_1^2) w \right) \]

\[ c_6 = C_F^2 \left( \frac{2v}{X} - \frac{(-2 + 4v - 7v^2 + 3v^3)}{v v_1} - \frac{(9 - 12v + 7v^2)}{v v_1 w} - \frac{(2 + 3v^3 - 4v v_1) w}{v v_1} \right) + \frac{C_F N_C}{v v_1 w} (1 - 2v v_1 - 2v w + 5v^2 w - 4v^3 w + 2v w^2 - 4v^2 v_1 w^2) \]

\[ c_7 = C_F^2 \left( \frac{-2v + 4v v_1}{Y v v_1} - \frac{4v v_1}{Y v v_1} + \frac{2v (3 - v v_2)}{Y v v_1} - \frac{2 (1 + v)}{v v_1 w} (2 - 3v + 2v^2) \right) + \]
\[
C_F N_C \left(7v - \frac{4v(4 - 5v + 2v^2)}{Y v_1^2} - \frac{4v v_1}{Y^3} + \frac{4v v_2}{Y^2} + \frac{(1 + v)}{v v_1 w} (3 - 4v + 3v^2) \right)
\]
\[
c_8 = -c_6 + C_F N_C \left(v + \frac{2v(1 + v_1^2)}{Y v_1} - \frac{(1 + v^3 + v_1^2)}{v v_1 w} \right) + \frac{2C_F^2}{v v_1 w} (v_1^2 + v^2 (1 - w)^2))
\]
\[
c_9 = C_F N_C \left(v (-5 + 8v) - \frac{2v(1 + v_1^2)}{Y v_1} + \frac{(2 - 3v + 2v^2)(2v^2 + v_1)}{v v_1 w} - 8v^2 w \right)
+ \frac{2C_F^2}{v v_1 w} (v_1^2 - v^2 v_1 w + v^3 w^2)
\]
\[
c_{10} = c_5 + C_F N_C \left(v + \frac{2v(1 + v_1^2)}{Y v_1} - \frac{(1 + v^3 + v_1^2)}{v v_1 w} \right) + \frac{2C_F^2}{v v_1 w} (v_1^2 + v^2 (1 - w)^2)
\]
\[
c_{11} = C_F^2 \left(\frac{2v}{X} + \frac{v (1 - 5v + 3v^2)}{Y v_1} - \frac{6v v_1}{Y^3} + \frac{5v v_1}{Y^2} + \frac{(5 - 2v v_2)}{v} + \frac{(3 - 4v + 7v^2)}{2v v_1 w} + \frac{(-6 + 12v - 7v^2 + 3v^3 w)}{v v_1} + C_F N_C \left(-2 - \frac{2v}{X} + \frac{v (1 - 5v + 3v^2)}{Y^3} + \frac{6v v_1}{Y^2} + \frac{v v_3}{Y} - \frac{(v^2 + v_1^2)}{w}}{w} + \frac{2v v_1}{w} \right) - \frac{C_F}{v v_1 w} (1 - 2v v_1) (C_F - N_C v v_1) (1 - 2v + 2w^2)
\]
\[
\dot{c}_{11} = C_F^2 \left(\frac{2v}{X} - \frac{(-2 + 4v - 5v^2 + v^3)}{v v_1 w} - \frac{(3 - 4v + 3v^2)}{v v_1 w} - \frac{(2 + v^2 - 4v v_1 w)}{v v_1} \right)
+ \frac{C_F N_C}{w} (v^2 + v_1^2) (1 - 2v + 2w^2)
\]
\[
\dot{c}_{11} = C_F N_C \left(-4v^2 + \frac{2v (4 - 5v + 2v^2)}{Y v_1} + \frac{2v v_1}{Y^3} - \frac{2v v_2}{Y^2} - \frac{2(1 - v v_1)^2}{v v_1 w} + 4v^2 w \right) - \frac{C_F^2 v}{Y^3 v_1} (1 + v^2 (1 - w)^2) (2v^2 + 2v v_1 w + v^3 w^2)
\]
\[
c_{12} = C_F \left(\frac{N_C}{v} (3 - 2v v_1) - \frac{2C_F}{v} (1 + v_1^2) \right)
\]
\[
c_{13} = C_F \left(\frac{N_C}{v} (2 + 2v + v_1^2) + \frac{2C_F}{v} (1 - 2v v_1) \right)
\]
\[
c_{14} = C_F \left(\frac{8C_F}{v} (1 - v v_1) - \frac{N_C}{v} (-2v + v_1^2) \right)
\]
\[\gamma g \to q + X\]
\[
c_1 = \frac{T_{\gamma g}}{2(1 - 2v v_1)} \left( C_F \left(\frac{2\pi^2}{3} - \frac{7}{2} \right) (1 - 2v v_1) - 4N_C \ln(v) \ln(v) (1 - 2v v_1) \right.
+ \ln(v_1) (C_F (2 + v) - N_C v v_1) + \ln(v) \left( -\frac{C_F}{2} (-3 + 2v + 4v^2) - N_C v v_1 \right)
+ \ln^2(v) \left( \frac{N_C}{2} (8 - 18v + 17v^2) + C_F (3v^2 + 2v) \right) \right)
\]
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\[
\begin{align*}
\ddot{c}_1 &= -\frac{T_{\gamma 2}}{2} (b_0 - 2N_C \ln(v_1) + 2N_C \ln(v)) \\
\ddot{c}_1 &= -\frac{C_FT_{\gamma g}}{4} (3 + 4 \ln(v)) \\
\ddot{c}_1 &= b_0 T_{\gamma g} \\
\dot{c}_2 &= \frac{T_{\gamma g}}{4} (C_F(-3 + 4 \ln(v)) - 4N_C(\ln(v_1) - 3 \ln(v)) \\
\dot{c}_2 &= -N_C T_{\gamma g} \\
\dot{c}_2 &= -C_FT_{\gamma g} \\
c_3 &= (C_F + 2N_C)T_{\gamma g} \\
c_5 &= \frac{N_C}{2} \left( \frac{-2(1 + v^2)}{v_1^2} + \frac{2v(6 - 5v + 2v^2)}{Xv_1} - \frac{2vv_1}{X^3} + \frac{2vv_2}{X^2} + \frac{(6 - 13v + 18v^2 - 11v^3 + 4v^4)}{v_1^2w} + \frac{2(1 + 3v^2)w}{v_1^2} \right) + \frac{C_F}{2} \left( \frac{-2v}{X^2} - \frac{2v}{Y} \right) \\
&= \frac{2v}{v_1} \left( \frac{v}{X^3} + \frac{v(3 - 2vv_2)}{Xv_1} + \frac{3 - 2vv_1}{vw} - \frac{2(-v^2 + 2v^3 - v_1 w)}{v_1} \right) \\
c_6 &= \frac{N_C}{2} \left( \frac{(2 + 7v + 7v^2)}{v_1^2} + \frac{2vv_1}{X^3} - \frac{2vv_2}{X^2} + \frac{2v(4 - vv_3)}{Xv_1} - \frac{(3 + 4v^2 - v^3 + 2v^4)}{vv_1^2w} \right) \\
&= \frac{2(1 + 7v^2)}{v_1^2 w} + \frac{C_F}{2} \left( \frac{2v}{X^2} - \frac{2vv_1}{X^3} + \frac{\left(3v^2 - 8v^3 + 2v_1 \right)}{vv_1} - \frac{v(3 - 2vv_2)}{Xv_1} + \frac{\left(-5 + 11v - 7v^2 + 5v^3 \right)}{vv_1 w} - \frac{\left(2v^2 - 5v^3 + 2v_1 \right)}{vv_1} \right) \\
c_7 &= \frac{N_C}{2vv_1w} (v_1 + v^2w) - \frac{C_F}{Y_{wv}} (Y + 2v^2w) \\
c_8 &= -c_6 + \frac{C_F}{v_1 w} (1 + v^2(1 - w)^2) + \frac{N_C}{2vv_1w} (-3v^2 - 2v_1 + 3v^2w) \\
c_9 &= \frac{N_C}{2} \left( \frac{-v(5 + 3v)}{v_1^2} - \frac{2v(1 + v_1^2)}{Xv_1} + \frac{(2v^2 + v_1)(2 - v_1)}{vv_1^2w} + \frac{8v^2w}{v_1^2} \right) - \frac{C_F}{vv_1w} (-v_1 + v^2w + v^3w^3) \\
c_{10} &= c_8 + \frac{N_C}{2} \left( \frac{v}{v_1} + \frac{2v(1 + v_1^2)}{Xv_1} + \frac{(-2 + 4v - 3v^2 + 2v^3)}{vv_1w} \right) - \frac{C_F}{v_1w} (1 + v^2(1 - w)^2) \\
c_{11} &= \frac{C_F}{2} \left( \frac{5v}{X^2} + \frac{2v}{Y} - \frac{6vv_1}{X^3} + \frac{(5 - 3vv_2)}{vv_1} + \frac{v(1 + vv_3)}{Xv_1} + \frac{(3 - 2v + 6v^2)}{2vv} \right) + \frac{N_C}{2} \left( \frac{-2v}{Y} + \frac{v(-7 + 2v)}{X^2} - \frac{v(-3 + 2v)}{Xv_1} + \frac{6vv_1}{X^3} + \right)
\end{align*}
\]
\[
\frac{(1 + v^2)}{w} - \frac{2v_2w}{v_1} \\
+ \lambda \frac{C_F}{2v v_1} \left( (3v^2 - 4v^2 + 2v_1) + \frac{2v^2 v_1}{X_{v}} - \frac{2v^2 v_1}{X_{v}} \right) - \frac{v^2(3 - 2vv_2)}{Y} - \frac{(1 + v^2)v_1}{(1 + v_2)^{n_2}}
\]
\[
\frac{(1 + v^2)}{v^2 w} - \frac{2v_2 w}{v_1} \\
+ \lambda \frac{C_F}{2v_{v_1}} \left(3v^2 - 4v^3 + 2v_1 + \frac{2v^2 v_1}{X^2} - \frac{2v^2 v_1^2}{X^3} - \frac{v^2(3 - 2v v_2)}{X} - \frac{(1 + v^2)v_1}{w} \right) \\
+ (-2v^2 + 3v^3 - 2v_1)w - \frac{N_C}{v^2 w}(1 + v_1)(1 - 2w + 2w^2) \\
\hat{c}_{11} = -c_8 + \frac{C_F}{v w} (1 + v_1^2) + \frac{N_C}{2} \left(\frac{(-4v(1 + v))}{v^2} + \frac{(-1 + 5v^3 + 7v v_1)}{v^2 w}\right) \\
+ \frac{8v^2 w}{v_1} \\
\hat{c}_{11} = \frac{C_F}{2} \left(\frac{2v}{v_1} + \frac{v}{v_1} - \frac{(1 + v_1^2)}{vw} + \frac{v^2 w}{v_1}\right) \\
c_{12} = -(C_F - \frac{N_C}{2}) (1 + 2v v_1) \\
c_{13} = \frac{C_F}{v v_1} (1 + v^2) + \frac{N_C}{2v v_1} (2 - 6v + 5v_1^2) \\
c_{14} = \frac{N_C}{2v v_1} (3 - 8v + 9v_1^2) + \frac{C_F}{v v_1} (1 + v_1^2) \\

\gamma g \rightarrow g + X
\]

\[
c_1 = 0, \quad \hat{c}_1 = 0, \quad \hat{c}_1 = 0, \quad \hat{c}_1 = 0, \quad c_2 = 0, \quad \hat{c}_2 = 0, \quad c_3 = 0, \\
c_{12} = 0, \quad c_{13} = 0, \quad c_{14} = 0 \\
c_5 = \frac{C_F}{Y^2} \left(\frac{-4v}{X^2} + \frac{4v v_1}{X v_1} - \frac{4(1 - v v_1)}{v_1} - \frac{4v^2}{Y v_1 v_2} - \frac{4v^2 v_1}{X v_2} + \frac{4(2v^2 + v_1)}{v_1 w} + \frac{4(1 - v v_1) w}{v_1}\right) \\
+ \frac{N_C}{v v_2} \left(\frac{-2v_3}{X v_2} + \frac{2v_3}{X v_1 v_2} - \frac{(-2 + 4v - 3v_3 + v^3 + 2v_1^4)}{v^2 v_1 w} \right) (1 - 2w + 2w^2) \\
c_6 = \frac{C_F}{X^2} \left(\frac{4v}{v_1} + \frac{2(2 - 5v + 4v_1^2)}{v_1} - \frac{4v v_1}{X} - \frac{5 - 8v + 7v_1^2}{v_1 w} - \frac{(5v_1^2 + 4v_1)w}{v_1}\right) \\
- \frac{N_C}{v^2 w} (1 + v_1^2)(1 - 2w + 2w^2) \\
c_7 = -8 \frac{C_F v^2}{Y^2} (1 - w) \\
c_8 = -c_6 + \frac{N_C}{X v_2} \left(\frac{2(1 + v_1^2)}{Y v_1 v_2} - \frac{2(1 + v_1)}{Y v_1 v_2} + \frac{(2 - 3v v_1)}{v_1 w} \right) + \frac{C_F}{X v_2} \left(\frac{-4(1 + v_1^2)}{X v_1 v_2} + \frac{4(1 + v_1^2)}{Y v_1 v_2} \right) \\
- \frac{4v v_2}{v_1} - \frac{2v^2}{v_1 w} + \frac{2v v_2}{v_1} \\
\]
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\[ c_9 = NC \left( -2 + \frac{2(1 + v_1^2)}{Y_{v_1} v_2} + \frac{2v_1 (1 + v_1^2)}{X_{v_2}} - \frac{(2v^2 + 3v_1)}{v_1 w} \right) + CF \left( 4 - \frac{4(1 + v_1^2)}{Y_{v_1} v_2} \right) - \frac{4v_1 (1 + v_1^2)}{X_{v_2}} + \frac{4(1 - v v_1)}{v_1 w} \left( \frac{2v^2 w}{v_1} \right) \]

\[ c_{10} = CF \left( -\frac{4v}{Y^2} + \frac{4v v_1}{X^2} - \frac{8(1 - v v_1)}{v_1} + \frac{8v_1}{Y_{v_2}} + \frac{8v_1^2}{X_{v_2}} + \frac{2(3v^2 + 2v_1)}{v_1 w} + \frac{2(3v^2 + 2v_1) w}{v_1} \right) + NC \left( -\frac{4v_1}{v^2} - \frac{2(1 + v_1^2)}{X_{v_2}} + \frac{2(1 + v_1^2) w}{v^2} \right) \]

\[ c_{11} = NC \left( \frac{4v}{Y^2} + \frac{2v}{X^2} - \frac{4v v_1}{X_{v_2}} - \frac{2(v^2 + 6v_1)}{v^2} \right) + \frac{2CF}{v_1 w} \left( 1 + v_1^2 + v^2 w^2 \right) \]

\[ + \lambda \left( \frac{CF}{v_1} \left( 2(2 - 3v + 2v_1^2) + \frac{4vv_1}{X} - \frac{4v_1^2}{X^2} - \frac{(3 - 4v + 3v_1^2)}{w} - \frac{(3v^2 + 4v_1^2)}{w} \right) \right) \]

\[ \frac{NC}{v^2 w} \left( 1 + v_1^2 \right) \left( 1 - 2w + 2w^2 \right) \]

\[ \tilde{c}_{11} = \frac{CF}{v_1} \left( 2(2 - 3v + 2v_1^2) + \frac{4vv_1}{X} - \frac{4v_1^2}{X^2} \right) \]

\[ \frac{NC}{v^2 w} \left( 1 + v_1^2 \right) \left( 1 - 2w + 2w^2 \right) \]

\[ \tilde{c}_{11} = -\frac{CF}{Y^2 v_1 w} \left( 1 + v^2 (1 - w)^2 \right) \left( v_1^2 + v^2 w^2 \right) \]

\[ \gamma q \rightarrow q' + X \]

\[ c_1 = 0, \quad \tilde{c}_1 = 0, \quad \tilde{c}_1 = 0, \quad \tilde{c}_1 = 0, \quad c_2 = 0, \quad \tilde{c}_2 = 0, \quad \tilde{c}_2 = 0, \quad c_3 = 0, \]

\[ c_{12} = 0, \quad c_{13} = 0, \quad c_{14} = 0 \]

\[ c_5 = CF \left( \frac{e_q^v}{v_1} \left( -v(-1 + 2v) - \frac{1}{v_1} + \frac{1}{2vv_1} + \frac{3v}{2v_1} + \frac{vv_1}{X^2} + \frac{2(1 - 2vv_1)}{2vv_1} + \frac{(-1 + 3v - 6v_1^2 + 2v^3)}{vv_1 w} \right) + e_q^v \left( \frac{v(-3 + 2v)}{X} + \frac{v(4 - 7v + 4v^2)}{v_1} + \frac{v_1}{X^2} + \frac{vv_1}{2Y^2} \right) \right) \]

\[ - \frac{vv_1}{Y} \left( -\frac{2v^2 (-1 + 2v) w}{v_1} + \frac{2v^2 w_1^2}{v_1} \right) \]

\[ c_6 = CF \left( \frac{e_q}{2vv_1} \left( -1 + 2v - 5v_1^2 + \frac{2v^2(-1 + 2v) v_1}{X} - \frac{2v_1^2}{X^2} - \frac{8(1 - 2vv_1)}{w} \right) - \frac{2(1 + 3v - 8v^2 + 2v_1^2)}{w} \right) + e_q^v \left( (-1 + 2v) v_1^2 + \frac{e_q^v}{2v_1} \left( -11 - 20v + 12v_1^2 \right) \right) \]
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\[-\frac{2(-3 + 2v)v_1}{X} - \frac{2v_1^2}{X^2} + 6v(-1 + 2v)w - 6v^2w^2\)\]

\[c_7 = -C_F\left(\frac{e_q e_q' v^2}{v_1}(-1 + 2w) + \frac{e_q^2 v v_1}{Y^2}(1 - 2v + 2vw)\right)\]

\[c_8 = -c_6 + \frac{2C_F e_q e_q' v^2(1 - 2w)}{v_1}\]

\[c_9 = C_F\left(\frac{e_q'^2}{v v_1}\left(v^2 + \frac{(2 - 4v v_1)}{w^2} - \frac{2v^2}{w}\right) + \frac{e_q e_q'}{v_1}(3v^2 + 2v_1 - 6v^2 w + 8v^2 w^2)\right)\]

\[c_{10} = c_5 - \frac{C_F e_q e_q' d}{v_1}(5v^2 + 2v_1 - 10v^2 w + 8v^2 w^2)\]

\[c_{11} = C_F\left(\frac{e_q'^2}{2v v_1}\left(-2 + 3v + \frac{2v^3 v_1}{X} - \frac{4v^2 v_1^2}{X^2} + \frac{4v v_1}{w^2} + \frac{(3 - 6v + 2v^2) v_1}{w}\right) + \frac{e_q e_q'}{2v_1}\left(2 - \frac{v}{X} + \frac{v}{Y} - 4w\right) + \frac{e_q^2 v}{2v_1}\left(-v(-7 + 4v) - \frac{2v v_1}{X} - \frac{(-4 + 3v) v_1}{Y} - 4v v_1 w\right) - \frac{2v_1^2}{Y^2}\right) + \lambda C_F\left(\frac{e_q^2}{2w}(1 - 2v v_1)(1 - 2v + 2w^2) + \frac{e_q^2 v v_1}{X^2} - \frac{v v_3}{X} + 2(1 + v)(1 - w)\right)\]

\[\tilde{c}_{11} = C_F\left(-\frac{e_q'^2}{2v v_1}\left(1 - 2v + 3v^2 - \frac{2v^2(-1 + 2v) v_1}{X} + \frac{2v^3 v_1}{X^2} + 4(1 - 2v v_1) + \frac{2(-1 + 3v - 6v^2 + 2v^3)}{w}\right) - \frac{e_q^2 v}{2X^2 v_1}(v^2 + v^2(1 - w)^2)(X^2 + v^2 w^2)\right)\]

\[\tilde{c}_{11} = \frac{C_F e_q^2 v}{2v_1}\left(-3 - 6v + 4v^2\right) - \frac{v_1^2}{Y^2} + \frac{2v_1^2}{Y} + 2v(-1 + 2v)w - 2v^2 w^2\]
Figure Captions

Fig. 1: Examples of (a) direct (b) once-resolved and (c) twice-resolved processes in quasi-real $\gamma\gamma$ scattering at $e^+e^-$ machines.

Fig. 2: Examples of (a) direct and (b) resolved processes in quasi-real $\gamma p$ scattering at HERA.

Fig. 3: (a) Lowest order (Born) diagram contributing to $\gamma\gamma$ scattering. Examples of (b) virtual and (c) real emission diagrams contributing to the $\gamma\gamma$ scattering process at $O(\alpha_s)$.

Fig. 4: Initial and final state collinear configurations which must be subtracted in the calculation of the cross section for inclusive quark production, $\gamma\gamma \rightarrow q + X$.

Fig. 5: $K$-factor as defined in the text for the full inclusive cross section for $\pi^0$ production at LEP2 at $y = 0$, as given by the GRV (full line) and GS (dashed lines) parametrisations of the photon distributions.

Fig. 6: $p_T$ distributions for the various contributions to the inclusive $\pi^0$ cross section at LEP2 and their sum, as predicted by the GS photon distributions.

Fig. 7: Ratio of the GRV to the GS predictions for the full (sum) cross section given in fig. 6.

Fig. 8: The full inclusive $\pi^0$ cross section at LEP2 at $y = 0$ with (solid lines) and without (dashed lines) gluon initiated processes included for (a) the GS and (b) the GRV parametrisations of the photon distributions.

Fig. 9: Same as fig. 8 but for rapidity distributions at $p_T = 5$ GeV.

Fig. 10: $p_T$ distributions for the various contributions to the inclusive $\pi^0$ cross section and their sum at an $e^+e^-$ machine with cms energy $\sqrt{s_{e^+e^-}} = 1000$ GeV at rapidity $y = 0$ as predicted by the GRV photon distributions.

Fig. 11: Rapidity distributions at $p_T = 5$ GeV for resolved and direct contributions to the inclusive $\pi^0$ differential cross section at HERA in LO and NLO. For the GRV photon the LO resolved contribution is included while for the GS photon only the NLO prediction is included.

Fig. 12: $p_T$ distributions for the resolved and direct contributions to the inclusive $\pi^0$ cross section at HERA in NLO at $y = -2$. In the case of the resolved contributions results are shown for the GS (short dashed lines) and GRV (long dashed lines) photon distributions.
**Fig. 13:** Ratio of direct to resolved contributions to the cross sections as shown in fig. 12.

**Fig. 14:** $p_T$ distributions for the resolved contributions to the inclusive $\pi^0$ cross section at HERA in NLO at $y = -2$ with (solid lines) and without (dashed lines) contributions from processes initiated by a gluon from the photon included for (a) the GS and (b) the GRV photon distributions.

**Fig. 15:** (a) scale dependence of the inclusive $\pi^0$ cross section at HERA in NLO at $p_T = 10$ GeV and $y = -2$ showing the separate scale dependences of the direct and the resolved contributions and that of the sum. All scales are varied in (a). (b) same as (a) but where only the factorisation scale $M^2$ is varied.

**Fig. 16:** Comparison of the scale dependence of the full inclusive $\pi^0$ differential cross section at $p_T = 40$ GeV and $y = -2$ at HERA as given in LO (dashed line) and NLO (solid line).
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Fig. 6
The graph shows the differential cross section $d\sigma/dp_T$ (pb/GeV) as a function of $p_T$ (GeV) for $GRV$ photon. The line represents the full case, and the dashed line represents $g_\gamma=0$. The plot is labeled as Fig. 8B.
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