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Abstract

The LHCb experiment at the Large Hadron Collider is tailored to search for indirect evidences of physics beyond the Standard Model, mainly by studying CP violation and rare decays of charm and bottom hadrons. Despite the great success of LHCb, several key measurements will be limited by statistical uncertainties even after seven years of data taking. In order to increase the annual event yields, the LHCb detector will undergo a major upgrade during the Long Shutdown II, which will require the replacement of several subdetectors. The tracking system, in particular, will be completely redesigned in order to deal with the higher instantaneous luminosity and guarantee a full read out at the proton-proton collision rate of 40 MHz.

The first part of this thesis describes the design and testing of a new tracking detector, the Upstream Tracker. As its predecessor, the Upstream Tracker consists of silicon microstrip sensors. Its design involves two key elements that require dedicated measurements on prototype sensors before production: the adoption of an embedded pitch adapter to connect the silicon microstrips to the readout electronics and the configuration of the biasing scheme. Tests on prototype sensors were performed with beams of particles at the Super Proton Synchrotron in the past years and allowed to characterise the long-term performances of the sensors in terms of charge collection efficiency, cross talk, and radiation hardness. These studies resulted in the final design of the outermost sensors of the Upstream Tracker.

One of the most promising areas of research of flavour physics is the study of rare decays of bottom hadrons and, in particular, of those proceeding through a $b \to s \ell^+ \ell^-$ transition, with $\ell = e, \mu$. These decays are particularly powerful tools to probe New Physics contributions, since the latter can result in sizeable deviations from the Standard Model predictions. In recent years, hints of deviations were observed in the angular distribution of $B^0 \to K^{*0}\mu^+\mu^-$ decays, e.g. the $P_5'$ anomaly, as well as in branching fraction ratios between muons and electrons, like $R_K$ and $R_{K^*}$. These observations strongly increased the interest toward New Physics models in which lepton flavour universality is violated. Breaking of lepton flavour universality through New Physics effects can be measured by comparing the values of the $A_{FB}, S_i$ and $P'$ observables of $B^0 \to K^{*0}\mu^+\mu^-$ and $B^0 \to K^{*0}e^+e^-$ decays.

The second part of this thesis describes the first measurement of the $\Delta A_{FB} = A_{FB}^e - A_{FB}^\mu$ and $\Delta S_i = S_i^e - S_i^\mu$ observables, with $i = 4, 5, 7, 8$, using the dataset collected by LHCb from 2010 to 2012. These observables are expected to be compatible with zero in the Standard Model, but can significantly deviate from this value in the event of New Physics. The analysis described in this thesis is performed using a counting method procedure, which is based on the symmetry properties of the $CP$-average differential decay width of the $B^0 \to K^{*0} \ell^+\ell^-$ decay. This approach is very robust, even with limited statistics, and is independent of the angular distribution of background contributions. The measurement is performed in two bins of $q^2$ (that is, of the dilepton invariant mass squared), in the low $q^2$ region from 0.1 GeV$^2$/c$^4$ to 1.1 GeV$^2$/c$^4$, and in the central $q^2$ region from 1.1 GeV$^2$/c$^4$ to 7.0 GeV$^2$/c$^4$. The results are compatible with the Standard Model predictions and are dominated by statistical uncertainties. The analysis presented here shows the capabilities of the LHCb experiment in measuring the angular observables of $B^0 \to K^{*0} \ell^+\ell^-$ decays and provides a baseline for upcoming measurements, which will include the dataset collected since 2012.
Zusammenfassung

Das LHCb-Experiment am Large Hadron Collider ist auf die Suche nach indirekten Hinweisen auf Physik jenseits des Standardmodells spezialisiert, hauptsächlich durch die Untersuchung von CP-Verletzung und seltenen Zerfällen von Charm und Bottom Hadronen. Trotz des grossen Erfolges von LHCb werden einige Schlüsselmessungen auch nach eine Messperiode von 7 Jahren immer noch durch statistische Unsicherheiten eingeschränkt sein. Um die jährliche Ereignisausbeute zu erhöhen, wird der LHCb-Detektor während des Long Shutdown II verbessert und erweitert, was den Austausch mehrerer Subdetektoren erfordert. Insbesondere die Spurkammern werden komplett überarbeitet, um der höheren momentanen Leuchtkraft gerecht zu werden und ein vollständiges Auslesen des Detektors bei der Proton-Proton-Kollisionsrate von 40 MHz zu gewährleisten.


Eines der vielversprechendsten Forschungsgebiete der Physik mit schwere Quarks ist die Erforschung der seltenen Zerfälle von Bottom Hadronen und insbesondere derjenigen, die durch einen $b \rightarrow s\ell^+\ell^-\ell^+\ell^-$-Übergang stattfinden ( $\ell = e, \mu$). Diese Zerfälle sind besonders wichtig, um Beiträge von Neuer Physik zu untersuchen, da letztere zu erheblichen Abweichungen von den Vorhersagen des Standardmodells führen können. In den letzten Jahren wurden Hinweise auf Abweichungen in der Winkelverteilung von $B^0 \rightarrow K^{*0}\mu^+\mu^-$-Zerfällen beobachtet, z.B. in der $P'_5$-Anomalie, sowie in Quotienten von Verzweigungsverhältnissen zwischen Myonen und Elektronen, wie $R_K$ und $R_{K^*}$. Diese Beobachtungen haben das Interesse an Modellen der Neuen Physik, in denen die Universalität des Lepton-Flavour verletzt wird, stark erhöht. Eine Verletzung der Universalität des Lepton-Flavour durch Beiträge Neuer Physik kann gemessen werden, indem man die Werte der $A_{FB}$, $S$- und $P'$-Beobachtungen der Zerfälle $B^0 \rightarrow K^{*0}\mu^+\mu^-$ und $B^0 \rightarrow K^{*0}e^+e^-$ vergleicht.
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“The Standard Model of particle physics says that the universe consists of a very small number of particles, 12, and a very small number of forces, four. If we’re correct about those 12 particles and those four forces and understand how they interact, properly, we have the recipe for baking up a universe.” – Robert J. Sawyer

Despite the simplicity of this sentence, unveiling the laws that govern the interactions among elementary particles has kept several generations of physicists busy for decades. The Standard Model has been extensively tested by experiments, which confirmed all its predictions up to the $\mathcal{O}(1)$ TeV scale. However, some open questions still remain, which suggest the need for a more fundamental theory involving new particles and interactions at higher energies than probed so far. The theoretical framework of the Standard Model and some of its potential New Physics extensions are discussed in Chapter 1. After a general introduction, the chapter focuses on rare decays proceeding through a $b \rightarrow s \ell^+ \ell^-$ transition. Two different approaches to search for New Physics effects in this transition are presented by briefly reviewing some of the key measurements previously performed at LHCb. The phenomenological interpretation of the current experimental results is also discussed. The last part of the chapter is devoted to introduce the angular asymmetries between decays to electrons and muons, referred to as $\Delta S_i$, $Q_i$, and $D_i$ observables, which can provide fundamental insights on the existence of lepton flavour universality breaking.

The LHCb experiment at the Large Hadron Collider is leading the exploration of indirect searches of New Physics in rare decays of charm and bottom hadrons. These decays have typical branching fractions of the order of $10^{-6}$ and are still partially unexplored. Only recently, experiments started to accumulate samples large enough to probe them with sufficient sensitivity. In order to further improve its data taking capabilities, the LHCb detector will undergo a major upgrade during the Long Shutdown II. Most of the subdetectors will be replaced in order to allow a higher instantaneous luminosity of $2 \times 10^{33} \text{cm}^{-2}\text{s}^{-1}$ and an increased readout rate of 40 MHz. The first part of this thesis focuses on the upgrade and, in particular, on the design and testing of the Upstream Tracker, the silicon microstrip detector that will replace the Tracker Turicensis. In order to finalise the design of the detector, several test beam measurements were performed on prototype sensors in the past years. These measurements aimed at assessing the long-term performances of the silicon sensors of the
Upstream Tracker in terms of charge collection efficiency, cross talk, and radiation hardness. Two main aspects of the sensor design were investigated. The first was the adoption of an embedded pitch adapter to connect the silicon microstrips to the readout electronics; the second was the design of the biasing scheme and its potential impact on the sensor performances. A description of the LHCb detector and its performance can be found in Chapter 2, while Chapter 3 gives an overview of the upgrade programme, with a particular focus directed to the Upstream Tracker. Chapter 4 contains a brief description of the working principle of silicon detectors and introduces the key concepts that will be used extensively in the following chapter, while the test beam measurements performed on the prototype sensors are described in detail in Chapter 5.

The second part of this thesis describes the first measurement of the $A_{FB}$, $S_4$, $S_5$, $S_7$, and $S_8$ angular observables of the $B^0 \rightarrow K^{*0} e^+ e^-$ decay, as well as the measurement of the differences of these observables between electrons and muons. The measurement is based on the full Run I dataset collected by LHCb and is performed in two bins of $q^2$ (that is, of the dilepton invariant mass squared): in the low $q^2$ region from 0.1 GeV$^2$/c$^4$ to 1.1 GeV$^2$/c$^4$ and in the central $q^2$ region from 1.1 GeV$^2$/c$^4$ to 7.0 GeV$^2$/c$^4$. Compared to previous measurements in similar decay modes performed at LHCb, the contamination from $B^0 \rightarrow K^{*0} J/\psi (\rightarrow e^+ e^-)$ decays leaking into the central $q^2$ region is strongly suppressed by selecting on a novel variable, the constrained $q^2$. This allows to widen the central $q^2$ bin up to 7.0 GeV$^2$/c$^4$ instead of 6.0 GeV$^2$/c$^4$, which significantly increases the signal yield in data. The analysis is based on a counting method procedure, which is derived from the symmetry properties of the CP-averaged differential decay width of the $B^0 \rightarrow K^{*0} \ell^+ \ell^-$ decay. This approach has the advantage of being very robust and independent of the angular distribution of background contributions. In addition, the measurement involves a novel approach to correct the mismodelling of the kinematics of the decays and the particle identification response of the detector between simulation and data. Machine learning techniques based on the scikit-learn[1], REP[2,3], and hep_ml[4] python packages are used to suppress the background due to random combinations of particles from the same proton-proton collision. The analysis strategy, the description of the samples, the selection requirements, the corrections applied to the simulated candidates, and the efficiency calculation can be found in Chapter 6. The mass fits, the cross checks, the systematic uncertainties, and the results are described in Chapter 7.

A brief summary of the thesis and a discussion of the future prospects for the upgrade and for the measurement of the angular observables are reported in the Conclusions.
This chapter introduces the theoretical framework of the Standard Model, the theory that attempts to describe Nature at its most fundamental level, and discusses some of its potential New Physics extensions. Focus is mainly directed to rare decays and, in particular, to the $b \to s\ell^+\ell^-$ transition, which is the main subject of the studies described in Chapters 6 and 7.

1.1 The Standard Model

The Standard Model (SM) is a quantum field theory that describes the fundamental constituents of matter and the interactions among them. The model is defined by the symmetries of the Lagrangian and by the representations of the particles under these symmetries. The Lagrangian of the SM is based on the gauge symmetry

$$G_{SM} = SU(3)_C \times SU(2)_L \times U(1)_Y,$$

where the $SU(3)_C$ and the $SU(2)_L \times U(1)_Y$ groups describe strong and electroweak interactions, respectively. Strong interactions are the subject of the Quantum ChromoDynamics (QCD), electroweak interactions are the subject of the electroweak theory.

A schematic representation of the SM building blocks is shown in Fig. 1.1. Quarks and leptons are fermions and appear in three replicas, usually called families or generations: $(u, d)$, $(c, s)$, and $(t, b)$ are the three generations of quarks, while $(e, \nu_e)$, $(\mu, \nu_\mu)$, and $(\tau, \nu_\tau)$ are the three generations of leptons. Gauge bosons are the mediators of the interactions of quarks and leptons: strong interactions are mediated by eight gluons, electromagnetic interactions are mediated by the photon, and weak interactions are mediated by the $Z$ and $W^\pm$ bosons. The model is completed by the Higgs boson, which is a scalar particle related to the spontaneous breaking of the electroweak symmetry and the origin of particle masses. In a notation that makes the representations and the quantum numbers of the fields manifest, the SM contains three fermion generations, each consisting of five representations
of $G_{\text{SM}},$
\[ Q_{L_{i}}^{J}(3, 2)_{+1/6}, \quad u_{R_{i}}^{J}(3, 1)_{+2/3}, \quad d_{R_{i}}^{J}(3, 1)_{-1/3}, \quad L_{L_{i}}^{J}(1, 2)_{-1/2}, \quad \ell_{R_{i}}^{J}(1, 1)_{-1}, \]
and a single scalar representation, the complex Higgs field,
\[ \phi(1, 2)_{+1/2}. \]
Left-handed quarks, $Q_{L_{i}}^{J}$, are triplets of $SU(3)_{C},$ doublets of $SU(2)_{L},$ and carry hypercharge $Y = +1/6$; right-handed up-type quarks, $u_{R_{i}}^{J},$ are triplets of $SU(3)_{C},$ singlets of $SU(2)_{L},$ and carry hypercharge $Y = +2/3$; right-handed down-type quarks, $d_{R_{i}}^{J},$ are triplets of $SU(3)_{C},$ singlets of $SU(2)_{L},$ and carry hypercharge $Y = -1/3$. Leptons are singlets of $SU(3)_{C}$ and are classified according to the transformation properties of their fields with respect to $SU(2)_{L}$. Left-handed leptons, $L_{L_{i}}^{J}$, are doublets of $SU(2)_{L}$; right-handed leptons, $\ell_{R_{i}}^{J}$, are singlets of $SU(2)_{L}$. The index $I$ denotes interaction eigenstates. The index $i = 1, 2, 3$ identifies the \textit{flavour} (or generation) and corresponds to $(u,c,t)$ for up-type quarks, $(d,s,b)$ for down-type quarks, $(e,\mu,\tau)$ for charged leptons, and $(\nu_e,\nu_\mu,\nu_\tau)$ for neutral leptons. The complex Higgs field has a vacuum expectation value
\[ \langle \phi \rangle = \left( \begin{array}{c} v \\ \sqrt{2} \end{array} \right) \]
that depends on a real free parameter $v$ and generates the spontaneous symmetry breaking of $G_{\text{SM}}$ according to the following pattern:
\[ G_{\text{SM}} \rightarrow SU(3)_{C} \times U(1)_{\text{EM}}. \] (1.1)
The $Z$ and $W^{\pm}$ bosons acquire mass through the \textit{Brout-Englert-Higgs mechanism} $[9,11]$, while the photon is massless.

Once the gauge symmetry, the particle content, and the pattern of spontaneous symmetry breaking are defined, the Lagrangian of the SM is derived as a renormalisable Lagrangian satisfying
these requirements. It can be divided in three contributions,

\[ \mathcal{L}_{SM} = \mathcal{L}_{\text{kinetic}} + \mathcal{L}_{\text{Higgs}} + \mathcal{L}_{\text{Yukawa}}. \]

The first part, \( \mathcal{L}_{\text{kinetic}} \), contains the kinetic terms involving covariant derivatives to preserve gauge invariance,

\[ \partial^\mu \rightarrow D^\mu = \partial^\mu + ig_s G_a^\mu L_a + ig W_b^\mu \Sigma_b + ig' B^\mu Y, \]

where

- \( G_a^\mu \) are the eight gluon fields,
- \( W_b^\mu \) are the three weak-interaction fields, and \( B^\mu \) is the single hypercharge field;
- \( L_a \) are the \( SU(3)_C \) generators (the \( 3 \times 3 \) Gell-Mann matrices \( \lambda_a/2 \) for triplets, 0 for singlets), \( \Sigma_b \) are the \( SU(2)_L \) generators (the \( 2 \times 2 \) Pauli matrices \( \sigma_b/2 \) for doublets, 0 for singlets), and \( Y \) is the \( U(1)_Y \) charge;
- \( g_s, g, \) and \( g' \) are the coupling constants of \( SU(3)_C, SU(2)_L, \) and \( U(1)_Y \), respectively.

For example, the kinetic term corresponding to left-handed quarks, \( Q^L_I \), is written as

\[ \mathcal{L}_{\text{kinetic}}(Q^L_I) = i \bar{Q}^L_I \gamma_\mu \left( \partial^\mu + \frac{i}{2} g_s G_a^\mu \lambda_a + i g W_b^\mu \gamma_b + \frac{i}{6} g' B^\mu \right) Q^L_I, \quad (1.2) \]

while the kinetic term corresponding to right-handed up-type quarks, \( u^R_I \), is written as

\[ \mathcal{L}_{\text{kinetic}}(u^R_I) = i \bar{u}^R_I \gamma_\mu \left( \partial^\mu + \frac{i}{2} g_s G_a^\mu \lambda_a + \frac{2}{3} g' B^\mu \right) u^R_I, \quad (1.3) \]

since the latter are singlets of \( SU(2)_L \).

Due to the asymptotic freedom of the strong interactions, quarks can only be observed in color singlet combinations, which are called \textit{hadrons}. These can be pairs of a quark and an antiquark, called \textit{mesons}, triplets of quarks, called \textit{baryons}, or, as observed recently, more exotic states consisting of four or five quarks \[12\].

The second part, \( \mathcal{L}_{\text{Higgs}} \), contains the Higgs potential and describes the complex Higgs field self-interactions,

\[ \mathcal{L}_{\text{Higgs}} = \mu^2 \phi^\dagger \phi - \lambda (\phi^\dagger \phi)^2. \]

The parameter \( \mu^2 \) is required to be negative to satisfy the spontaneous symmetry-breaking pattern of Eq. (1.1), the parameter \( \lambda \) is required to be positive to satisfy vacuum stability.

The third part, \( \mathcal{L}_{\text{Yukawa}} \), contains the Yukawa terms and describes the interactions of quarks and leptons with the complex Higgs field:

\[ -\mathcal{L}_{\text{Yukawa}} = Y_d^{ij} \bar{Q}^I_L \phi d^I_R + Y_u^{ij} \bar{Q}^I_L \tilde{\phi} u^I_R + Y_l^{ij} \bar{L}^I_L \tilde{\phi} e^I_R + \text{h.c.}, \quad (1.4) \]

where \( \tilde{\phi} = i \sigma_2 \phi^\ast \). This part constitutes the flavour sector of the SM, that is, the sector that distinguishes among different generations of quarks and leptons, and is described in detail in the following.
1.1.1 Flavour dynamics

The Yukawa terms of Eq. (1.4) generate quarks and charged leptons masses. This is made explicit by rewriting them in a more convenient form. The complex Higgs field is rewritten as

$$\phi = e^{-i\theta_a(x)} \frac{2^n}{\sqrt{2}} \begin{pmatrix} 0 \\ v + H^0 \sqrt{2} \end{pmatrix},$$

(1.5)

where $H^0$ is a real scalar field, called the “physical Higgs field”. The quark and lepton $SU(2)_L$ doublets can be decomposed into their components as

$$Q^I_L = \begin{pmatrix} u^I_L \\ d^I_L \end{pmatrix} \quad L^I_L = \begin{pmatrix} \nu^I_L \\ e^I_L \end{pmatrix}.$$

(1.6)

When substituting Eqs. (1.5) and (1.6) into the Yukawa terms of Eq. (1.4), one obtains the interaction terms with the physical Higgs field and the mass terms for quarks and charged leptons,

$$-L_M = \begin{pmatrix} M_u & 0 \\ 0 & M_d \end{pmatrix} + \begin{pmatrix} M_\nu & 0 \\ 0 & M_\ell \end{pmatrix},$$

(1.7)

where $M_f = \frac{v}{\sqrt{2}} Y_f$ and $f = u, d, \ell$. For quarks, mass matrices are not diagonal in this basis and “mix” fields of different generations. This is related to the difference between interaction eigenstates and mass eigenstates. In terms of mass eigenstates, Eq. (1.7) becomes

$$-L_M = \begin{pmatrix} M_u^{\text{diag}} & 0 \\ 0 & M_d^{\text{diag}} \end{pmatrix} + \begin{pmatrix} M_\nu^{\text{diag}} & 0 \\ 0 & M_\ell^{\text{diag}} \end{pmatrix},$$

where mass matrices are real and diagonal. Interaction eigenstates and mass eigenstates are related by a transformation from the interaction basis, where interactions are diagonal, to the mass basis, where masses are diagonal. This transformation is realised by two unitary matrices $V_{fL}$ and $V_{fR}$ such that

$$V_{fL} M_f V_{fR}^\dagger = M_f^{\text{diag}},$$

with $M_f^{\text{diag}}$ diagonal and real. The mass eigenstates are then identified as

$$d_{Li} = (V_{dL})_{ij} d_{Lj}^i, \quad d_{Ri} = (V_{dR})_{ij} d_{Rj}^i, \quad u_{Li} = (V_{uL})_{ij} u_{Lj}^i, \quad u_{Ri} = (V_{uR})_{ij} u_{Rj}^i, \quad \ell_{Li} = (V_{\ell L})_{ij} \ell_{Lj}^i, \quad \ell_{Ri} = (V_{\ell R})_{ij} \ell_{Rj}^i, \quad \nu_{Li} = (V_{\nu L})_{ij} \nu_{Lj}^i,$$

(1.8, 1.9, 1.10)

where matrices are required to be unitary to preserve the norm of each state.

The charged-current weak interactions, that is, the interactions of the charged $SU(2)_L$ gauge bosons $W^\pm_\mu = (W^1_\mu \mp i W^2_\mu)/\sqrt{2}$ for quarks, which are described by Eqs. (1.2) and (1.3) in the interaction basis, have the following form in the mass basis:

$$-L_W = \frac{g}{\sqrt{2}} \bar{u}_{Li} \gamma^\mu (V_{uL} V_{dL}^\dagger)_{ij} d_{Lj} W^+_\mu + \text{h.c.},$$

where
where the unitary $3 \times 3$ matrix

$$V_{\text{CKM}} = V_{uL} V_{dL}^\dagger = \begin{pmatrix} V_{ud} & V_{us} & V_{ub} \\ V_{cd} & V_{cs} & V_{cb} \\ V_{td} & V_{ts} & V_{tb} \end{pmatrix}$$

(1.11)
is the Cabibbo-Kobayashi-Maskawa (CKM) quark-mixing matrix \cite{13,14}. This matrix describes the quark transition from one flavour to another through a \textit{Flavour Changing Charged Current} (FCCC) mediated by the $W$ boson. In the SM, FCCCs are the only source of flavour changing interactions. Processes proceeding through \textit{Flavour Changing Neutral Currents} (FCNCs) can only occur at loop level and are hence suppressed in the SM. The CKM matrix of Eq. (1.11) has three real parameters, the mixing angles, and one imaginary parameter, the $\text{CP}$-violating phase. The latter is the gateway for $\text{CP}$ violation in the SM.

Since the SM neutrinos are massless, $V_{dL}$ in Eq. (1.10) is arbitrary. Nevertheless, experiments with solar, atmospheric, and reactor neutrinos conducted in recent years established that neutrinos are massive and oscillate among different flavours \cite{15}. This can call for an extension of the SM through either an extension of its Higgs and/or fermion content or an extension of its gauge group (which also requires extended particle content) \cite{16}. One possibility to accommodate neutrino masses and oscillations is described in the next section.

### 1.1.2 Lepton flavour conservation and universality

Three lepton-flavour quantum numbers corresponding to the three generations of leptons can be defined. These quantum numbers, referred to as $Q_e$, $Q_\mu$, and $Q_\tau$, can have values of $+1$, $-1$, or $0$, depending on the flavour and charge of the particle fields. For example, the electron quantum number $Q_e$ has a value of $+1$ for the $e^-$ field, a value of $-1$ for the $e^+$ field, and a value of $0$ for all remaining fields. Similar considerations apply to $Q_\mu$ and $Q_\tau$. Since the Lagrangian of the SM is invariant under global rotations of the lepton fields of the type $U(1)_e \times U(1)_\mu \times U(1)_\tau$, individual lepton-flavour quantum numbers are conserved. This conservation law is known as \textit{Lepton Flavour Conservation} (LFC). As a consequence, also the total lepton-flavour quantum number $Q_L = Q_e + Q_\mu + Q_\tau$, corresponding to global rotations of the type $U(1)_L$, is conserved. However, neutrino oscillations are a clear experimental evidence of \textit{Neutral Lepton Flavour Violation} (NLFV) \cite{15}. This can be accommodated in the SM by requiring at least two neutrinos to be massive and to have distinct mass values and by introducing a $3 \times 3$ unitary neutrino-mixing matrix, the Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix \cite{17,18}, similar to the quark-mixing matrix described in the previous section. This is achieved by adding three right-handed neutrino fields $N^I_{Ri}$ with the following Lagrangian:

$$\Delta \mathcal{L} = iN^I_{Ri} \gamma_\mu D^\mu N^I_{Ri} - Y_{ij}^\nu \bar{L}^I_{Lj} \phi N^I_{Rj} + \text{h.c.},$$

so that quarks and leptons have an analogous flavour structure. In addition to NLFV, many extensions of the SM foresee the possibility to have \textit{Charged Lepton Flavour Violation} (CLFV) \cite{15}, that is, lepton-flavour quantum number violation in the transition between two charged leptons. The main experimental efforts in this direction are the searches for the forbidden decays $\mu \rightarrow e\gamma$ \cite{19}, $\mu \rightarrow eee$ \cite{20}, and $\mu N \rightarrow eN$ \cite{21,22}.

Apart from the Yukawa terms, the Lagrangian of the SM is lepton-flavour universal. In particular,
Lepton Flavour Universality (LFU) states that the electroweak couplings of the three generations of leptons are the same (i.e., electrons couple to photons, Z and $W^\pm$ bosons the same way muons and taus do). However, recent measurements have shown hints of deviations from the SM predictions that could point to models in which LFU is violated. The experimental status of these searches, which is central for the topics described in this thesis, is described in more detail in Section 1.6.

### 1.2 Beyond the Standard Model

Although the SM provides a satisfactory explanation of interactions among elementary particles, some open questions still remain. The SM does not provide an explanation on why there are three fermion generations, nor why their masses have values spreading over more than twelve orders of magnitude. Moreover, it does not describe the dark-matter content of the Universe and does not include gravity. These and other unanswered questions suggest that a more fundamental theory, generically referred to as New Physics (NP), is likely to exist. In this scenario, the SM is interpreted as an effective theory corresponding to the low-energy approximation of such a more fundamental theory.

Several extensions of the SM have been proposed, differing in both their particle content and interactions: they are all designed to reduce to the SM at relatively low energies, but offer solutions to its shortcomings and predict new physical phenomena at higher energies, where the effects of the added degrees of freedom would become detectable. Two NP models that are especially relevant for the measurements described in this thesis are described in Section 1.5.

Experimentally, the efforts toward identifying and characterising the possible extensions of the SM can be broadly classified in two complementary approaches. Direct searches aim at directly producing and observing new particles. This approach has the advantage of allowing a direct observation of new particles, but its reach is limited by the highest energies that can be achieved. Indirect searches play an important and complementary role, exploiting the possibility that contributions from NP may arise in virtual loops of amplitudes involving new particles or interactions. This may induce differences between experimentally observed results and corresponding SM predictions, possibly evidencing the presence of NP. Thus, indirect searches are sensitive also to NP at energy scales far beyond those accessible to present particle accelerators. In the framework of indirect searches, independent measurements of a large number of processes can be performed and then compared with one another seeking any inconsistency that could hint at NP. The study of rare decays of hadrons containing a $b$ quark, in particular, is one of the most promising approaches to search for NP effects and is described in more detail in the next section.

### 1.3 Rare decays of beauty hadrons

Processes in which a quark of a given generation transforms into one of a different generation can happen through charged or neutral currents. In the SM, the exchange of a $W$ boson represents a FCCC, which can therefore occur at tree level. Conversely, processes proceeding through FCNCs can only occur at loop level and are predicted to be rare. However, NP contributions can result in sizeable deviations from the SM predictions, which makes FCNC processes a particularly powerful tool to probe flavour structures beyond the SM. The main issue is to connect quantitatively and
precisely the predictions from a quark-based theory with hadron-based measurements. Theoretically, the main source of uncertainty originates from low-energy strong interactions, which modify the purely electroweak amplitudes in ways that are challenging to calculate. Depending on the kinematic region of the process, however, several approximations can be used to quantify these QCD effects. Among FCNC processes, rare decays of beauty hadrons are particularly interesting since the large mass of the $b$ quark with respect to the energy scale of QCD ($m_b \gg \Lambda_{\text{QCD}}$) allows to separate strong and electroweak contributions and predict decay rates and other properties with small theoretical uncertainty. Typical branching ratios for these decays are below $10^{-6}$, which explains why they are still partially unexplored. The rest of the chapter will focus on one specific type of rare decays of beauty hadrons, namely those proceeding through a $b \to s \ell^+ \ell^-$ transition.

### 1.4 Effective field theory

From the phenomenological point of view, experimental results can be interpreted by following a model-independent approach in the framework of a low-energy effective field theory. The latter is obtained by integrating out the degrees of freedom of the particles that are much heavier than the $b$ quark, namely the $t$ quark and the $W^\pm$ and $Z$ bosons. In a similar fashion to Fermi’s theory of weak decays, the Hamiltonian of the full theory describing the $b \to s$ transition is hence replaced by an effective Hamiltonian \[24\] of the form

$$H_{\text{eff}} = -\frac{4G_F}{\sqrt{2}}V_{tb}V_{ts}^* \sum_i \left( C_i(\mu_s)O_i(\mu_s) + C_i'(\mu_s)O_i'(\mu_s) \right),$$

where $G_F$ is the Fermi constant, $V_{tb}$ and $V_{ts}$ are the elements of the CKM matrix, $C_i$ and $C_i'$ are the Wilson coefficients describing the short-range contribution, and $O_i$ and $O_i'$ are the local operators encoding the long-range contribution. Although particles heavier than the $b$ quark are removed from the theory as dynamical degrees of freedom, the effect of their existence is implicitly taken into account in the Wilson coefficients. Doubly Cabibbo-suppressed contributions to the effective Hamiltonian of the type $V_{ub}V_{us}^*$ are neglected in the calculation.

The Wilson coefficients and the local operators are evaluated at the renormalisation scale $\mu_s$. All particles contributing to the $b \to s$ transition and having a mass larger than the renormalisation scale affect the value of at least one Wilson coefficient. The values of the Wilson coefficients at the electroweak scale are obtained by matching the decay amplitudes of the full theory with those of the effective theory. Renormalisation group equations are then used to evolve the Wilson coefficients from the electroweak to the renormalisation scale \[25,26\]. Assuming SM dynamics, the non-vanishing Wilson coefficients have the following values at $\mu_s = m_b$, as obtained from a Next-to-Next-to-Leading-Logarithm (NNLL) calculation \[27,28\]:

$$C_{SM}^7 = -0.3, \quad C_{SM}^9 = +4.2, \quad C_{SM}^{10} = -4.2.$$  

Contributions of NP appear in the Wilson coefficients as additive factors:

$$C_i = C_{SM}^i + C_{NP}^i.$$  

The amplitude of a given process can be computed as the expectation value of the effective
1.4. EFFECTIVE FIELD THEORY

These are highly suppressed in the SM due to the small mass of the leptons \([30]\). Contributions from penguin and box diagrams mediated by the electromagnetic operator, which is referred to as the electromagnetic tensor, and \(\mathbf{O}_7\) contain information about the transition. The hadronic matrix elements \(\langle F|\mathcal{O}_i|I\rangle\) and \(\langle F|\mathcal{O}'_i|I\rangle\) contain information about the form factors, which represent the dominant source of uncertainty in the predictions.

The local operators differ in their Lorentz structure. The following dimension-six local operators are relevant to describe the \(b\to s\ell^+\ell^-\) transition:

\[
\begin{align*}
\mathcal{O}_7 &= \frac{m_b}{e} [\bar{s}\sigma^{\mu\nu} P_L b] F_{\mu\nu}, \\
\mathcal{O}_9 &= [\bar{s}\gamma_\mu P_L b] [\ell\gamma^\mu \ell], \\
\mathcal{O}_{10} &= [\bar{s}\gamma_\mu P_L b] [\ell\gamma^\mu \gamma_5 \ell],
\end{align*}
\]

In the formulas above, \(m_b\) is the mass of the \(b\) quark, \(e\) is the charge of the electron, \(s\) and \(b\) are the fields associated to the \(s\) and \(b\) quarks, respectively, \(\ell\) is the field associated to the lepton \(\ell\), \(F_{\mu\nu}\) is the electromagnetic tensor, and \(P_{L/R} = (1 \mp \gamma_5)/2\) are the left/right handed chiral projectors. Chirality-flipped operators \(\mathcal{O}'\) are obtained by interchanging \(P_L\) and \(P_R\) in the quark currents. The \(\mathcal{O}_7\) operator, which is referred to as the electromagnetic operator, is the dominant contribution to the radiative \(b\to s\gamma\) transition. The \(\mathcal{O}_9\) and \(\mathcal{O}_{10}\) operators, which are called semileptonic operators, receive contributions from penguin and box diagrams mediated by \(Z\) and \(W^\pm\) bosons. In addition to the operators in Eq. \((1.12)\), the following scalar and pseudoscalar operators can be defined:

\[
\begin{align*}
\mathcal{O}_S &= [\bar{s} P_R b] [\ell\ell], \\
\mathcal{O}'_S &= [\bar{s} P_L b] [\ell\ell], \\
\mathcal{O}_P &= [\bar{s} P_R b] [\ell\gamma_5 \ell], \\
\mathcal{O}'_P &= [\bar{s} P_L b] [\ell\gamma_5 \ell].
\end{align*}
\]

These are highly suppressed in the SM due to the small mass of the leptons \([30]\). Contributions from

Figure 1.2: Qualitative dependence of the \(B^0\to K^{*0}\ell^+\ell^-\) differential decay width on \(q^2\). The two narrow peaks correspond to the \(J/\psi\) and \(\psi(2S)\) resonances, while the wide peaks on the right side correspond to the broad charmonia resonances. Figure modified from Ref. \([29]\).
1.5. THE \( b \rightarrow s \ell^+ \ell^- \) TRANSITION

As mentioned in the previous section, the decays proceeding through a \( b \rightarrow s \ell^+ \ell^- \) transition are suppressed in the SM due to the absence of FCNCs at tree level. The contribution at the lowest order of perturbation theory originates from one-loop processes consisting of box and penguin diagrams, of which one example is shown in Fig. 1.3 (top). Proceeding through loop processes, these decays are highly sensitive to the possible presence of virtual particles and interactions predicted in many extensions of the SM, like those in which leptoquarks \([15]\) and \(Z'\) bosons \([15]\) mediate the transition from the \( b \) quark to the \( s \) quark, as shown in Fig. 1.3 (bottom). A \( Z' \) boson is a neutral particle

\[O_T = \left[ \bar{s}_\mu \sigma_{\mu\nu} b \right] \left[ \ell \sigma^{\mu\nu} \ell \right], \quad O_{T5} = \left[ \bar{s}_\mu b \right] \left[ \ell \sigma^{\mu\nu} \gamma_5 \ell \right],\] (1.14)

which are all negligibly small in the SM \([30]\). Due to the left-handed nature of the weak interactions, the \( C'_7 \) right-handed Wilson coefficient is suppressed in the SM, while the \( C'_9 \) and \( C'_{10} \) right-handed Wilson coefficients are zero. Therefore, \( C'_7, C'_9, \) and \( C'_{10} \) can receive non-negligible contributions from NP models involving a different helicity structure \([31,32]\).

Radiative decays of the type \( B^0 \rightarrow K^{*0} \gamma \) receive contributions from \( \mathcal{O}^{(i)}_7 \) only, leptonic decays of the type \( B^0 \rightarrow \ell^+ \ell^- \) receive contributions from \( \mathcal{O}^{(i)}_{10} \), while semileptonic decays of the type \( B^0 \rightarrow K^{*0} \ell^+ \ell^- \) receive contributions from \( \mathcal{O}^{(i)}_7, \mathcal{O}^{(i)}_9, \) and \( \mathcal{O}^{(i)}_{10} \). Different measurements are hence sensitive to different combinations of local operators and can be compared with one another to provide consistency checks and classify NP contributions that are compatible with the observations. The distribution in Fig. 1.2 describes the qualitative dependence of the \( B^0 \rightarrow K^{*0} \ell^+ \ell^- \) differential decay width on \( q^2 \), where \( q^2 \) is the dilepton invariant mass squared. Two different kinematic regimes are visible: the low \( q^2 \) region, where the emitted hadron is energetic, and the high \( q^2 \) region, where the emitted hadron has low recoil energy. For low values of \( q^2 \), up to 1 GeV\(^2/c^4\), the main contribution originates from the \( \mathcal{O}_7 \) and \( \mathcal{O}_7' \) operators, which are related to the \( b \rightarrow s \gamma \) transition. For values of \( q^2 \) between 1 and 6 GeV\(^2/c^4\) the interference among \( \mathcal{O}^{(i)}_7, \mathcal{O}^{(i)}_9, \) and \( \mathcal{O}^{(i)}_{10} \) plays a major role.

1.5 The \( b \rightarrow s \ell^+ \ell^- \) transition

As mentioned in the previous section, the decays proceeding through a \( b \rightarrow s \ell^+ \ell^- \) transition are suppressed in the SM due to the absence of FCNCs at tree level. The contribution at the lowest order of perturbation theory originates from one-loop processes consisting of box and penguin diagrams, of which one example is shown in Fig. 1.3 (top). Proceeding through loop processes, these decays are highly sensitive to the possible presence of virtual particles and interactions predicted in many extensions of the SM, like those in which leptoquarks \([15]\) and \(Z'\) bosons \([15]\) mediate the transition from the \( b \) quark to the \( s \) quark, as shown in Fig. 1.3 (bottom). A \( Z' \) boson is a neutral particle.
of spin 1 that originates from an extra $U(1)$ gauge symmetry, for example $U(1)_{B-L}$, where $B$ and $L$ are the baryon and lepton quantum numbers. If the coupling of the $Z'$ boson to the leptons is not universal for the three generations, LFU breaking occurs. A leptoquark is a boson (typically of spin 0, although NP models with leptoquarks of spin 1 exist) that carries both quark and lepton quantum numbers. A tree level exchange of a leptoquark may occur in processes such as $b \to s \ell^+ \ell^-$ and can therefore enhance the decay rates of such processes with respect to their SM predictions. Leptoquarks would also provide a natural source of LFU violation.

The extensions of the SM that foresee a LFU violation can be probed by comparing decays with muons and electrons in the final state. The differential decay widths of the $B^0 \to K^{*0} \ell^+ \ell^-$ and $B^0 \to K^{*0} \ell^+ \ell^-$ decays in terms of $q^2$ and $\Omega$ are given by

$$\frac{d^4\Gamma[B^0 \to K^{*0} \ell^+ \ell^-]}{dq^2 d\Omega} = \frac{9}{32\pi} \sum_i I_i(q^2) f_i(\Omega)$$

and

$$\frac{d^4\Gamma[B^0 \to K^{*0} \ell^+ \ell^-]}{dq^2 d\Omega} = \frac{9}{32\pi} \sum_i \tilde{I}_i(q^2) f_i(\tilde{\Omega}) \quad (1.15)$$

where $\Gamma$ ($\tilde{\Gamma}$) refers to decays involving a $b$ ($\bar{b}$) quark and hence a $B^0$ ($\bar{B}^0$) meson, the terms $f_i(\Omega)$ are combinations of spherical harmonics and the terms $I_i$ ($\tilde{I}_i$) are $q^2$-dependent angular observables. In the limit of massless leptons, corresponding to $m_\ell^2 \gg 4 m_q^2$, the latter can be expressed as bilinear combinations of six complex decay amplitudes, $A_{0,0,1,1}^{LR}$, which correspond to the three different transversity states of the $K^{*0}$ meson (one longitudinal polarisation and two transverse polarisations) and two different chiralities (left-handed or right-handed) of the dilepton system. It should be noted here that the timelike amplitude $A_t$ is not considered since it vanishes in the limit of massless leptons.
1.5. THE $B \to S\ell^+\ell^-$ TRANSITION

An additional suffix $s$ or $c$ is usually added to some of the angular observables to indicate that they have a dependence on $\sin^2 \theta_K$ or $\cos^2 \theta_K$. The list of the $I_i(q^2)$ and $f_i(\hat{\Omega})$ terms that remain in the limit of massless leptons is reported in Table 1.1.

The differential decay widths of Eq. (1.15) can be combined to form $CP$ averages $S_i$ and $CP$ asymmetries $A_i$ observables, according to the following:

$$S_i = \frac{(I_i + \bar{I}_i)}{\left(\frac{d\Gamma}{dq^2} + \frac{d\bar{\Gamma}}{dq^2}\right)} \quad \text{and}$$
$$A_i = \frac{(I_i - \bar{I}_i)}{\left(\frac{d\Gamma}{dq^2} + \frac{d\bar{\Gamma}}{dq^2}\right)} .$$

Two $S_i$ observables, $S_{1c}$ and $S_{6s}$, have a simple physical interpretation. The $S_{1c}$ observable corresponds to the fraction of longitudinal polarisation of the $K^{*0}$ meson and is therefore more commonly referred to as $F_L$, with

$$F_L = S_{1c} = \frac{|A_0^L|^2 + |A_0^R|^2 \left|A^L_0 \right|^2 + \left|A^R_0 \right|^2 + \left|A^L_1 \right|^2 + \left|A^R_1 \right|^2}.$$

Figure 1.4: Definition of the decay angles $\theta_\ell$, $\theta_K$, and $\phi$ describing the angular distribution of the decay products of the $B^0 \to K^{*0} \ell^+\ell^-$ decay.

(a) $\theta_K$ and $\theta_\ell$ definitions for the $B^0$ decay

(b) $\phi$ definition for the $B^0$ decay

(c) $\phi$ definition for the $\bar{B}^0$ decay
The $S_\alpha$ observable is related to the forward-backward asymmetry of the dilepton system and is conventionally replaced by $A_{FB}$, with $A_{FB} = \frac{1}{2}S_\alpha$.

After substituting $F_L$ and $A_{FB}$ in Eq. (1.16), the CP-averaged differential decay width of the $B^0 \rightarrow K^{*0} \ell^+\ell^-$ decay can be written as

$$
\frac{d\Gamma(\tau^+)\Gamma(\tau^-)}{d\Omega} = \frac{9}{32\pi} \left[ (1 - F_L) \sin^2 \theta_k + F_L \cos^2 \theta_k + \frac{1}{2} (1 - F_L) \sin^2 \theta_k \cos 2\theta_{\ell} - \frac{1}{2} F_L \cos^2 \theta_k \cos 2\theta_{\ell} \right] + S_5 \sin^2 \theta_k \sin^2 \theta_{\ell} \cos 2\phi + S_4 \sin 2\theta_k \sin 2\theta_{\ell} \cos \phi + S_7 \sin 2\theta_k \sin \theta_{\ell} \cos \phi + \frac{1}{2} A_{FB} \sin^2 \theta_k \cos \theta_{\ell} + S_6 \sin 2\theta_k \sin \theta_{\ell} \sin \phi + S_8 \sin 2\theta_k \sin 2\theta_{\ell} \sin \phi + S_9 \sin^2 \theta_k \sin^2 \theta_{\ell} \sin 2\phi,
$$

(1.17)

where the highlighted parameters are the angular observables measured in Chapters 6 and 7. The angular observables are combinations of the $K^{*0}$ decay amplitudes and are sensitive to the Wilson coefficients $C_i^{(4)}$, $C_i^{(6)}$, and $C_i^{(10)}$ described in Section 1.4. These angular observables can potentially have large theoretical uncertainties due to the limited knowledge of the hadronic form factors. However, optimised variables with reduced theoretical uncertainties can be defined. These are combinations of the $F_L$ and $S_3 - S_9$ observables, for example

$$
P_6' = \frac{S_5}{\sqrt{F_L (1 - F_L)}},
$$

which gives the name to the so-called $P_6'$ anomaly discussed in the next section. Additional optimised variables are the transverse asymmetry $A_T^{(2)}$ [36], where $A_T^{(2)} = 2S_3/(1 - F_L)$, and the $P_{i}^{(4)}$ series of angular observables described in Ref. [37]. Experimentally, the angular observables can be computed by performing a maximum likelihood fit of the angular distribution of the final state particles or by

Table 1.1: Non-negligible $I_1(q^2)$ and $f_i(\vec{q})$ in the massless limit. The terms arising from the S-wave contribution to the $K^+\pi^-\ell^+\ell^-$ final state are not shown.

<table>
<thead>
<tr>
<th>$i$</th>
<th>$I_i$</th>
<th>$f_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1s</td>
<td>$\frac{3}{4}</td>
<td>A_L^1</td>
</tr>
<tr>
<td>1c</td>
<td>$</td>
<td>A_L^0</td>
</tr>
<tr>
<td>2s</td>
<td>$\frac{1}{2}</td>
<td>A_L^0</td>
</tr>
<tr>
<td>2c</td>
<td>$-</td>
<td>A_L^0</td>
</tr>
<tr>
<td>3</td>
<td>$\frac{1}{2}</td>
<td>A_L^0</td>
</tr>
<tr>
<td>4</td>
<td>$\sqrt{2} \text{Re}(A^R_0 A^L_0 + A^R_0 A^R_0) \sin \theta_{\ell} \cos \phi$</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>$\sqrt{2} \text{Re}(A^R_0 A^L_0 - A^R_0 A^R_0) \sin \theta_{\ell} \sin \phi$</td>
<td></td>
</tr>
<tr>
<td>6s</td>
<td>$2 \text{Re}(A^R_0 A^L_0 - A^R_0 A^R_0)$</td>
<td>$\sin^2 \theta_K \cos \theta_{\ell}$</td>
</tr>
<tr>
<td>7</td>
<td>$\sqrt{2} \text{Im}(A^R_0 A^L_0 - A^R_0 A^R_0)$</td>
<td>$\sin 2\theta_K \sin \theta_{\ell} \sin \phi$</td>
</tr>
<tr>
<td>8</td>
<td>$\sqrt{2} \text{Im}(A^R_0 A^L_0 + A^R_0 A^R_0)$</td>
<td>$\sin 2\theta_K \sin 2\theta_{\ell} \sin \phi$</td>
</tr>
<tr>
<td>9</td>
<td>$\text{Im}(A^R_0 A^L_0 + A^R_0 A^R_0)$</td>
<td>$\sin^2 \theta_K \sin^2 \theta_{\ell} \sin 2\phi$</td>
</tr>
</tbody>
</table>
applying the method of moments. Both approaches are described in detail in Chapter 6.

In addition to the resonant P-wave contribution from $K^{*0}$ to the $K^+\pi^-\ell^+\ell^-$ final state, the $K^+\pi^-$ system can also be in an S-wave configuration. The addition of the S-wave component introduces two new complex amplitudes, $A^L_R$, and results in additional angular terms in the differential decay width. The addition of the S-wave component causes a change of nearly 5% in the differential decay width. This contribution can be taken into account when computing the angular observables of muon decay modes, while electron decay modes do not have at the moment sufficient statistics to include this contribution in the measurements.

According to LFU, no difference is expected between angular observables of muon and electron decay modes. A deviation from the SM predictions would hence be a clear hint of NP effects related to LFU violation.

### 1.6 Experimental results

As described above, there are two main approaches to search for NP effects and, in particular, for LFU violation in the $b \to s\ell^+\ell^-$ transition. The first approach consists in measuring LFU ratios like $R_K$ and $R_{K^*}$. The second investigates the angular dependence of the differential decay width of $b \to s\ell^+\ell^-$ decays to muons and electrons. In recent years, several measurements based on both approaches have shown hints of tension with respect to the SM predictions.

One of the most interesting measurements is the $P_5'$ anomaly observed by LHCb and then confirmed by Belle. The measurement of the angular distribution of the decay products of the $B^0 \to K^{*0}\mu^+\mu^-$ decay was performed by LHCb in 8 bins of $q^2$ from 0.1 GeV$^2$/c$^4$ to 19.0 GeV$^2$/c$^4$. A deviation was observed in the angular distribution and, in particular, in the $P_5'$ observable, which is particularly sensitive to the $C_9$ Wilson coefficient [35]. Incidentally, a compatible deviation was observed by Belle, which performed a measurement in 4 bins of $q^2$ in the same kinematic region of LHCb. The plot in Fig. 1.5 shows the results obtained by LHCb and Belle, with the latter given separately for decay modes with muons and, respectively, electrons in the final state. The excess is observed in two bins of $q^2$, respectively from 4.0 GeV$^2$/c$^4$ to 6.0 GeV$^2$/c$^4$ (at a level of 2.8 standard deviations) and from 6.0 GeV$^2$/c$^4$ to 8.0 GeV$^2$/c$^4$ (at a level of 3.0 standard deviations).

A similar measurement for the $B^0 \to K^{*0}e^+e^-$ decay was performed by the LHCb experiment.
in the low $q^2$ region, from $0.0020 \pm 0.0008 \text{GeV}^2/c^4$ to $1.120 \pm 0.060 \text{GeV}^2/c^4$ \cite{39}. This region is dominated by the $b \to s \gamma$ transition and is hence particularly suitable to measure the photon polarisation and the $C_7$ and $C'_7$ Wilson coefficients. The angular observables were obtained by fitting the $B^0$ invariant mass distribution and the three decay angles. The results are dominated by statistical uncertainties and are compatible with the SM predictions \cite{40,41}.

Hints of deviations from the SM predictions were observed also in the measurements of the LFU ratios $R_K$ and $R_{K^*}$ performed at LHCb. Both were previously measured by BaBar and Belle, which found them compatible with the SM predictions, although within a large statistical uncertainty \cite{42,43}. The first measurement, $R_K$, is the ratio of the branching fractions of the $B^+ \to K^+ \mu^+ \mu^-$ and $B^+ \to K^+ e^+ e^-$ decays. This is predicted to be unity within an uncertainty of $\mathcal{O}(10^{-2})$ in the SM \cite{30,44}. However, discrepancies from this prediction are expected in several NP scenarios, involving new scalar or pseudoscalar interactions \cite{30} or the existence of a $Z'$ boson coupling differently to electrons and muons \cite{45,47}. The value of $R_K$ was measured by LHCb in the $q^2$ region between $1 \text{GeV}^2/c^4$ and $6 \text{GeV}^2/c^4$ \cite{33}. This region is both experimentally and theoretically favoured, since it allows to veto decays occurring through a $J/\psi$ resonance and to profit from accurate predictions. This resulted in

$$R_K = 0.745^{+0.090}_{-0.074} \pm 0.036,$$

where the first uncertainty is statistical and the second systematic. This result, which corresponds to the most precise measurement to date, is compatible with the SM prediction at 2.6 standard deviations. The second measurement, $R_{K^*}$, is analogous to the first, but is obtained by studying the $B^0 \to K^{*0} \mu^+ \mu^-$ and $B^0 \to K^{*0} e^+ e^-$ decays. The main difference is the presence of a vector meson in the final state. As for $R_K$, the SM prediction is known at the percent level and differs from unity mainly because of phase-space effects. The $R_{K^*}$ measurement can probe models with leptoquarks or $Z'$ bosons. At LHCb, $R_{K^*}$ was measured in two different regions of $q^2$, a low $q^2$ bin between $0.045 \text{GeV}^2/c^4$ and $1.1 \text{GeV}^2/c^4$, where the measurement is mostly sensitive to $C_7$ and $C'_7$, and a central $q^2$ bin between $1.1 \text{GeV}^2/c^4$ and $6 \text{GeV}^2/c^4$, where a large sensitivity is expected to $C_9^{(r)}$ and $C_{10}^{(r)}$. The measured values are

$$R_{K^{*0}} = \begin{cases} 0.66 \pm 0.11 \text{ (stat)} \pm 0.03 \text{ (syst)} & \text{for } 0.045 < q^2 < 1.1 \text{ GeV}^2/c^4 \\ 0.69 \pm 0.11 \text{ (stat)} \pm 0.07 \text{ (syst)} & \text{for } 1.1 < q^2 < 6.0 \text{ GeV}^2/c^4 \end{cases}$$

and correspond to the most precise measurement of $R_{K^*}$ to date. The results are compatible with the SM predictions at $2.1 - 2.3$ and $2.4 - 2.5$ standard deviations in the low and in the central $q^2$ bin, respectively.

In addition to these measurements, discrepancies with respect to the SM predictions were observed in several branching ratios of $b \to s \ell^+ \ell^-$ transitions \cite{18}.

The $b \to s \ell^+ \ell^-$ measurements described in this section show an interesting and coherent pattern of deviations with respect to the SM predictions. A brief discussion about how to interpret these results is given below.
The anomaly observed in the angular distribution of the decay products of the $B^0 \rightarrow K^{*0} \mu^+ \mu^-$ decay might be the result of the underestimation of the theoretical uncertainty or the poor theoretical knowledge of the contribution of the $c \bar{c}$ resonances to the differential decay width of the $B^0 \rightarrow K^{*0} \mu^+ \mu^-$ decay. While this might explain the excess observed in the $P_0^+$ observable of the $B^0 \rightarrow K^{*0} \mu^+ \mu^-$ decay, a different explanation is required to explain the deviations observed in the $R_K$ and $R_{K^*}$ measurements.

If, on the other hand, one assumes that the deviations are the result of NP, the effective field theory described in Section 1.4 can help in clarifying what kind of NP models might be consistent with the experimental observations.

Several global fits were performed, using as experimental input the $R_K$ and $R_{K^*}$ measurements, as well as the $b \rightarrow s \mu^+ \mu^-$ measurements. In the global fits, NP contributions that might explain the experimental anomalies were searched for among the dimension-six operators of Eqs. (1.12), (1.13), and (1.14), that is, the vector and axial-vector operators $O_9$ and $O_{10}$ (where vector and axial-vector refer to the lepton current), the scalar and pseudoscalar operators $O_S$ and $O_P$, and the tensor operators $O_T$ and $O_{TS}$. Two examples of these global fits are shown as a reference in Fig. 1.6. The plot on the left shows the results of the global fit when two Wilson coefficients, $C_9^{2\mu}$ and $C_{10}^{2\mu}$, are allowed to receive NP contributions. The constraints coming from $R_K$ and $R_{K^*}$ are shown by the solid lines in blue, those coming from $b \rightarrow s \mu^+ \mu^-$ are shown by the dotted lines in grey, while the combination of both is shown in red, where the different red shades represent the 1σ, 2σ, and 3σ confidence levels. According to the fit, the data are in favour of a reduced $C_9$ and an unchanged $C_{10}$ or a reduced $C_9$ and an enhanced $C_{10}$. If one allows LFU violation, the Wilson coefficients can assume different values in the electron and muon sectors. The plot on the right shows the results of the global fit when both $C_9^0$ and $C_{10}^0$ are allowed to receive NP contributions. According to LFU, the two couplings should be identical. However, this is not the favoured scenario according to the experimental results, which suggest a suppression in the muon coupling, which is compatible with the suppression observed in the $R_K$ and $R_{K^*}$ measurements. There is instead no clear indication of a NP contribution in the electron sector, given the compatibility of $C_9^0$ with zero.

Figure 1.6: Allowed regions in the $(C_9^0, C_{10}^0)$ (left) and $(C_9^\mu, C_{10}^\mu)$ (right) planes of Wilson coefficients, assuming the remaining Wilson coefficients to be SM-like [47, 49].
A comparison between the values of $R_K$ and $R_K^{*}$ measured by LHCb and the predictions of the SM and of several NP benchmark models is shown in Fig. 1.7 as a function of $q^2$. In the SM, $R_K$ and $R_K^{*}$ are to an excellent approximation independent of $q^2$. For $R_K$, this is still valid in the presence of NP, although the predicted value of $R_K$ is suppressed with respect to the SM prediction. For $R_K^{*}$, the $q^2$ dependence is not trivial and varies with the specific NP model. The drop to zero at the dimuon threshold $q^2 \sim 4m_{\mu}^2$ is due to phase-space effects.

It is worth noticing that some of the NP models that have been proposed can also explain the deviation observed in the $R_D^{*}$ measurement [50–52]. These models assume the existence of $W'$ and $Z'$ bosons with non-universal couplings to charged leptons. In this models, NP couples predominantly to the third generation of quarks and leptons, with a small non-negligible mixing between second and third generations [53].

## 1.8 LFU angular asymmetries

The breaking of LFU through NP effects in rare $b \to s \ell^+ \ell^-$ transitions can be measured by computing the $S_i$ and $P'_i$ observables for decays to electrons and muons.

The simplest possibility is to compute the angular observables

$$\Delta S_i = S_i^e - S_i^\mu,$$

i.e., the differences between the $S_i$ observables of the same decay to electrons and muons. A more detailed discussion about the expected sensitivity of these observables can be found in §6.1.2.

Another appealing possibility is to compute the angular observables

$$Q_i = P'^{\mu}_i - P'^e_i,$$

with $i = 4, 5, 6, 8$. These angular observables have a limited sensitivity to hadronic uncertainties and long-distance charm-loop contributions in the SM and can hence be considered a clean probe of LFU violation between the first and the second generation. Any deviation from zero in $Q_i$ would be a direct hint of NP. A pioneering measurement of these angular observables was performed recently.
by Belle and is shown in Fig. 1.8. The plot on the left shows the values of $P'_5$ measured by Belle in the electron and muon modes, while the plot on the right shows the corresponding values of $Q_5$. In order to increase the statistics available, both $B^0 \rightarrow K^{*0} \ell^+ \ell^-$ and $B^+ \rightarrow K^{*+} \ell^+ \ell^-$ decays, with $\ell = e, \mu$, were included in the measurement. The $K^{*0}$ was reconstructed in the $K^+\pi^-$ final state, while the $K^{*+}$ was reconstructed in both $K^+\pi^0$ and $K^0_S\pi^+$ final states. The analysis was performed in four independent bins of $q^2$.

In order to improve the sensitivity to the difference between the Wilson coefficients $C^e_i$ and $C^\mu_i$ for decays to electrons and muons, additional angular observables were proposed recently. One possibility consists in measuring weighted differences (with respect to the lepton flavour of the final state) of angular observables:

$$D_i(q^2) \equiv \frac{dB^e_i}{dq^2} S^e_i(q^2) - \frac{dB^\mu_i}{dq^2} S^\mu_i(q^2),$$

where $B^e$ and $B^\mu$ are the branching ratios of the $B^0 \rightarrow K^{*0}e^+e^-$ and $B^0 \rightarrow K^{*0}\mu^+\mu^-$ decays, respectively.

**1.9 Summary and future prospects**

Rare decays proceeding through a $b \rightarrow s\ell^+\ell^-$ transition are a powerful tool to search for NP effects and have shown several hints of tension with respect to the SM predictions in recent years. Tensions have been observed in the LHCb measurements of the LFU ratios $R_K$ and $R_{K^*}$, the branching ratios of several $b \rightarrow s\mu^+\mu^-$ decays, and the $P'_5$ observable of the $B^0 \rightarrow K^{*0}\mu^+\mu^-$ decay. The latter has been confirmed by an independent measurement performed by Belle in a very different experimental setting.

This could suggest a coherent pattern of NP effects contributing predominantly to $b \rightarrow s\mu^+\mu^-$ and to a lesser extent to $b \rightarrow se^+e^-$ transitions. The experimental results might be explained consistently within an effective field theory by assuming NP contributions to one or more Wilson coefficients. Based on current measurements, one of the favoured option would be a NP contribution to $C^\mu_9$ or to both $C^\mu_9$ and $C^\mu_{10}$. This would imply LFU violation between electrons and muons. On the other hand,
some of the observed tensions might be due to the underestimation of the theoretical uncertainties. Experimentally, most measurements are dominated by statistical uncertainties. The LHCb measurements, in particular, are based on proton-proton collision data corresponding to an integrated luminosity of 3.0 fb\(^{-1}\), recorded at centre-of-mass energies of 7 and 8 TeV. This corresponds to the full statistics of the LHC Run I. However, due to the increase of the centre-of-mass energy during the LHC Run II, nearly twice this integrated luminosity is expected by the end of the current data-taking period. Therefore, it will be a matter of utmost importance to provide updates based on the full LHC Run I and Run II statistics. In addition, new measurements must be performed to further exploit the potential of the rare decays proceeding through a \(b \to s\ell^+\ell^-\) transition. Besides \(R_K\) and \(R_{K^*}\), additional LFU ratios that can be measured at LHCb are \(R_X\) and \(R_\phi\), which refer to the decays \(B \to X_s\ell^+\ell^-\) and \(B_s^0 \to \phi \ell^+\ell^-\), respectively. A complementary test of LFU consists in studying the angular distribution of the final-state particles of the \(B^0 \to K^{*0}\mu^+\mu^-\) and \(B^0 \to K^{*0}e^+e^-\) decays. This can be achieved by measuring the \(S_i\) and \(P_i^\prime\) observables of such decays, as well as their differences \(\Delta S_i\) and \(Q_i\), and weighted differences \(D_i\) with respect to the flavour of the leptons in the final state.

In order to investigate the potential of these measurements in discovering NP, LFU ratios and angular observables are predicted within several NP benchmark models and compared to the SM predictions and to the measurements (when available). This is shown in Fig. \ref{fig:NP_predictions} where five NP benchmark models are taken into account: in the first, \(C^{NP}_{\mu} = -1.1\); in the second, \(C_{\eta\mu}^{NP} = -C_{10\mu}^{NP} = -0.61\); in the third, \(C_{\eta\mu}^{NP} = -C_{9\mu}^{NP} = -1.01\); in the fourth, \(C_{\eta\mu}^{NP} = -3C_{9e}^{NP} = -1.06\); in the fifth, the Wilson coefficients have the values corresponding to the best fit point in a six-dimensional fit of \(C_{\eta\mu}^{NP}, C_{\eta\mu}^{NP}, C_{10\mu}, C_7, C_{9\mu}\), and \(C_{10\mu}\).

At LHCb, the \(D_i\) observables can be measured by performing likelihood fits of the mass and angular distributions of the \(B^0 \to K^{*0}\ell^+\ell^-\) decays or by using the method of moments. However, obtaining an evidence of NP effects at the level of three standard deviations would require more than 1000 \(B^0 \to K^{*0}e^+e^-\) decays, which is beyond the reach of LHC Run II. The statistics available
is also the limiting factor of the measurement of the $Q_i$ observables. Due to this limiting factor, a first milestone in the LHCb physics programme is the measurement of the $\Delta S_i$ observables. The first measurement of these observables, obtained by a counting method procedure, is described in detail in Chapter 6.
This chapter provides some generalities about the Large Hadron Collider and a more detailed description of the LHCb detector.

2.1 The LHC

The Large Hadron Collider (LHC) is a proton-proton ($pp$) and heavy ion collider located at the European Organization for Nuclear Research (CERN) laboratory, on the French-Swiss border just outside Geneva. The LHC is housed in a 27 km long, nearly circular tunnel about 100 m underground, the same tunnel that previously housed the Large Electron Positron (LEP) collider.

Before circulating into the LHC, protons are extracted from hydrogen gas and accelerated by a succession of accelerators. Each accelerator increases their energy and injects them into the next accelerator in the sequence, as shown in Fig. 2.1. The Linac 2 linearly accelerates protons up to the energy of 50 MeV. Protons are then transferred to the Booster, where they are accelerated up to 1.4 GeV, and subsequently to the Proton Synchrotron (PS), where they reach the energy of 25 GeV. They are then injected into the Super Proton Synchrotron (SPS), and finally transferred into the LHC at an average energy of 450 GeV.

Proton and ion beams are bent around the circumference of the LHC using NbTi superconducting dipole magnets which, maintained at a temperature of 1.9 K by a liquid helium cooling system, produce a field of 8.3 T. Proton beams are not continuous, but spaced in bunches of about $10^{11}$ protons each. The time separation between two adjacent bunches is a multiple of 25 ns, which corresponds to a bunch-crossing rate of 40 MHz. This is referred to as the “nominal” bunch-crossing rate. The LHC was designed to collide protons with a peak instantaneous luminosity of $10^{34}$ cm$^{-2}$s$^{-1}$ at a centre-of-mass energy of 14 TeV. However, the energy was limited to 7 TeV during the 2010 and 2011 operations and to 8 TeV during 2012. This first data-taking period, which is referred to as Run I, was followed by an upgrade of the machine and the detectors which took place from 2012 to 2015 (the Long Shutdown I). The changes applied to the accelerator during the Long Shutdown I allowed to further increase the energy to 13 TeV. A second data-taking period, which is referred to as Run
II, started in 2015 and is still ongoing. A summary of the main LHC parameters during the 2010, 2011, and 2012 $pp$ runs is shown in Table 2.1, while the corresponding summary for the 2015, 2016, and 2017 $pp$ runs is shown in Table 2.2.

Collisions between the two beams occur in four distinct points along the ring, where the detectors of the four major LHC experiments (ATLAS, CMS, ALICE, and LHCb) are installed. Among them, ATLAS and CMS are general-purpose experiments, while ALICE and LHCb are specifically designed to study heavy ion and heavy flavour physics, respectively. Two smaller special-purpose experiments, TOTEM and LHCf, complete the picture: the first aims at measuring the total $pp$ cross-section, the second aims at studying some aspects of astroparticle physics.

LHC is a copious source of $b$ and $c$ hadrons. At current energies, the total $pp$ cross-section is about 100 mb, with the inelastic component amounting to 70 mb \[58\]. Heavy quark production is dominated by $b\bar{b}$ \[59\] and $c\bar{c}$ \[60\] quark-pair production through strong interactions, with cross sections of

\[
\sigma(pp \to c\bar{c}X) = (6.10 \pm 0.93) \text{ mb},
\]

\[
\sigma(pp \to b\bar{b}X) = (284 \pm 20 \pm 49) \mu\text{b},
\]

at 7 TeV centre-of-mass energy. An approximately linear increase of the cross sections is expected by raising the energy from 7 to 14 TeV, which will result in nearly $10^{5} b\bar{b}$ and $10^{6} c\bar{c}$ quark-pairs produced every second at 14 TeV centre-of-mass energy. This is consistent with the cross section measurement performed at LHCb at a centre-of-mass energy of 13 TeV \[61\].
### Parameter Design 2010 2011 2012

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Design</th>
<th>2010</th>
<th>2011</th>
<th>2012</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peak luminosity (cm$^{-2}$s$^{-1}$)</td>
<td>$1 \times 10^{34}$</td>
<td>$2.1 \times 10^{32}$</td>
<td>$3.7 \times 10^{33}$</td>
<td>$7.7 \times 10^{33}$</td>
</tr>
<tr>
<td>Protons energy (TeV)</td>
<td>7</td>
<td>3.5</td>
<td>3.5</td>
<td>4</td>
</tr>
<tr>
<td>Max bunches per beam</td>
<td>2808</td>
<td>368</td>
<td>1380</td>
<td>1380</td>
</tr>
<tr>
<td>Bunch separation (ns)</td>
<td>25</td>
<td>150</td>
<td>50</td>
<td>25 – 50</td>
</tr>
</tbody>
</table>

Table 2.1: Main LHC parameters during the 2010, 2011, and 2012 pp runs compared with the corresponding design values.

### Parameter Design 2015 2016 2017

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Design</th>
<th>2015</th>
<th>2016</th>
<th>2017</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peak luminosity (cm$^{-2}$s$^{-1}$)</td>
<td>$1 \times 10^{34}$</td>
<td>$5.0 \times 10^{33}$</td>
<td>$13.8 \times 10^{33}$</td>
<td>$17.4 \times 10^{33}$</td>
</tr>
<tr>
<td>Protons energy (TeV)</td>
<td>7</td>
<td>6.5</td>
<td>6.5</td>
<td>6.5</td>
</tr>
<tr>
<td>Max bunches per beam</td>
<td>2808</td>
<td>2220</td>
<td>2220</td>
<td>2556</td>
</tr>
<tr>
<td>Bunch separation (ns)</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>25</td>
</tr>
</tbody>
</table>

Table 2.2: Main LHC parameters during the 2015, 2016, and 2017 pp runs compared with the corresponding design values.

The inclusive $b\bar{b}$ quark-pair production cross-section depends on the rapidities of the $b$ quark and the $\bar{b}$ antiquark and on the transverse mass of the $b\bar{b}$ system \cite{62,63}. The cross section decreases if either the rapidity difference between the $b$ quark and the $\bar{b}$ antiquark or the transverse mass of the $b\bar{b}$ system increase. This results in $b\bar{b}$ pairs predominantly produced with both partons collinear, as shown in Fig. 2.2. This motivates the design of the LHCb detector, as discussed in the next section.

**Figure 2.2:** Angular correlation between the $b$ quark and the $\bar{b}$ antiquark in $b\bar{b}$ quark-pair production processes \cite{64}, as simulated by the PYTHIA8 event generator with the CTEQ6 NLO parton distribution functions.
2.2 The LHCb detector

The primary goal of the Large Hadron Collider beauty (LHCb) experiment is to search for indirect evidences of NP, mainly by studying $CP$ violation and rare decays of charm and bottom hadrons.

The LHCb detector \cite{65} is a single-arm spectrometer with a forward angular coverage from $15 \text{ mrad}$ to $300 \ (250) \text{ mrad}$ in the bending (non-bending) plane, corresponding to a pseudorapidity interval of $1.8 < \eta < 4.9$, where $\eta = - \ln [\tan(\theta/2)]$, with $\theta$ being the polar angle with respect to the beam direction. The forward angular coverage is motivated by the fact that, at the LHC centre-of-mass energies, the $b$ and $\bar{b}$ hadrons that originate from the $pp$ collisions are mostly produced at small polar angles and, once one $b$ quark is in the detector acceptance, probability is high that the corresponding $\bar{b}$ antiquark will be nearby in pseudorapidity. For beam energies of 7 and 8 TeV, the probability that either the $b$ quark or the $\bar{b}$ antiquark are inside the LHCb acceptance is $27\%$, while the probability for the $b\bar{b}$ pair to be inside the LHCb acceptance is $25\%$. The corresponding probabilities at 14 TeV are $27\%$ and $24\%$, respectively \cite{64}. The impact of the acceptance on the $b\bar{b}$ and $c\bar{c}$ quark-pair production cross-sections can be evaluated by comparing the cross-sections quoted in the previous section with the analogous cross-sections for decay products within the LHCb acceptance, which are $\sigma(pp \rightarrow c\bar{c}X) = (1419 \pm 134) \mu b$ and $\sigma(pp \rightarrow b\bar{b}X) = (75 \pm 14) \mu b$.

The LHCb detector consists of a charged-particle tracking system and a particle-identification system. The tracking system includes a magnet and three different detectors: the VERTex LOcator (VELO) and the Tracker Turicensis (TT), both upstream of the magnet, and three tracking stations (T1-T3), downstream of the magnet. The particle-identification system includes several detectors,
2.2. THE LHCb DETECTOR

Each one exploiting a different technology: two Ring Imaging CHerenkov (RICH) detectors, the calorimeters, and the muon detectors. The layout of the LHCb detector is shown in Fig. 2.3. The right-handed coordinate system has the \( x \) axis pointing toward the centre of the LHC ring, the \( y \) axis pointing upwards, and the \( z \) axis pointing along the beam direction.

The LHCb detector guarantees a good coverage of the high pseudorapidity region. However, high particle densities challenge the detectors near the beam axis with high occupancy. This is partially alleviated by using a light-weight beampipe that includes four conical sections that pass through the whole detector. The first three sections, from the interaction point to the calorimeters, are made of beryllium, while the last section, from the calorimeters to the muon detectors, is made of stainless steel.

2.2.1 The collision

The two proton beams, which run parallel to each other along the LHC tunnel, are bent to intersect in the VELO. Primary \( pp \) interactions occur in the overlap area, which is referred to as the luminous region. The position and size of the luminous region are inferred from the spatial distribution of the Primary Vertices (PV), which are the space-points in which primary \( pp \) interactions occur. The size of the luminous region is inferred as the per-run spread of the reconstructed primary vertices \( x \), \( y \), and \( z \) coordinates and is approximately 40 \( \mu \)m along \( x \) and \( y \) and 5 cm along \( z \).

When the beams intersect, multiple primary \( pp \) interactions may occur. This challenges the detector with high occupancy and must be limited due to hardware limitations in order to keep the data acquisition efficiency optimal. For this reason, the luminosity at the intersection point was reduced to nearly \( 3.5 \times 10^{32} \text{ cm}^{-2}\text{s}^{-1} \) in 2011 and to nearly \( 4 \times 10^{32} \text{ cm}^{-2}\text{s}^{-1} \) since 2012. This was achieved by a luminosity leveling technique [66], which allows the LHCb detector to meet occupancy requirements and to operate at the same time as ATLAS and CMS. The transverse overlap of the beams at LHCb is minimum at the beginning of a fill and is then gradually increased to compensate for the beam current degradation, so that the instantaneous luminosity can be kept stable to within nearly 5% during the entire fill. The effect of this procedure is shown in Fig. 2.4, where the instantaneous luminosities at LHCb and at the general-purpose detectors ATLAS and...
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Figure 2.5: Values of $\mu$ (top) and peak luminosity (bottom) during Run I, separately for 2010 (green), 2011 (red), and 2012 (blue) [67]. The design values are represented by the dotted violet lines.

Figure 2.6: LHCb integrated luminosity during $pp$ runs as a function of time for 2010 (yellow), 2011 (green), 2012 (blue), 2015 (cyan), 2016 (magenta), and 2017 (red) [69].

CMS are compared for a typical fill duration during the 2010-2012 data taking. The luminosity leveling guarantees similar data-taking conditions during the fill and allows to reduce systematic uncertainties originating from changes in the detector occupancy. The transverse beam size at the intersection point is around $160\mu m$ and the distance between beam centres varies from $100\mu m$ at the beginning of the fill to $40\mu m$ at the end of it. In these conditions, the average number of visible primary $pp$ interactions per bunch crossing, called $\mu$, almost reduces to one [68] 1. The values of $\mu$ and peak luminosity during Run I are shown in Fig. 2.5. The LHCb integrated luminosity during $pp$ runs as a function of time for 2010, 2011, 2012, 2015, 2016, and 2017 is shown in Fig. 2.6 and sums up to $3 fb^{-1}$ for Run I and $2.6 fb^{-1}$ for Run II.

Particles that originate from a primary vertex and have significant lifetime and sufficient momentum may travel a measurable distance before decaying. The space-points in which such decays occur

---

1 An interaction is “visible” if at least two charged particles with sufficient hits in the tracking system to allow reconstruction are produced.
are referred to as Secondary Vertices (SV). Typical c and b hadrons in LHCb have momenta of \( O \) (100) GeV/c and decay lengths of \( O \) (1) cm.

Due to the forward geometry of the LHCb detector, only particles moving in the forward direction may be detected in both tracking and particle-identification detectors. Backward-moving particles may traverse only the most upstream section of the VELO. They are used in the trigger to determine the number and the longitudinal positions of the primary vertices.

2.2.2 Tracking

The tracking system provides accurate spatial measurements of charged-particles’ trajectories, in order to determine quantities such as charge, momentum, vertex locations, flight distance, and impact parameter (described in more detail below). Moreover, reconstructed tracks are matched to calorimeter clusters, Cherenkov rings, and tracks in the muon detectors (muon stubs), hence providing useful information to discriminate among different species of particles.

The warm dipole magnet allows the measurement of charged-particles’ momentum by bending the charged particles in the horizontal plane. The dominant component of the magnetic field is aligned along the vertical direction and corresponds to 4 T m integrated along 10 m for tracks originating from the interaction point. This guarantees a relative momentum resolution that varies from 0.5% at low momentum to 1.0% at 200 GeV/c. To cover the full acceptance of the LHCb detector, the magnet has an aperture of \( \pm 300 \) (250) mrad in the bending (non-bending) plane. It consists of two identical conical saddle-shape non-superconducting coils, mounted symmetrically inside an iron yoke. Each coil is made of 15 pancakes, while the iron yoke is made from 100 mm thick steel sheets. The magnet is 11 m wide, 8 m high, and 5 m thick, and has a total weight of 1600 tons. Its electric power dissipation amounts to 4.2 MW and corresponds to a nominal current of 5.85 kA and a maximum current of 6.6 kA in the conductor. The magnet perspective view is shown in Fig. 2.7. The current in the magnet is periodically inverted and similar amounts of experimental data are collected with each polarity configuration. This reduces the impact of systematic effects in precision measurements.
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of CP asymmetries. The measured on-axis magnetic field is shown in Fig. 2.7 for both “up” and “down” polarities.

The VELO and the TT, upstream of the magnet, are silicon microstrip detectors. The T1-T3 stations, downstream of the magnet, consist of two separated detectors, one closer and one further from the beam axis, that employ a different technology: the Inner Tracker (IT) is a silicon microstrip detector, the Outer Tracker (OT) is a straw tube detector.

**VELO**

The VELO [70] measures charged-particles’ trajectories in the region closest to the interaction point. It is used to reconstruct primary vertices and displaced secondary vertices with a very high spatial resolution. In addition, it allows to precisely measure the Impact Parameter (IP) of charged particles’ trajectories. The impact parameter is the distance of closest approach of the particle’s trajectory to the primary vertex. Particles originating from the primary pp interaction have impact parameter values compatible with zero, while decay products of long-lived heavy particles have higher mean-valued impact parameters. Selections based on impact parameter are extensively used to reduce the contamination from light-quark backgrounds in many measurements at LHCb, so an optimal impact parameter resolution is crucial for the performance of the experiment. The impact parameter of a decay product can be written as

$$\text{IP} = \frac{|\vec{x}_{SV} - \vec{x}_{PV}| \sin \theta}{m \sin \theta},$$

where $|\vec{x}_{PV} - \vec{x}_{SV}|$ is the Flight Distance (FD) of the decaying particle, which corresponds to the displacement between the primary and secondary vertices, and $\theta$ is the opening angle, in the laboratory frame, of the decay product’s trajectory with respect to the decaying particle’s trajectory. The opening angle is defined as

$$\cos \theta = \frac{\vec{q} \cdot \vec{p}}{|\vec{q}| |\vec{p}|},$$

where $\vec{q}$ and $\vec{p}$ are the decay-product’s and decaying particle’s momenta, respectively, both measured in the laboratory frame. A schematic view of a typical impact parameter is shown in Fig. 2.8.

![Figure 2.8: Dependence of the impact parameter of a decay product on the flight distance of the decaying particle and the opening angle of the decay product’s trajectory with respect to the decaying particle’s trajectory.](image)
The VELO consists of 21 disk-shaped tracking stations positioned along the beam axis, both upstream and downstream of the nominal interaction point. The former aim at identifying primary vertices and providing a precise measurement of their position. Each tracking station is divided in two retractile halves, referred to as *modules*, each consisting of two silicon microstrip sensors, one with radial and one with azimuthal segmentation. Both \( r \) and \( \phi \) sensors are centred around the beam position and have a sensitive area covering the region from \( r = 8.2 \) to \( r = 42 \) mm. The \( r \) sensor consists of concentric semicircular strips, which are subdivided in four \( 45^\circ \) sectors each, to reduce occupancy. The pitch increases linearly from 38 \( \mu \)m at the innermost radius to 102 \( \mu \)m at the outermost radius. The \( \phi \) sensor is subdivided in two concentric regions: the inner region at \( r = 8.2 - 17.25 \) mm, the outer region at \( r = 17.25 - 42 \) mm. The pitch increases linearly from the centre, with a discontinuity in passing from the inner to the outer region. In order to improve pattern recognition, \( \phi \) sensors are designed with an angular tilt of \(+10^\circ\) in the inner region and \(-20^\circ\) in the outer region, both with respect to the radial direction. The tilt is reversed for adjacent sensors. The detailed geometry of \( r \) and \( \phi \) sensors is shown in Fig. 2.9. The single-hit resolution for tracks of optimal incidence (up to 100 mrad) is measured to be better than 4 \( \mu \)m for a strip pitch of 40 \( \mu \)m. To maximize the impact parameter resolution, \( r \) sensors should approach the beam axis as much as possible. Nevertheless, beam dimensions vary considerably between injection and data-taking phases. For detector safety, the two halves are retracted of 29 mm during injection to reach a safe distance from the beam axis. Once stable beam conditions are achieved, the two halves are moved again toward the beam axis until they reach the distance of 5 mm from it, with the sensitive area starting at a distance of 8 mm. Sensors are centred in \( x \) and \( y \) around the interaction region with an accuracy of 10 \( \mu \)m. The arrangement of the tracking stations is such that a particle originating from the interaction region and emitted in the LHCb acceptance and at a polar angle of less than 390 mrad to the beam axis traverses at least four different layers. Two additional tracking stations, referred to as *veto stations*, are located at the upstream end of the VELO and are assigned to veto pile-up. They are also used to detect interactions between protons and residual gas molecules in the beampipe. The veto stations differ from the other tracking stations because they only use radial
The layout of the VELO, together with a sketch of one tracking station in both open and closed configurations, is shown in Fig. 2.10.

To minimize the amount of material encountered by particles traversing the detector, all VELO sensors operate in vacuum. This detector vacuum is separated from the beam vacuum through a thin aluminium layer, referred to as the RF foil. This layer protects the beam vacuum from outgassing of the modules, provides a shield against Radio Frequency (RF) pickup from the LHC beams, and suppresses wake fields that would otherwise affect the LHC beams. The VELO corresponds to 17.5\% of a radiation length, the largest contribution to that coming from the RF foil.

The primary-vertex resolution has been measured to be nearly 13 μm in the transverse plane and nearly 71 μm along the z axis for 25 tracks used in the primary-vertex fit. The dependence on the number of tracks, as obtained from 2012 calibration data, is shown in Fig. 2.11. The impact-parameter resolution, which depends on multiple scattering, single-hit resolution, and primary-vertex resolution, can be approximated as

\[ \sigma_{IP} = \sqrt{\sigma_{MS}^2 + \sigma_{hit}^2 + \sigma_{PV}^2}, \]

where the multiple scattering term depends on the inverse of the transverse momentum \( p_T \) and the single-hit and primary-vertex resolution terms are constants. The typical resolution on impact parameter at LHCb is

\[ \sigma_{IP} = \left( 15 + \frac{29}{p_T [\text{GeV/c}]} \right) \mu m, \]

as obtained from calibration data for events with only one primary vertex.
Silicon tracker

The silicon tracker [72] consists of two detectors based on the same technology and sharing the same readout: the TT, upstream of the magnet, and the IT, downstream of it. The TT aims at reconstructing low-momentum tracks that are swept out of the detector acceptance by the magnet and tracks that come from the decay of long-lived particles. The IT reconstructs tracks with momentum larger than 1.5 GeV/c that passed through the magnetic field region and lie near the beam axis. The TT covers the full detector acceptance, the IT covers approximately 2% of the detector acceptance, although it is estimated from simulation that almost 20% of tracks pass through it.

Both detectors are equipped with p⁺-on-n silicon microstrip sensors to cope with the high occupancy of the region close to the beam axis. The strip pitch is 183 µm for the TT and 198 µm for the IT, yielding a single-hit resolution of nearly 50 µm. The TT sensors are 9.64 cm wide, 9.44 cm long, and 500 µm thick, while those of the IT are 7.6 cm wide, 11 cm long, and either 320 or 410 µm thick. The TT consists of a single tracking station that has a 150 cm wide and 130 cm high rectangular shape and a nearly 8 m² active area, the IT consists of three tracking stations that have a 120 cm wide and 40 cm high cross shape and a nearly 4 m² active area, staggered along the beam direction. Each of the four tracking stations is made of four layers, according to a (x,u,v,x) configuration: the outer layers measure the x coordinate with vertical strips, while the second and the third ones have strips rotated +5° (u) and −5° (v) with respect to the vertical direction, to allow a coarse determination of the y coordinate. The distance between two adjacent layers is approximately 4 cm, except for the u and v layers of the TT, which are separated by approximately 27 cm. The layout of both TT and IT layers is shown in Fig. 2.12. Each TT layer consists of half-modules, which have half the TT height and are made of seven silicon sensors each. Depending on the proximity to the beam axis, half-modules are divided in two or three readout sectors, each sector being connected to a readout hybrid. A sector can consists of one, two, three, or four sensors bonded together, which are read out by the same readout hybrid. The IT layer consists of four rectangular units positioned around the beampipe. Each unit is made of seven modules, with each module connected to a readout hybrid: the modules above and below the beampipe contain only one silicon sensor (with a thickness of 320 µm), the modules on the left and on the right contain two silicon sensors (with a thickness of 410 µm) bonded together. In total, the TT and the IT consist of
Figure 2.12: Layout of one TT (top) and one IT (bottom) layer [65].

280 readout sectors with 512 strips and 336 readout sectors with 384 strips, respectively.

During Run I, the fraction of working channels was determined to be 99.7% for the TT and 98.6% for the IT. Another key parameter in evaluating the performances of the silicon tracker is the hit efficiency, that is, the ratio between the number of hits found and the number of hits expected in a given sector. During Run I, this was evaluated to be 99.7% for the TT and 99.8% for the IT. The hit resolution is another crucial parameter to take into account. This is determined from the spread of the residuals between the measured hit position and the extrapolated track position. In order to obtain unbiased residuals, the hit is removed from the track before performing the track fit. The hit resolution in 2011 was measured to be 52.6 $\mu$m for the TT and 50.3 $\mu$m for the IT [67]. For 2012, the hit resolution was measured to be 53.4 $\mu$m for the TT and 54.9 $\mu$m for the IT [67]. The average occupancy depends on the distance from the beam axis and varies from 1.9% to 0.2% for both TT and IT.

**OT**

The OT [73] completes the LHCb tracking system, providing a coverage of the detector acceptance up to 300 (250) mrad in the bending (non-bending) plane. The OT uses gas-tight straw tubes to reconstruct tracks with a spatial resolution of 200 $\mu$m. Charged particles traversing the detector ionise the gas along their trajectory. By measuring the drift time of the ionisation electrons to the anode wire located at the centre of a straw tube with respect to the bunch crossing signal it is possible to determine the distance between the charged particle’s trajectory and the wire.

The OT has the same layout as the IT, as shown in Fig. 2.13. It consists of three tracking stations positioned along the beam axis, each being made of four layers according to the $(x,u,v,x)$ configuration. The total active area of a station is 597 cm $\times$ 485 cm. A single layer consists of an array of modules, each containing two planes of 64 straw tubes. The straw tubes of one plane are
staggered with respect to those of the other plane in order to guarantee overlap between the two adjacent planes. The cathode has a radius of 2.45 mm, the gold-plated tungsten anode wire has a radius of 12.7 µm. Straw tubes are filled with a 70:28:5:1.5 mixture of Ar, CO$_2$, and O$_2$ that ensures a drift time across the tube below 50 ns, corresponding to two bunch crossings.

### 2.2.3 Particle identification

Particle identification plays a crucial role in the analysis of a large fraction of heavy flavour decays studied at LHCb. The variety of charged and neutral particles produced in the collisions, spreading over a wide momentum range, makes an extensive particle-identification system necessary. In particular, efficiency in reducing background often relies on how well the particle-identification system is able to separate kaons from pions, a task that can be accomplished by the RICH detectors. On the other hand, the calorimeters permit identification of electrons, photons, and hadrons, while muons are best identified by the muon detectors. By combining the information of the RICH, calorimeter, and muon detectors, the following particle identification performances are achieved:

- for electrons, 90% identification efficiency for a nearly 5% electron-to-hadron misidentification probability;
- for kaons, 95% identification efficiency for a nearly 5% pion-to-kaon misidentification probability;
- for muons, 97% identification efficiency for a pion-to-muon misidentification probability between 1 and 3%.

More details on the single detectors of the particle-identification system are reported in the following paragraphs.

#### RICH detectors

Two detectors, RICH1 and RICH2 [75], identify charged particles over a momentum range from 2 to 100 GeV/c. In particular, RICH1 aims to identify low-momentum particles, included those that are swept out of the detector acceptance downstream of the magnet, while RICH2 is optimized to identify high-momentum particles. The low-momentum RICH detector is located upstream of the
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Figure 2.14: Cherenkov angle as a function of momentum for different particles and radiators, as obtained from simulation [65].

magnet, between the VELO and the TT. The high-momentum RICH detector is located downstream of the magnet, just beyond the last tracking station. The relation between Cherenkov angle and momentum vary for each particle and each radiator, as shown in Fig. 2.14. Being designed to cover different momentum ranges, the two detectors differ in the radiators they are filled with. The low-momentum RICH detector covers the range from 2 to 60 GeV/c and uses separate aerogel (in Run I only) and C$_4$F$_{10}$ radiators. The aerogel has a refractive index of 1.030 at $\lambda = 400$ nm and consists of 5 cm thick tiles placed around the beampipe. The C$_4$F$_{10}$ has a refractive index of 1.0014 at $\lambda = 400$ nm and fills a 1 m thick area beyond the aerogel. The higher refractive index provides coverage for low-momentum particles. The high-momentum RICH detector covers the range from 15 to 100 GeV/c and uses a CF$_4$ radiator, which has a refractive index of 1.0005 at $\lambda = 400$ nm. The geometry of both RICH detectors is shown in Fig. 2.15. RICH1 has a wide acceptance, from 25 mrad to 300 (250) mrad in the bending (non-bending) plane, while RICH2 only covers the acceptance from 15 mrad to 120 (100) mrad in the bending (non-bending) plane. Each detector has two kinds of mirrors: a spherical mirror needed for ring-imaging and a set of flat mirrors needed to guide photons onto the Hybrid Photon Detectors (HPDs) located outside the detector acceptance. This minimizes the amount of material traversed by the particles and accommodates the magnetic shield necessary for a proper operation of the hybrid photon detectors. These are used by both RICH detectors and detect Cherenkov photons with wavelengths between 200 and 600 nm.

Calorimeters

The calorimeters provide fast information for the low-level trigger and offer identification of electrons, photons, and hadrons, together with a measurement of their energies and positions.

The calorimeters consist of an Electromagnetic CALorimeter (ECAL) [76], followed by a Hadron CALorimeter (HCAL) [77]. Both are placed between the first and the second muon station and cover the angular acceptance from 25 to 300 (250) mrad in the bending (non-bending) plane. The inner angular acceptance is limited by the high particle density of the region close to the beam axis. The ECAL is equipped with two additional detectors, placed in front of it and separated by a thin lead converter: a PreShower detector (PS) and a Scintillator Pad Detector (SPD). The PS and the SPD are used by the low-level electron trigger to distinguish electrons from photons and pions [78].
The SPD is also used to measure the number of tracks per event, which is used to veto online too crowded events. The calorimeters have a tower-projective geometry with respect to the nominal interaction point and are subdivided in four quadrants that surround the beampipe. Each quadrant has a lateral segmentation in cells of different sizes, depending on the distance from the beam axis. The lateral segmentation takes into account the variation in hit density of nearly two orders of magnitude over the surface of the calorimeters and is finer in the PS, SPD, and ECAL and coarser in the HCAL, as shown in Fig. 2.16. The PS, SPD, and ECAL consist of three sections, referred to as inner, middle, and outer, while the HCAL consists of two sections, referred to as inner and outer. The thickness of the ECAL corresponds to $25$ radiation lengths, to guarantee a nearly complete electromagnetic shower containment and a good energy resolution. The thickness of the HCAL is limited to $5.6$ interaction lengths due to space constraints. The readout is common to all detectors: scintillation light is transmitted to photo-multipliers using wavelength-shifting fibers. The front-end electronics, and the PS and SPD photo-multipliers, are located outside the detector acceptance, while the ECAL and HCAL photo-multipliers are placed directly on the detector modules. Both ECAL and HCAL are sampling calorimeters. The ECAL consists of alternate $4$ mm thick scintillator tiles and $2$ mm thick lead plates. This structure offers a fast response for the low-level trigger and an energy resolution of $\sigma_E/E = 10%/\sqrt{E} \oplus 1\%$, where the energy is expressed in GeV [65]. The HCAL is structured in $4$ mm thick scintillator tiles sandwiched between $16$ mm iron sheets. Scintillator tiles run parallel to the beam axis and have a depth that corresponds to one interaction length in iron. Adjacent layers consists of iron sheets alone or paired with scintillator tiles, leading to a ratio of active to passive material of $0.18$. This design allows the HCAL to provide a fast response for the low-level trigger, although with a limited energy resolution of $\sigma_E/E = (69 \pm 5)%/\sqrt{E} \oplus (9 \pm 2)\%$ ($E$ expressed in GeV), as determined from test-beam data [65].
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Figure 2.16: Lateral segmentation of PS, SPD, and ECAL (left) and of HCAL (right) [65]. Only one quadrant of the detector is shown. The black area represents the gap for the beampipe.

Muon detectors

Muons in the final state are a typical signature for some of the most interesting heavy flavour decays such as $B^0 \rightarrow K^{*0}\mu^+\mu^-$, $B_s^0 \rightarrow J/\psi(\mu^+\mu^-)\phi$, $B_s^0 \rightarrow \mu^+\mu^-$, and $B^0 \rightarrow \mu^+\mu^-$. Moreover, muons play an important role in measurements of $B^0$ and $B_s^0$ meson oscillations, where they are used as an efficient tag of the initial flavour of the neutral meson.

The muon detectors [79] provide identification and transverse momentum measurement of penetrating muons for both low-level and high-level triggers, as well as for offline reconstruction. They consist of five stations of rectangular shape, referred to as M1-M5, placed along the beam axis and covering the angular acceptance from 20 (16) to 306 (258) mrad in the bending (non-bending) plane (Fig. 2.17). The station M1, installed between the high-momentum RICH detector and the calorimeters, improves transverse momentum measurements for muons that are also detected in the M2-M5 stations. These stations are placed downstream of the calorimeters. They are interleaved with 80 cm thick iron absorbers that select penetrating muons and result in a total thickness of about 20 interaction lengths. In order to traverse the whole detector, a muon is typically required to have at minimum momentum of 6 GeV/c. The geometrical arrangement of the stations is projective and pointing to the nominal interaction point. The stations are subdivided in four quadrants, arranged around the beampipe. As shown in Fig. 2.17 each quadrant comprises four regions, labelled with R1-R4 and installed at increasing radii from the beampipe. Each region is segmented in pads, whose size depends on the station and on their location within the station. The linear dimensions of the R1, R2, R3, and R4 regions scale according to the ratio 1:2:4:8, so that each region has approximately the same occupancy as the others. The muon detectors rely on two technologies to detect muons: triple gas electron multiplier and multi-wire proportional chamber detectors. The former are used in the innermost region (R1) of the first station (M1), where the high particle density requires a radiation tolerant detector; the latter are used in the rest of detectors. The gas mixture consists of Ar, CO$_2$, and CF$_4$ for both detectors, although in different proportions. The first three stations (M1-M3) contribute to transverse momentum measurements, while the last two stations (M4-M5) achieve the simpler task of detecting particles that pass through the absorber material. An average transverse momentum resolution of 20% is achieved in stand-alone muon reconstruction, which is used in the trigger.
2.2.4 Trigger

The LHCb trigger \cite{80} is designed to efficiently select heavy flavour decays from the copious light-quark background. The trigger must sustain the 40 MHz bunch-crossing rate, of which nearly 11 MHz consist of crossings where at least one visible primary \( pp \) interaction occurs. Only a small fraction of approximately 15 kHz contains a \( b \) hadron decay for which all the final-state particles are emitted in the detector acceptance. The subset of interesting \( b \) hadron decays is even smaller, corresponding to only few Hertz \cite{65}. The maximum rate at which events can be stored at LHCb varies from 3.5 to 12.5 kHz. It is then crucial for the trigger to reject background as early as possible in the data flow. This is achieved by using fast, coarse measurements of transverse momentum, transverse energy, track displacement, muon identification, and topological properties which are distinctive of some specific decays.

The trigger is organized in two levels: the Level-0 trigger (L0) and the High-Level Trigger (HLT). This two-level structure allows coping with timing and selection requirements, with a fast and partial reconstruction at low level, followed by a more accurate and complex reconstruction at high level. The hardware-based L0 trigger operates synchronously with the bunch crossing. It uses information from calorimeters and muon detectors to reduce the 40 MHz bunch-crossing rate to below 1.1 MHz, which is the maximum value at which the detector can be read out by design. After that, the asynchronous software-based HLT trigger performs a finer selection based on information from all detectors and reduces the rate to an output of up to 12.5 kHz.
The L0 trigger

The L0 trigger consists of three independent trigger decisions: the L0 pileup, the L0 muon, and the L0 calorimeter. Each decision is combined with the others through a logic “or” in the L0 decision unit, reducing the 40 MHz bunch-crossing rate to below 1.1 MHz. The L0 decision unit provides the global L0 trigger decision, which is transferred to the readout supervisor board and, subsequently, to the front-end boards. This is necessary since the full detector information for a given bunch crossing is not read out from the front-end boards until the L0 decision unit has accepted it. Data from all detectors are stored in memory buffers consisting in an analogue pipeline that is read out with a fixed latency of 4 µs, within which time a trigger decision must be available. To accomplish this task, the L0 trigger is entirely based on custom-built electronic boards. At this stage, trigger requests can only involve simple and immediately available quantities, like those provided by calorimeters and muon detectors.

The L0 pileup trigger contributes to luminosity measurements [81].

The L0 muon trigger [82] uses the information from the five muon stations to identify the most energetic muons. It employs four independent processors, each of them associated to a quadrant of the muon detectors. Muons traversing more than one quadrant are not used for triggering. Each processor looks for hits defining a straight line projecting from the nominal centre of the interaction region and traversing all the stations in the y projection. The search is limited to muons with $p_T > 0.5 \text{ GeV}/c$ in the x projection. The first and second stations are then used to coarsely estimate the transverse momentum of the muon candidate. Once the two highest-transverse-momentum muon candidates per quadrant are identified, the trigger decision is set depending on two thresholds: one on the highest transverse momentum and one on the product of the two highest transverse momenta (L0 muon and L0 dimuon, respectively). Typical thresholds in 2011 (2012) were $1.48 \text{ GeV}/c$ ($1.76 \text{ GeV}/c$) on the highest transverse momentum and $(1.30 \text{ GeV}/c)^2$ ($(1.60 \text{ GeV}/c)^2$) on the product of the two highest transverse momenta. The number of hits in the SPD is used to veto events with high charged-particle multiplicity. These events are discarded since they would occupy a disproportionate fraction of the HLT processing time. The threshold on the maximum number of hits in the SPD is fixed to 600 (900) for the L0 muon (L0 dimuon).

The L0 calorimeter trigger [83] uses the information from the ECAL, the HCAL, the PS, and the SPD. It calculates the transverse energy deposited in a cluster of $2 \times 2$ cells of the same size, for both the ECAL and the HCAL. The transverse energy is defined as

$$E_T = \sum_{i=1}^{4} E_i \sin \theta_i,$$

where $E_i$ is the energy deposited in cell $i$ and $\theta_i$ is the angle between the beam axis and the direction of the particle, assumed to originate from the centre of the interaction region and to hit the centre of cell $i$. This quantity is combined with information on the number of hits in the PS and SPD to define three types of trigger candidates, photon, electron, and hadron. The photon candidate (L0 photon) is associated with the highest transverse-energy cluster in the ECAL, provided that hits are present in the PS and absent in the SPD, as expected for neutral particles. The definition of a photon candidate differs if the cluster is identified in the inner region of the ECAL. In this case, a cluster accompanied by a suitable number of hits in the PS is sufficient. Electron candidates (L0 electron) are defined similarly to photon candidates, the only difference being the additional requirement of
hits in the SPD. The hadron candidate (L0 hadron) is associated with the highest transverse-energy cluster in the HCAL. If the highest transverse-energy cluster in the ECAL is geometrically matched to it, the two transverse energies are summed to get the total transverse energy of the hadron candidate. The transverse energy of each candidate is compared to a predefined threshold and a positive trigger decision is set for events containing at least one transverse-energy deposit exceeding the threshold. Typical thresholds in 2011 (2012) were $3.5 \text{ GeV}$ ($3.7 \text{ GeV}$) for hadron candidates and $2.5 \text{ GeV}$ ($3.0 \text{ GeV}$) for photon and electron candidates. The threshold on the number of hits in the SPD is fixed to 600.

The L0 electron and hadron triggers have a lower efficiency with respect to the L0 muon trigger. This is due to the fact that they both rely on the measurement of transverse energy in the calorimeters, while the L0 muon trigger uses the transverse momentum measured by the muon detectors. The correlation between the measured transverse energy and the transverse momentum of the particle triggering the event is limited in several ways. First of all, the magnetic field kick changes the transverse momentum of charged particles prior to their detection in the calorimeter in a way that depends on their trajectory and charge. Another factor that spoils the $E_T - p_T$ correlation is the calorimeter granularity. The transverse energy measured in a given calorimeter cell is not necessarily deposited by a single charged particle. Cell acceptance is such that transverse energy observed in a cell is the sum of transverse energies released in that cell by all particles traversing it. Especially for central cells, where the particle density is high and low-momentum particles from the beam halo may interfere, several particles contribute to the transverse energy measured in a cell, mimicking the passage of a single energetic particle. The current performance of the hadron trigger is driven by the need to lower the rate of L0 triggered events to $1.1 \text{ MHz}$, which is the maximum rate at which the detector can be read out. This is achieved by requiring a high transverse energy threshold. Such a restrictive requirement is successful in reducing the event-accept rate but causes a loss of a substantial fraction of signal events too. For electrons, an additional complication arises from the emission of bremsstrahlung photons, which may or may not hit the same calorimeter cell of the emitting particle. This is discussed in more detail in Chapter 6.

The HLT

Events accepted at L0 are transferred to the Event Filter Farm (EFF), an array of computers consisting in 29000 cores during Run I and more than 50000 cores during Run II.

The HLT consists of several trigger selections designed to collect specific events (e.g., $c$ or $b$ hadron decays). Every trigger selection is specified by reconstruction algorithms and selection criteria that exploit the kinematic features of charged and neutral particles, the decay topology, and the particle identities. Since trigger selections may vary from run to run, a hexadecimal trigger configuration key, which is a list of active trigger selections and associated requirements, is associated to every event, to keep track of trigger biases in subsequent analysis.

The HLT consists of two different levels: the first stage (HLT1) and the second stage (HLT2). The main differences are the complexity of the information these stages are able to process and the available time they have to do so. A partial event reconstruction is done in the first stage in order to significantly reduce the event-accept rate and a more complete event reconstruction follows in the second stage.

At the first level, tracks are reconstructed in the VELO and selected based on their probability
Figure 2.18: Trigger flow of the LHCb experiment during 2011 (top left), 2012 (top right), and 2015 (bottom), illustrating trigger selections and typical event-accept rates after each stage [84].

to originate from heavy flavour decays. This is achieved by determining their impact parameter with respect to the closest primary vertex and their quality, or by identifying the subset of tracks that geometrically match to muon candidates for events triggered by L0 muon or L0 dimuon. Selected tracks are then associated with track segments in the tracking stations (forward tracking), thus allowing measurement of the transverse momentum of the corresponding charged particles. Remaining tracks are ignored by the online pattern recognition algorithm in order to speed up the decision process. This differs from what happens offline, where forward tracking is applied to all tracks in the event reconstructed in the VELO. Once forward tracking has been performed, events are selected by looking at tracks with high momentum and transverse momentum and by selecting on track $\chi^2$ and impact parameter $\chi^2_{IP}$ [85]. The latter, referred to as $\chi^2_{IP}$, is similar to the impact parameter, but takes the uncertainty on the charged-particle’s trajectory into account.

At the second level, a complete forward tracking of all tracks reconstructed in the VELO is performed. While two tracking algorithms are available offline, only one of them (which is based on seeding the search with VELO tracks) is implemented online. Then, tracks are associated with muon and electron candidates, using the offline muon identification algorithm and matching tracks with clusters in the ECAL, respectively. Secondary vertex reconstruction is performed and requirements on decay length and mass are applied. Several trigger selections, either inclusive or exclusive, are available at this stage. Inclusive trigger selections, usually referred to as topological lines, trigger on partially-reconstructed $b$ hadron decays. They aim at collecting all $b$ hadron decays with a displaced secondary vertex and at least two charged particles in the final state, thus allowing the selection of events in which only a subset of the decay products is reconstructed. This leads to high signal efficiencies but also to high event-accept rates, which are reduced by imposing additional requirements. To reduce the background due to false tracks that originate from the combination of random hits, all tracks are required to have a track $\chi^2$ per degree of freedom smaller than five, where the number of degrees of freedom depends on the track and corresponds to the difference between the number of track measurements contributing to the track fit and the number of parameters necessary to parametrize the track (four, for a straight-line track, or five, if the curvature due to the
magnetic field is taken into account). To reduce the background due to prompt particles, all tracks are required to have an impact parameter $\chi^2$ greater than 16. All particles are assigned the kaon mass and used to form multibody candidates: two input particles are combined to form a two-body object; another input particle is added to the two-body object to form a three-body object, and so on. At each step, the distance of closest approach between the $(n-1)$-body object and the input particle is required not to exceed 0.15 mm. The multibody candidates are then required to have

$$4 < m_{\text{corr}} = \sqrt{m^2 + |p_{\text{Tmiss}}|^2 + |p_{\text{Tmiss}}|} < 7 \text{ GeV}/c^2,$$

where $m_{\text{corr}}$ is a “corrected” mass that includes the contribution of potentially missing decay products. This is achieved by adding the missing momentum transverse to the direction of flight $p_{\text{Tmiss}}$ (as determined by primary and secondary vertex positions) to the multibody candidate mass $m$. Further requirements involve the transverse momentum and the impact parameter $\chi^2$ of decay products and the quality of their tracks. Other trigger selections exploit tracks that are identified as muons. They require single muons to have high transverse momentum (and eventually large impact parameter $\chi^2$). They also use dimuon candidates and require them to have large flight distance and high transverse momentum. Exclusive trigger selections aim at specific $b$ hadron decays. They require all decay products to be reconstructed and impose stringent requirements on quantities such as the candidate mass. Their event-accept rates are usually modest but the associated event samples can hardly be used for channels different from those they target.

Accepted events at the first and second level are finally written to storage. All stored events are then processed offline, using more sophisticated algorithms and adding the latest alignment and calibration information. Offline reconstructed events are divided into separate streams targeted at studying subsets of interesting physics channels, such as the $b$ or $c$ hadron streams, which are the starting point of the physics analysis.

To make a more efficient use of the computing power of the event filter farm, a deferral procedure has been adopted starting from 2012. This consists in deferring a fraction of the HLT processing to the time between two consecutive fills, which is typically several hours. With this procedure, nearly 20% of the events accepted by the L0 trigger are temporarily stored on the nodes of the event filter farm and are further processed by the HLT at a later stage, thus allowing to increase the statistics of the samples used for physics measurements. In addition to the deferred trigger, the HLT workflow has undergone major changes during the Long Shutdown I, due to several improvements in the computing infrastructure. From 2015, the two levels of the HLT have become two independent asynchronous processes running on the same node of the event filter farm. All events passing the first-level trigger are now buffered on the local disk and then processed by the second-level trigger according to a priority system that allows to make a better use of the available resources. During the data taking, the first-level trigger has a high priority, so that more events can pass its selection and be ready to be processed by the second-level trigger, whose priority is increased only when no $pp$ collisions are taking place. The separation between the two levels allows to add the alignment and calibration information before the events are selected by the second-level trigger, thus providing a way to select events with an offline-quality reconstruction already in the trigger. These changes allowed to obtain signal candidates for physics measurements only few hours after the data taking. Additional improvements include lowering the minimum momentum for which a particle can be reconstructed. Typical HLT event-accept rates were 3.5 kHz in 2011 and 5 kHz in 2012, after the
deferred trigger had been introduced \cite{80}. In 2015, after the major changes implemented during the Long Shutdown I, rates of up to 12.5 kHz have been achieved. An overview of the trigger flow during 2011, 2012, and 2015 is shown in Fig. \ref{fig:trigger_flow}.

### 2.2.5 Online system

The online system \cite{86} includes all the processes necessary to transfer data from the front-end boards to permanent storage. It consists of three main components: the Data AcQuisition system (DAQ), the Timing and Fast Control system (TFC), and the Experiment Control System (ECS), which are schematically shown in Fig. \ref{fig:online_system}. While some information from calorimeter and muon detectors is processed by the L0 trigger, the full detector information is stored in pipelines of the front-end boards, which are detector-specific and custom-made electronic boards. If a positive decision is returned by the L0 trigger, data are moved from the front-end boards to the readout boards, where zero-suppression is performed. The transfer is triggered by the readout supervisor board inside the timing and fast control system. The timing and fast control system, which is synchronous with the LHC clock and the L0 trigger, specifies a destination address for the data produced by every readout board. The destination address identifies one of the computers of the farm, which receives and processes the data from that particular readout board. All fragments of the same event are sent to the same node in the farm for event building and subsequent processing. To reduce readout network overhead, fragments of several consecutive events are packed together in multi-event packets prior to transmission to the readout network. Once the processing is completed, data are sent to storage and an event request (that specifies that the farm is ready to process a new packet of events) is sent to the timing and fast control system. Every step is controlled and supervised by the experiment control system, that monitors the whole online system, the trigger, as well as operation parameters like temperature, pressure, high and low voltages. More details about the readout architecture can be found in Ref. \cite{87}.

![Architecture of the online system](image)

Figure 2.19: Architecture of the online system \cite{65}.
CHAPTER 3

The LHCb upgrade

This chapter provides an overview of the LHCb upgrade and a more detailed description of the Upstream Tracker, which will substitute the Tracker Turicensis after the Long Shutdown II.

3.1 Motivation

The data collected at LHCb during Run I and those that are being collected during Run II allow to perform precision measurements of rare decays of $b$ and $c$ hadrons in order to test the SM and set new limits on models involving NP contributions. Despite the great success of LHCb, however, several precision measurements will still be limited by statistical uncertainties even at the end of Run II. With the current configuration, several years of data taking would be needed to significantly improve the precision of some key measurements and to approach the uncertainties of the corresponding theoretical predictions. In order to increase the annual event yields, the LHCb detector will undergo a major upgrade during the Long Shutdown II [88,89]. The changes will allow the detector to take data at an increased instantaneous luminosity of $2 \times 10^{33} \text{cm}^{-2} \text{s}^{-1}$ (that is, five times higher than in the current configuration) and to read out the full detector at the bunch-crossing rate of 40 MHz. At the instantaneous luminosities foreseen after the Long Shutdown II, the average number of primary $pp$ interactions per bunch crossing will be between 3.8 and 7.6 compared to nearly one in Run II. The integrated luminosity collected by LHCb during Run I and Run II will be nearly 8 fb$^{-1}$, while the changes planned for the Long Shutdown II will allow LHCb to record 5 fb$^{-1}$ per year.

3.2 Overview of the LHCb upgrade

The layout of the upgraded LHCb detector is shown in Fig. 3.1. As discussed in the previous chapter, one of the limitations of the current detector is the low efficiency of the L0 hadron trigger. This is due to the fact that a high $E_T$ threshold is needed in order to limit the event-accept rate of the L0 trigger to below 1.1 MHz, which is the maximum rate
at which most subdetectors can be read out. These subdetectors will be redesigned so that the full detector can be read out at the bunch-crossing rate of 40 MHz.

The upgraded VELO detector will adopt pixels instead of microstrips, will have a finer granularity, and will be positioned closer to the beam, with its sensitive area starting at a distance of 5.1 mm from the beam axis. This will allow to improve the reconstruction of vertices and impact parameters and cope with the high occupancy expected in the region closest to the beam. The expected improvement in impact parameter resolution and efficiency with respect to the current VELO detector is shown in Fig. 3.2. The upgraded VELO detector will consist of 41 million 55 µm wide and 55 µm high pixels, which will be read out at the 40 MHz bunch-crossing rate by the custom-built VeloPix front end ASIC. In order to cool the sensors and decrease radiation damage, cope with the power dissipation of the ASIC, and respect the material budget constraints of the detector, the cooling system will be embedded in the modules, by means of evaporative CO$_2$ circulating through miniature channels into silicon substrates. The layout of a module of the upgraded VELO detector is shown in Fig. 3.3.

The IT and OT will be replaced by the Scintillating Fibre Tracker (SciFi), which will cover the full acceptance downstream of the magnet and guarantee a spatial resolution of nearly 80 µm. The SciFi will consist of three stations of four detection planes according to the \((x,u,v,x)\) configuration. Each detection plane will have five staggered layers of scintillating fibres to ensure a hit efficiency above 99%. The modules will consist of scintillating fibres with a radius of 125 µm and a length of 2.5 m, which will be read out by Silicon PhotoMultipliers (SiPMs) located at the top
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Figure 3.2: Three-dimensional impact parameter resolution as a function of inverse of transverse momentum (left) and efficiency as a function of transverse momentum (right) for tracks reconstructed by the upgraded (red) and current (black) VELO detector [91].

Figure 3.3: Layout of a module of the upgraded VELO detector [92].

and bottom of the detector. The detection mechanism of the SciFi is shown in Fig. 3.4. When a particle traverses the detector, the photons emitted along its trajectory are propagated through the fibres and reach the pixels located at the fibres’ end. A signal proportional to the number of fired pixels within a given SiPM channel (each SiPM channel consisting of nearly 100 pixels) is used to determine the position of the particle.

The RICH detectors are currently read out by HPDs that have an embedded 1 MHz readout electronics. For the upgrade, the HPDs will be replaced by commercial multianode PMTs with external readout electronics. In addition, the optics of the RICH1 detector will be optimised to cope with the high occupancy in the innermost region.

The PS and SPD detectors are currently used in the L0 trigger. Given the change in the readout strategy, both detectors will be removed. The front end and back end electronics of the calorimeters will be redesigned according to the new requirements.

The first station of the muon detectors will be removed and additional shielding will be inserted around the beam pipe upstream of the second station. Additionally, the back end electronics of the muon detectors will be replaced since it currently provides hit information at 1.1 MHz.

Further details on the upgrade program for the particle identification system can be found in
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3.3.1 Goals

The Upstream Tracker (UT) will replace the TT. It will play an important role in the HLT tracking, providing a fast estimate of the momentum of charged particles and allowing rejection of low-momentum tracks. Compared to the TT, it will guarantee a higher trigger efficiency, mostly due to its improved acceptance coverage at small polar angles. This will be achieved by reducing the beampipe clearance and insulating material and designing the innermost sensors to have a circular opening around the beampipe, as shown in Fig. 3.6. The UT will also have a finer granularity, improved radiation hardness, and new front-end electronics that will allow a full 40 MHz readout.

Ref. [93].

The upgraded trigger will consist of two steps: a Low Level Trigger (LLT), which will apply a first selection based on high $E_T$ and $p_T$, and a High Level Trigger (HLT), which will apply an offline-quality selection. A real time calibration of the detector will take place at the beginning of each run and the calibrated data will be used to form the trigger decision. The LLT will provide an event-accept rate of 15−30 MHz, while the HLT will guarantee a 20 kHz output rate. An overview of the trigger flow planned for the upgrade is shown in Fig. 3.5.
3.3.2 Irradiation constraints

The UT is expected to withstand the radiation damage with an integrated luminosity of $50\,\text{fb}^{-1}$ for 10 years of operation. The resulting fluence and radiation dose profiles, obtained by a FLUKA simulation \cite{98,99}, are shown in Fig. \ref{fig:fluence_dose} as a function of the $y$-coordinate (that is, the vertical coordinate), for a slice of the detector that is positioned at $x = 0$. The $x$-coordinate defines, together with the $y$-coordinate, the plane transverse to the beam, with $x = 0$ corresponding to the centre of the beampipe.

The readout chips closest to the beampipe will receive a radiation dose of up to 40 MRad, including a safety factor of 4, while the readout electronics located on the detector frames, at a distance of approximately 70 cm, will be irradiated with up to 100 kRad, including a safety factor of 2.

The innermost sensors will receive a 1-MeV equivalent neutron fluence of up to $3 \times 10^{14} \, \text{n}_{\text{eq}}/\text{cm}^2$ and will be kept at or below a temperature of about $-5^\circ\text{C}$, in order to mitigate the effects of radiation damage and limit the full depletion voltage to below 500 V after irradiation, as demonstrated by studies on prototypes with similar sensors.

3.3.3 Geometry

Similar to the TT, the UT will consist of four detection planes, divided into two sets of two planes each, as is schematically shown in Fig. \ref{fig:geometry} (left). The four planes will be put inside a common light tight box that is flushed with nitrogen or dry air in order to avoid condensation on cold surfaces and that also acts as a Faraday cage.

Each plane will be equipped with single-sided silicon microstrip sensors, having different strip pitches and lengths according to the expected occupancy and read out by 4 or 8 ASICs, depending on the number of strips, as summarised in Table \ref{table:strip_config}. Strips will run vertically on the first and last plane and will be tilted by $\pm 5^\circ$ with respect to the vertical direction on the second and third plane.

The functional unit of each plane will be the \textit{stave}, shown in Fig. \ref{fig:geometry} (right) viewed from the
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Figure 3.6: Spatial distribution of the charged particles originated from $b$ hadron decays and detected by the VELO and T stations but not by the TT (left) or UT (right). The planes shown in the plots are located in the middle of the TT and UT. The inefficiency of the TT is due to the rectangular opening around the beampipe and to the gaps among adjacent sensors.

Figure 3.7: Fluence profile (left) and radiation dose profile (right) as a function of $y$-coordinate, for a slice of the detector that is positioned at $x = 0$. The red and blue curves refer to the $z$-coordinates of the two stations of the UT.

front and in Fig. 3.9 viewed from the side. There will be 68 staves in total. Staves within a plane will be staggered in $z$ in order to provide overlap in $x$ and ensure complete acceptance coverage. Each stave will have a width of 10 cm and a length of 134 cm. It will consist of 14 or 16 sensors (depending on its position within the detection plane) mounted on both faces and overlapping in $y$. Data, control signals, and power will be carried by flex cables running on both faces of the stave from the top and bottom to the centre. Signals will be processed close to the sensor in a newly developed front-end ASIC called SALT. Each ASIC will have 128 channels of front-end amplifiers and will reduce the data volume by performing digitisation, zero suppression, and serialisation output via up to 5 e-ports at a data transmission speed of 320 MBit/s each. Due to the power dissipation in the ASICs, active cooling will be needed inside each stave. A bi-phase CO$_2$ cooling system with thin cooling pipes embedded in the staves will be used to minimize the impact on the material budget.

The UT will have shorter strips than the TT. Good signal over noise ratio will hence be obtained with thinner sensors, 320 $\mu$m instead of 500 $\mu$m thick (as in the TT). The increase in the
TABLE 3.1: Properties of the different types of sensors.

<table>
<thead>
<tr>
<th>Type</th>
<th>Pitch (µm)</th>
<th>Nominal length (mm)</th>
<th>Strips</th>
<th>ASICs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Outermost</td>
<td>190</td>
<td>97.28</td>
<td>512</td>
<td>4</td>
</tr>
<tr>
<td>Intermediate</td>
<td>95</td>
<td>97.28</td>
<td>1024</td>
<td>8</td>
</tr>
<tr>
<td>Innermost</td>
<td>95</td>
<td>48.64</td>
<td>1024</td>
<td>8</td>
</tr>
</tbody>
</table>

From the mechanical point of view, the stave will consist of a central support/cooling layer, made of Carbon Fibre Reinforced Polymer (CFRP) facing sheets surrounding a foam core interior in which the cooling pipes are embedded. This central layer of the stave will support the flex cables and detector modules with sensors and ASICs.

3.3.4 Mechanics and cooling

The cooling system will keep the temperature of the sensors below −5°C, to suppress reverse annealing, reduce leakage current, and prevent possible thermal runaway due to radiation damage. The maximum temperature difference across the sensor will be kept below 5°C to limit the mechanical stress. The sensors will be kept cold also during shutdown periods, thus minimising reverse annealing. A bi-phase CO₂ cooling system, using thin-walled titanium cooling tubes embedded in the stave, is being designed. The heat load will be mainly due to the ASICs, which is expected to dissipate nearly 500 mW/chip. Therefore, their position is taken into account when designing the path of the
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3.3.5 Sensors

There will be five different types of sensors, whose properties are summarised in Table 3.1. The innermost sensors will be of two different types, with and without the circular cut out. Two different technologies will be adopted depending on the expected radiation damage: $n^+$-on-$p$ for sensors in the innermost and intermediate region and $p^+$-on-$n$ for sensors in the outermost region. However, in order to adopt only one technology within a given stave, the outermost sensors of the central staves are foreseen to be $n^+$-on-$p$ instead of $p^+$-on-$n$. The input capacitance seen by the front-end electronics is expected to be between 3 and 11 pF.

There are three technological challenges involved in the sensor design: the circular cut out of the innermost sensors, a top-side biasing, and an embedded pitch adapter, that is, a second metallisation...
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Figure 3.11: Fan-In (left) and Fan-Up (right) geometry of the embedded pitch adapter. A more detailed description of the two geometries is reported in Chapter 5.

Figure 3.12: Layout of the module. The sensor, in green, and the ASICs, in yellow, are connected through wirebonds, in black. The hybrid flex is shown in orange, the stiffener is shown in shaded grey, and the different types of glue are shown in dark green and grey.

layer, that will allow transitions from the strip pitch of 190 µm on the outermost sensors to the input pad pitch of the ASICs of approximately 80 µm. The embedded pitch adapter presents two main advantages with respect to the conventional solution using an external pitch adapter: reducing the number of wirebonds, thus decreasing the probability of wirebond failures, and reducing the material budget. The top-side biasing and the embedded pitch adapter were tested on prototype sensors, as described in Chapter 5. In particular, two different geometries of the embedded pitch adapter (shown in Fig. 3.11) were tested and resulted in the final design, which is a compromise between the two initial options.

3.3.6 Modules

The design of the modules is shown in Fig. 3.12. A kapton hybrid flex will host the ASICs and will provide electrical connection to the data/power flex cable, to which it will be wirebonded. The ASICs will be glued to the hybrid flex using an electrically conductive epoxy. The hybrid flex will have copper thermal vias to optimize the thermal path from the ASICs to the cooling system. The hybrid flex and the sensor will be glued to a thin support structure, referred to as the stiffener, using two different types of glue, differing in their thermal conductivity. This design feature is important to limit the heat transfer from the ASICs to the sensor. The stiffener will extend under the sensor.
Figure 3.13: Block diagram of the SALT ASIC readout chip.

along one of its edges and will consist of Pyrolytic Boron Nitride (PBN), since it has a coefficient of thermal expansion that is very similar to that of the silicon and it is both thermally conductive and electrically insulating. The module will be fixed to the stave using a thin layer of epoxy.

### 3.3.7 SALT ASIC

The SALT chip, whose block diagram is shown in Fig. 3.13, reads out 128 channels at 40 MHz, is manufactured in radiation-hard TSMC CMOS 130 nm technology, and has an input pad pitch of approximately 80 µm. It has an analogue block, consisting of a preamplifier and a shaper, to guarantee a fast signal, with a peaking time of less than 25 ns and a remainder 25 ns after the peaking time of no more than 5% of the peak value. This design reduces spillover between consecutive LHC bunch crossings. It is optimised for load capacitances of up to 15 pF and has a power consumption of 0.4 – 0.6 mW/channel. The SALT chip is able to read out both \( p^+ \)-on-\( n^- \) and \( n^+ \)-on-\( p^- \) sensors. The shaper is followed by a SAR ADC with 6 bit resolution operating at 40 Ms/s. Once digitized, the data is fed to the digital signal processing block, that allows to mask bad or noisy channels and perform pedestal subtraction, mean common mode subtraction, zero suppression, and data compression. The last block creates and transmits the data frames to the peripheral electronics located on the outer frame of the detector box. Data frames are transmitted through e-links using the SLVS standard at 320 MBit/s data rate. Each ASIC is equipped with 5 e-links, but only some of them are active, depending on the expected hit occupancy on the sensor. The total power consumption of the ASIC is expected to be below 1 W at room temperature.

### 3.3.8 Flex cable

The flex cable will connect the hybrids to the peripheral electronics on the detector frames, transmitting data, control signals, and power. It will run along the stave, from the top and bottom to the centre, and will have an average length of 0.7 m. The main requirements on the flex cable design are low material budget, low voltage drop, with a maximum round trip drop of 0.5 V, and good signal integrity. The latest prototype design is shown in Fig. 3.14. It consists of three layers of copper traces, with signal traces in the top and bottom layers and power traces in the intermediate layer. All traces are terminated with bond pads that will be connected to the hybrids. On the outer end, the flex cable will be connected to the peripheral electronics through an appropriate connector and pigtail cables.
Figure 3.14: Flex cable design. Signal traces are shown in yellow.

Figure 3.15: Block diagram of the electronics in the cavern and in the counting room. The peripheral electronics are shown in blue.

3.3.9 Peripheral electronics

The peripheral electronics are located at the top and bottom of the detector frames and perform further digital signal processing that cannot be included in the front-end electronics, since it would imply a significant heat load and amount of material in the sensitive area of the detector. They consist of several boards, shown in Fig. 3.15, each with a specific function: electrical to optical transition (Data Concentrator Boards), distribution of fast timing and slow control signals (TFC/ECS), and low/high voltage power conditioning and distribution. After the electrical to optical transition, the data are sent to the TELL40 readout boards located in the counting room, at a distance of 300 m from the detector.
This chapter describes the working principle of silicon detectors and gives an overview of the main properties relevant to their application in high-energy-physics experiments.

4.1 Working principle of silicon detectors

A silicon detector is a solid-state ionisation counter consisting of a $p-n$ junction to which an external reverse bias voltage is applied. This creates a depletion region that is free from charge carriers – electron-hole pairs – and has an electric field directed from the $n$-doped to the $p$-doped side of the $p-n$ junction. The thickness of the depletion region $d$ increases with the bias voltage $V_{\text{bias}}$ according to

$$d \approx \sqrt{\frac{2\epsilon_0 V_{\text{bias}} + V_{\text{intr}}}{q n_{\text{eff}}}},$$

where $\epsilon_0$ is the silicon dielectric constant, $q$ is the electron charge, $V_{\text{intr}}$ is the intrinsic voltage, and $n_{\text{eff}}$ is the effective doping concentration. The intrinsic voltage is the voltage across the depletion region when no bias voltage is applied and is typically about 0.5 V. The effective doping concentration depends on the concentration of donor and acceptor atoms in the silicon detector and has typical values of the order of $10^{12}$ cm$^{-3}$. If the bias voltage is large enough, the depletion region extends to the full sensor and the sensor is said to be fully depleted. The voltage needed for full depletion is called full depletion voltage and is approximately

$$V_{\text{fd}} = \frac{q}{2\epsilon_0 n_{\text{eff}}} D^2,$$

where $D$ is the thickness of the sensor, usually ranging from 200 to 500 µm. Typical values of full depletion voltage range between 100 and 250 V. From the experimental point of view, a good estimate of the full depletion voltage of a sensor can be obtained by measuring its capacitance as a function of bias voltage. The capacitance $C$ depends on the area of the sensor $A$ and on the thickness of the depletion region $d$ and is approximately $\epsilon_0 A/d$ if the sensor is not fully depleted.
and \( \epsilon_0 A/D \) otherwise. This means that \( C^{-1} \) is proportional to \( V_{\text{bias}} \) if \( V_{\text{bias}} < V_{\text{fd}} \) and constant if \( V_{\text{bias}} > V_{\text{fd}} \). The full depletion voltage is hence the bias voltage corresponding to the transition between linear and constant behaviour. Typical values of the capacitance are about 1 pF/mm² for a 100 \( \mu \)m thick silicon detector. The capacitance described above takes the whole surface of the sensor into account. However, for most microstrip silicon detectors the interstrip capacitance is the dominant one, although the exact behaviour depends on the geometry. The interstrip capacitance depends on the ratio of the width and pitch of the implants (described below) and is typically of the order of 1 pF/cm.

Depending on the doping structure, silicon detectors can be divided into \( p^+ \)-on-\( n \), \( n^+ \)-on-\( p \), and \( n^+ \)-on-\( n \). The typical structure of a \( p^+ \)-on-\( n \) silicon detector is shown in Fig. 4.1 and consists of three layers: a thin highly \( p \)-doped layer at the top, referred to as \( p^+ \), usually segmented in order to provide spatial information, a high-resistivity layer which can be either \( p \)- or \( n \)-doped in the middle, referred to as the bulk, and a thin highly \( n \)-doped layer at the bottom, referred to as \( n^+ \), which allows an ohmic contact to the backside of the sensor. The \( n^+ \)-on-\( p \) and \( n^+ \)-on-\( n \) silicon detectors consist of three layers too but have a \( n \)-doped layer at the top and a \( p \)-doped or \( n \)-doped bulk, respectively. For \( p^+ \)-on-\( n \) and \( n^+ \)-on-\( p \) silicon detectors, the depletion of the \( p - n \) junction starts from the top layer and goes into the bulk, while for the \( n^+ \)-on-\( n \) type it starts from the backplane. The charge carriers collected on the readout strips or pixels are holes for \( p^+ \)-on-\( n \) silicon detectors and electrons for the other types. The main advantages in using \( n^+ \)-on-\( p \) and \( n^+ \)-on-\( n \) silicon detectors are related to radiation hardness and are briefly discussed in the next paragraph.

A metallisation layer, usually made of aluminium, is deposited on the silicon surface in order to provide electrical contact to the bias voltage and the readout electronics. Apart from the regions where electrical contact is important, a passivation layer of silicon oxide (\( \text{SiO}_2 \)) is used to protect the silicon surface and provide a well-defined interface to the silicon lattice. The elements of the segmented layer at the top of the \( p - n \) junction, called implants, are capacitively coupled to the readout strips, which are made of aluminium and are located on top of the silicon oxide layer. In addition to the elements described above, silicon detectors have usually other structures, such as bias and guard rings, surrounding the \( p - n \) junction. The bias ring provides the bias voltage to the implants, usually through a polysilicon resistor. This is characterised by a resistance of about 1 M\( \Omega \), which allows to reduce electronic noise and keep all implants at the same potential. The guard ring, which is also kept at the same potential of the implants, isolates the \( p - n \) junction from the edge of the silicon wafer and guarantees a well-defined electrical boundary for the sensor.

A particle traversing the depleted region produces a number of electron-hole pairs that is proportional to the energy released in the material. The electron-hole pairs are accelerated by the electric field in the bulk and drift toward the surface of the silicon. In the case of a \( p^+ \)-on-\( n \) silicon detector, electrons drift toward the \( n \)-doped electrode, that is, toward the backplane, while holes drift toward the \( p \)-doped implants. Moving electric charges induce a signal in the implants. Since the latter are capacitively coupled to the readout strips by means of the thin silicon oxide layer, an electric signal is induced in the readout strips and can hence be used to provide spatial information on the particle traversing the detector. The capacitive coupling allows to disentangle the leakage current from the current induced by the incoming particles. For a typical thickness \( d = 300 \mu \)m, a typical electric field \( E = 10^3 \) V/cm, and a typical charge carrier mobility \( \mu = 10^3 \) cm²/(V·s) for electrons, the charge collection time is \( t = d/(\mu E) \approx 3 \cdot 10^{-8} \) s. Mobility is typically 2 – 3 times larger for electrons than holes.
Figure 4.1: Working principle of a silicon detector.

On average, a minimum ionising particle produces 80 electron-hole pairs per 1 µm of path length within silicon. For a typical thickness of 300 µm and assuming that all charge is collected, this results in a signal of $3.84 \times 10^{-15}$ C. This signal is rather small and is usually processed by a low-noise charge-sensitive amplifier and by a shaper. The amplifier acts as an integrator and converts the narrow current pulse into a step pulse. The shaper, which can be schematically described as the succession of a CR high-pass filter and a RC low-pass filter, limits the pulse width by adding a decay time and increases the rise time by limiting the bandwidth, so that the pulse shape of the output voltage signal has a smooth peak. If the pulse shape is fixed, the output voltage signal has an amplitude that is proportional to the energy lost by the incoming particle and can provide accurate information on the particle’s trajectory. The spatial resolution depends mostly on the pitch, that is, the distance between two adjacent readout strips. As a first approximation, the dependence of the spatial resolution $\sigma$ on the pitch $p$ can be written as

$$\sigma = \frac{p}{\sqrt{12}}.$$  

Typical values for the pitch are between 40 and 200 µm, which correspond to a spatial resolution from 10 to 60 µm. An improvement of the spatial resolution with respect to these values can be achieved by performing a weighted average of the charge distribution over adjacent readout strips (if charge sharing occurs).

The detector performances described here and others described in detail in Chapter 5 depend on the pitch and width of the readout strips and implants, the properties of the silicon oxide layer, the thickness of the bulk, and the effective doping concentration. In addition, they depend on the readout amplifier and vary over time depending on the radiation damage induced in the silicon detector, as shortly described below.

### 4.2 Radiation damage

Silicon detectors are affected by two main types of radiation damage: displacement damage, due to incident radiation causing a displacement of silicon atoms from their lattice sites, and ionisation
damage, due to production of charge carriers and subsequent drift or diffusion toward the silicon oxide interface or other insulating layers, where they can be trapped. Displacement damage, which depends on non-ionising energy loss (NIEL), is considered the main mechanism of radiation damage in silicon detectors, since it alters the properties of the bulk and hence the electric characteristics of the sensors. The displacement damage depends on the type and energy of the incident particles. In order to compare the effects of radiation induced by different types of particles having different values of energy, the radiation damage is usually normalised to a reference particle flux, which consists of neutrons with a kinetic energy of 1 MeV and is referred to as 1 MeV neutron equivalent fluence.

In silicon detectors, the main changes induced by radiation are an increase of the bulk leakage current, a change of the full depletion voltage, and a decrease of the charge collection efficiency \[103\].

The leakage current is the residual current across the bulk. It is due to thermally-produced electron-hole pairs and depends on temperature according to

\[
\frac{I_1}{I_2} = \left( \frac{T_1}{T_2} \right)^2 \exp \left[ \frac{E_g}{2k_B} \left( \frac{1}{T_2} - \frac{1}{T_1} \right) \right],
\]

where \(I_1\) and \(I_2\) are the leakage currents at temperatures \(T_1\) and \(T_2\), respectively, \(E_g\) is the energy gap of silicon (1.12 eV at 300 K), and \(k_B\) is the Boltzmann constant. Given the strong dependence on temperature, the leakage current can be reduced by lowering the temperature at which the detector is operated. A factor of 15 is expected between the leakage current at room temperature and the leakage current at \(-10^5\)C. The leakage current depends also on impurities and defects in the crystal lattice, which manifest themselves as mid-gap states, that is, intermediate energy levels between the valence and conduction bands. Displacement damage is due to additional defects originated from radiation. The presence of intermediate energy levels facilitates the transition of electrons from valence to conduction band and causes an increase in the leakage current that can be parametrised as

\[
\Delta I = \alpha \Phi_{eq} V,
\]

where \(\Phi_{eq}\) is the equivalent fluence, \(V\) is the sensitive volume of the detector, and \(\alpha\) is a constant of proportionality that is referred to as damage parameter. The damage parameter is obtained by phenomenological models and depends on both temperature and time. This allows to take into account two opposed mechanisms that contribute to further change the leakage current of a detector that has been irradiated: a so-called beneficial annealing, which causes a decrease in the leakage current and acts on a time scale of few days at room temperature, and a reverse annealing, which has the opposite effect and acts on a longer time scale, of the order of one year at room temperature. In the long term, the reverse annealing has a stronger impact on the detector, so the leakage current increases with time. However, both mechanisms are strongly dependent on temperature and can be reduced by storing and operating the detector at \(-10^5\)C.

The change of the full depletion voltage induced by radiation originates from a change of the effective doping concentration of the silicon bulk. The latter is described by the so-called Hamburg model, which is introduced in Ref. \[103\]. According to the model, the effective doping concentration of an irradiated sensor is the result of a stable damage to the crystal lattice, a beneficial annealing, and a reverse annealing. The stable damage does not depend on temperature and consists of a combination of removal of donors and addition of acceptors, as a consequence of the spatial defects created by the irradiation. For \(p^+\)-on-\(n\) silicon detectors, effective doping concentration and full
depletion voltage decrease with time, until the silicon bulk becomes $p$-type and the so-called type inversion is reached. This happens for fluences of nearly $2 \times 10^{13} \text{n}_{eq}/\text{cm}^2$. After type inversion, the depletion of the bulk starts from the backplane, which means that full depletion of the sensor is required to have charge collection. With time, the silicon bulk becomes more and more $p$-type, thus causing an increase of the full depletion voltage with time. The full depletion voltage after type inversion eventually reaches the breakdown voltage of the $p-n$ junction, at which point the detector cannot be operated anymore. This limits the lifetime of the detector and is the main reason for relying on $n^+$-on-$p$ and $n^+$-on-$n$ silicon detectors when radiation hardness is crucial. The situation, in fact, is different for $n^+$-on-$n$ silicon detectors, which behave like $n^+$-on-$p$ after type inversion. Since the depletion of the bulk after type inversion starts from the side of the readout strips, these detectors can guarantee a partial charge collection even without full depletion \cite{104}. This allows to operate the detector with a gradually decreasing efficiency, until the signal-over-noise ratio (described in Chapter \ref{chapter:impurities}) drops below the detection capabilities of the readout electronics. No type inversion occurs for $n^+$-on-$p$ silicon detectors, for which the effective doping concentration keeps increasing with time \cite{105}.

The charge collection efficiency, which is the fraction of charge carriers collected on the implants, decreases with increasing levels of radiation due to the trapping of the charge carriers at the defects induced in the crystal lattice. An efficiency loss appears if the shaping time of the readout electronics is shorter than the time it takes to the trapped charge carriers to be re-emitted and then collected by the electrodes. This aspect is investigated in more detail in Chapter \ref{chapter:impurities}. 

This chapter provides a description of the test beam measurements performed on prototype silicon microstrip sensors of the Upstream Tracker. Two main aspects are investigated: the effect of the embedded pitch adapter on the performances of the sensors and the radiation hardness and long-term performances of the top-side and back-side biasing schemes.

5.1 Motivation

As described in Section 3.3.5, most of the UT is made of 320 $\mu$m thick, AC coupled sensors with 512 strips and 190 $\mu$m pitch. The sensors are coupled to the readout ASICs of 80 $\mu$m pitch through an embedded pitch adapter built into the sensors. During fabrication, a second metallisation layer of traces with bond pads matching the readout ASICs pitch is placed on top of the silicon oxide layer, with a direct connection through metal vias to the readout strips below. The readout strips have a width of 123 $\mu$m and are separated by a gap of 67 $\mu$m. Two different designs of the embedded pitch adapter were investigated between 2014 and 2017. Both types have 64 traces connecting the readout strips to the bond pads of the second metallisation layer. The first type, referred to as Fan-In, is shown in Fig. 5.1. Its traces have a width of 10 $\mu$m and a minimum separation of 10–20 $\mu$m in the densest region, while the bond pads have a width of 65 $\mu$m (perpendicular to the readout strips) and a length of 210 $\mu$m (parallel to the readout strips). Both traces and bond pads are located in the active area of the sensor and are separated from the readout strips below by a 2 $\mu$m thick insulating silicon oxide layer. The advantage of this design is that the presence of the embedded pitch adapter does not increase the inactive area of the sensor. However, nearly 1 mm of active length along the readout strips has the routing of the embedded pitch adapter on top. This might have an impact on the electrical properties of the silicon detector, especially where the second metallisation layer covers a larger area of the sensor, that is, where the bond pads are located. The second type, referred to as Fan-Up, is shown in Fig. 5.2 and has a similar geometry of the bond pads, but a different routing scheme, with most of the traces and the bond pads located outside the active area of the sensor. Since the second metallisation layer is outside the active area of the sensor, no change in the
5.1. MOTIVATION

The biasing scheme of the detector was also investigated. In particular, the possibility to have a top-side biasing instead of the more common back-side biasing was evaluated. In the back-side biasing a part of the backplane is not passivated, so that the high voltage can be applied directly to it by means of a conducting contact. Due to the design of the UT modules, however, routing a conducting contact to the backplane is rather difficult. On the contrary, in the top-side biasing the bias voltage is applied to the top of the sensor. The top-side biasing is achieved by bringing the high voltage to a contact pad located on top of a high voltage ring, which corresponds to the outermost ring shown in Fig. 5.3. The high voltage is then propagated to the backplane through the low resistivity of the peripheral region of the bulk, that is, the region below the high voltage ring. This choice allows to simplify the routing of the high voltage to the sensor. In addition, it allows to completely passivate the backplane, thus decreasing the risk to damage it during handling and preventing accidental short circuits in the high voltage system. However, a degradation in the signal performance could occur with respect to the direct connection to the backplane, due to the resistance of the bulk and the consequent voltage drop, especially after irradiation.

The embedded pitch adapter and the biasing scheme were hence two key elements of the detector design that required dedicated measurements on prototype sensors before production. The first aspect...
that needed to be investigated was the impact of the embedded pitch adapter on the performances of the sensors in terms of charge collection efficiency, cross talk, and radiation hardness. Charge collection efficiency (CCE) is the fraction of charge carriers generated by a particle traversing the depletion region that is successfully collected by the electrodes within the readout time. The embedded pitch adapter modifies the electric field in the region close to the readout strips and, especially for the Fan-In, might result in part of the charge being collected on the second metallisation layer or in a slower signal formation, which would hence cause a loss of part of the signal. Cross talk is the coupling between two or more readout strips through mutual capacitance or inductance. If a particle traversing the detector generates a signal on a given readout strip, an induced signal with a smaller Signal-over-Noise Ratio (SNR) is detected by the neighbouring readout strips too. However, the presence of a double metallisation layer that runs across most of the readout strips of the sensor might induce a non-negligible cross talk not only in the neighbouring readout strips, but also in those placed far away from the signal. In addition, the effect might vary with irradiation. Due to the fact that the embedded pitch adapter occupies only a small region of the active area of the sensor, inefficiency in the charge collection and cross talk are expected to be relevant only for a small fraction of the detected signals. Nevertheless, their impact on the performances of the detector required some specific investigations on both unirradiated and irradiated prototype sensors. The second aspect to be studied in detail was the stability, radiation hardness, and long-term performances of the top-side biasing scheme, compared to the back-side one.

5.2 Silicon sensors

Six mini sensors and one half size sensor produced by Hamamatsu Photonics [107] were tested at the SPS at CERN in May 2016. All sensors are $p^+$-on-$n$ and have a thickness of 320 $\mu$m and a pitch of 190 $\mu$m. The mini sensors are 1.4 cm wide and 1.8 cm long and consist of 64 strips each. The half size sensor is approximately 5 cm wide and 10 cm long and consists of 256 strips, of which 106 are wirebonded to the readout electronics described in Section 5.3. The mini sensors have either the Fan-In or the Fan-Up pitch adapter, while the half size sensor has the Fan-Up pitch adapter at one side of the readout strips and the Fan-In pitch adapter at the opposite side, with only the Fan-Up connected to the readout electronics. The backplane of the sensors has no passivation layer in order
to study the performances of the two different biasing schemes.

The measurements were performed at three different irradiation levels, that is, on unirradiated sensors, on sensors irradiated to the nominal fluence of $0.2 \times 10^{14} \text{ MeV n}_{\text{eq}}/\text{cm}^2$, and on sensors irradiated to twice this value. These values correspond to the expected fluence after 50 fb$^{-1}$ of data taking in the region where these sensors are located, with a safety factor of two, the first, and with a safety factor of four, the second. The sensors were irradiated at the IRRAD facility at CERN using 24 GeV/c protons from the PS. The irradiation profile is Gaussian in two dimensions and has a full width at half maximum (FWHM) of 12 mm x 12 mm. This allows to have a nearly uniform irradiation of the mini sensors, while the irradiation of the half size sensor is performed with the proton beam parallel to the readout strips and is hence uniform along the readout strips but not in the orthogonal direction. Based on this irradiation profile, seven regions were taken into account when characterising the half size sensor, as illustrated in Fig. 5.4. The sketch on the left shows the location of these regions with respect to the sensor and the readout chips, while the plot on the right shows the same regions in the local coordinate system of the sensor, as described in the following. The number of the corresponding readout strips is also shown. Regions 1, 2, and 3 correspond to decreasing fluences in the region of the embedded pitch adapter and were used to study the effects induced by the embedded pitch adapter. Regions 4, 5, and 6 correspond to the same decreasing fluences but in the central region of the sensor and were hence used as control regions. Region 7 corresponds to the intermediate radiation dose on the opposite side of the sensor with respect to the embedded pitch adapter. The latter was used for cross checks and is not discussed further here. The sensors are glued to aluminium carrier boards (shown in Fig. 5.5) that provide support, cooling, and connection to the high voltage system and the readout electronics. The sensors are cooled by two Peltier devices glued to the carrier boards through a thin layer of thermal grease. Condensation was avoided by placing the detectors in a light-tight box flushed with nitrogen. Relative humidity, temperature, and dew point were constantly measured by Resistance Temperature Detection (RTD) sensors. The readout electronics consisted of a TT hybrid hosting 4 Beetle chips, connected to the MAMBA board described in the next sections. A summary of the sensor properties is shown in
5.3 Beam properties

The beam consisted of secondary particles produced by the interaction of a high intensity 450 GeV\(/c\) primary proton beam with a fixed target made of berillium and lead. The average composition was 67% of protons, 30% of pions, 3% of kaons, and a small fraction of muons. The beam was delivered in spills of nearly 10 s, interspersed with 40 s with no beam. The average energy was 180 GeV and the intensity varied between \(10^4\) and \(10^7\) particles per spill.

The spread of the beam was nearly 3 mm along the \(x\) axis and 8 mm along the \(y\) axis. The beam profile, as reconstructed during a typical data acquisition, is shown in Fig. 5.6. The plots are obtained from the data recorded by the telescope described in Section 5.5. The position of the tracks is evaluated in the local coordinate system of the silicon sensors under test. In this coordinate system, \(x\) and \(y\) are the direction perpendicular and parallel to the readout strips, respectively. The

---

Table 5.1: Properties of the mini sensors, mounted on the M boards, and of the half size sensor, mounted on the F board.

<table>
<thead>
<tr>
<th>Board</th>
<th>Pitch adapter</th>
<th>Fluence (1 MeV (n_{eq}/cm^2))</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>Fan-In</td>
<td>(0.0 \times 10^{14})</td>
</tr>
<tr>
<td>M1</td>
<td>Fan-Up</td>
<td>(0.0 \times 10^{14})</td>
</tr>
<tr>
<td>M3</td>
<td>Fan-In</td>
<td>(0.2 \times 10^{14})</td>
</tr>
<tr>
<td>M3</td>
<td>Fan-Up</td>
<td>(0.2 \times 10^{14})</td>
</tr>
<tr>
<td>M4</td>
<td>Fan-In</td>
<td>(0.4 \times 10^{14})</td>
</tr>
<tr>
<td>M4</td>
<td>Fan-Up</td>
<td>(0.4 \times 10^{14})</td>
</tr>
<tr>
<td>F1</td>
<td>Fan-Up</td>
<td>(0.2 \times 10^{14})</td>
</tr>
</tbody>
</table>

---

Table 5.1 Additional details on the setup can be found in Ref. [108], which describes analogous measurements performed in the past on \(n^+\)-on-\(p\) sensors with similar properties.
5.4 Readout electronics

The sensors are read out by the Beetle chip, which is the ASIC used in the TT. The Beetle chip processes the signal of up to 128 readout channels using a low-noise charge-sensitive amplifier and a shaper. The resulting analogue pulse has a semi-Gaussian shape that rises to a peak with a peaking time of 25 ns and then falls off with a remainder of the peak voltage after 25 ns of less than 30%. An example of the analogue pulse obtained from laser measurements is shown in Fig. 5.7. The analogue pulse is sampled into an analogue pipeline according to a 40 MHz clock. The analogue pipeline has a depth of 160 samplings, which allows to store the sampled amplitude of the analogue pulse for 4 µs, which is the latency of the L0 trigger of the LHCb detector. A more detailed description of the Beetle chip can be found in Ref. \cite{109}. The sampled amplitude is then processed using the MAMBA board, which has been developed by the INFN in Milan and produced by Nuclear Instruments \cite{110} and is described in detail in Ref. \cite{110,111}. The MAMBA board digitises the analogue output of the Beetle chip at a fixed time that can be moved in 25 ns increments. The MAMBA board allows to read out one or two TT hybrids, corresponding to up to 8 Beetle chips, for a total of 1024 channels. The readout, which has a maximum rate of 1 MHz, can be triggered by an external signal. In addition, an external clock can be used to timestamp each event, in order to guarantee the offline matching of events recorded by the MAMBA board and by the telescope described below.

The delay between the sampling time of the analogue pulse of the Beetle chip (set by the 40 MHz clock) and the arrival time of the trigger signal formed by the two scintillators described in Section 5.5 can be selected by the DAQ system so that the sampling occurs at the peak of the analogue pulse of the Beetle chip. This is achieved by dividing the 25 ns readout window of the MAMBA board in ten bins of 2.5 ns each, corresponding to different trigger arrival times relative to the 40 MHz clock. The analogue pulse produced by the Beetle chip can hence be sampled at ten different times. This allows to reconstruct the pulse shape inside the 25 ns readout window and to tune the latency of the
Figure 5.7: Example of the analogue pulse of the Beetle chip, obtained from laser measurements.

Figure 5.8: Average ADC value of the reconstructed clusters as a function of the TDC time recorded by the MAMBA board, obtained during a calibration data taking for the M1 Fan-In sensor. The vertical lines highlight the peak of the analogue pulse of the Beetle chip.

DAQ system in order to sample the pulse shape at the right time. An example of the calibration is shown in Fig. 5.8. The plot shows the average ADC value of the reconstructed clusters as a function of the TDC (Time to Digital Converter) time recorded by the MAMBA board. The latter is defined as the time shift between the trigger signal and the rising edge of the 40 MHz clock of the Beetle chip. The TDC time is measured in the window between 0 and 25 ns in steps of 2.5 ns.

5.5 Telescope

The Timepix3 telescope [112, 113] has been developed in the context of the LHCb upgrade and subsequently extended to provide a flexible and generic tool for testing the performances of tracking detectors in both high energy and medical physics applications.

Its layout is shown in Fig. 5.9 where the coordinate system is defined such that the $z$ axis corresponds to the beam direction, the $x$ axis is horizontal, and the $y$ axis is vertical. The telescope is made of two separate arms, located downstream and upstream of a Device Under Test (DUT). Each arm has four planes, which are separated by 25 mm and rotated of 9° around the $x$ and $y$ axes in order to improve the single hit resolution. The planes are equipped with a matrix of $256 \times 256$ hybrid pixel detector readout chips, the Timepix3 ASICs, bump bonded to $p^+\text{-on-}n$ silicon sensors.
of 300 µm thickness and 55 µm pitch along both x and y axes, resulting in a total active area of 14,080 mm × 14,080 mm per plane. Each plane has a material budget in units of radiation length of $x/X_0 = 2.6\%$. The whole telescope can be shifted along the x and y axes, in order to move it out of the beam without the need to physically access the experimental area. Each arm can be shifted along the y and z axes, thus allowing the separation between the two arms to be adapted to the size of the DUT. The latter is mounted on an automatic stage, which allows shifts along the x and y axes with a precision of 1 µm, as well as rotations around the y axis with a precision of 0.01°. In addition, each plane can be shifted independently of the others along the z axis.

Each telescope plane is read out by half a Speedy PIXel Detector Readout (SPIDR) board, a readout system developed at NIKHEF, implemented in FPGA and connected to a 10 GBit Ethernet link. The telescope can cope with a rate of 40 million hits/cm$^{-2}$s$^{-1}$ and provides a pointing precision at the DUT of $1.54 \pm 0.11$ µm and a timing resolution of 1.56 ns.

Two scintillators 1.2 mm high and 1.2 mm wide are positioned upstream and downstream of the telescope and allow to trigger the data acquisition of the DUT. No trigger signal is required to start the data acquisition of the telescope planes, since the Timepix3 ASIC has a data driven readout mode, which sends out a data packet with hit coordinates, Time over Threshold (ToT), and Time of Arrival (ToA). The ToT is related to the charge deposited by the incoming particle, while the ToA allows to match clusters on different planes and hence reconstruct tracks, as well as to associate the reconstructed tracks with the corresponding clusters on the DUT. In order to facilitate the synchronisation between telescope and DUT, the information related to the trigger signal was added to the data recorded by the telescope. In addition, a busy signal was sent from the DUT to the logic forming the trigger signal, in order to inhibit the generation of further trigger signals while the readout electronics connected to the DUT was reading out an event. This ensured that the readout systems of the DUT and of the telescope recorded exactly the same number of trigger signals. Both the Beetle and Timepix3 ASICs have a clock of 40 MHz. The time difference between
5.6 Measurements

Data acquisitions of up to one million events were taken at bias voltages ranging from 50 V to 450 V for the mini sensors and from 50 V to 210 V for the half size sensor. In the case of the mini sensors, measurements at different angles of rotation around the y axis, in the range between $-10^\circ$ and $20^\circ$, were also taken, while only the nominal angle of $0^\circ$ was considered in the case of the half size sensor. For the mini sensors, the measurements were repeated in two different sectors of the sensor, one with the DUT stage positioned at $y = 0$ or $y = 2$ mm, corresponding to the beam illuminating the top edge of the sensor, where the pitch adapter is located, and another with the DUT stage positioned at $y = 10$ or $y = 18$ mm, corresponding to the beam illuminating the central region of the sensor. Since the position of the beam changed from one data acquisition to another, two different positions along the $y$ axis were taken into account for each sector. For the half size sensor, seven sectors were considered, as depicted in Fig. 5.4. This allowed to inspect different regions of the pitch adapter and to check if the performances varied as a function of the hit position along the strips. The unirradiated sensors were kept at a temperature between 8°C and 10°C during the measurements, while the irradiated sensors were cooled down to a temperature from $-0.5^\circ$C to $-3.5^\circ$C.

The raw data, which corresponds to the ADC values measured by each readout channel of the MAMBA board, was processed offline and analysed as described in the next sections. First of all, pedestals and common mode noise, both described below, were evaluated and subtracted from the raw data to obtain the processed data. After that, the ADC values measured by adjacent strips were combined together to form clusters, corresponding to the position of the particle(s) impinging the detector. Clusters were then used for the high-level analysis, in which some properties of the detector (full depletion voltage, efficiency, charge sharing, cross talk, and resolution) were studied.

Further details on the analysis steps can be found in Ref. [108][117], which describe similar measurements conducted in 2014 and 2015 on the previous iteration of the UT prototype sensors.
5.6.1 Pedestal calculation

The pedestal is the ADC value measured by a given readout channel in the absence of any signal and noise. This value varies from channel to channel and depends on environmental conditions, like temperature and relative humidity, as well as operating conditions, like the applied bias voltage. For this reason, specific data acquisitions without signal, referred to as pedestal runs, were taken right before each measurement, to ensure the proper pedestals were subtracted from the raw data.

The pedestals can be calculated by averaging the ADC values measured by each readout channel during an entire pedestal run. If \( N \) is the number of events in a pedestal run and \( \text{ADC}_{ij} \) is the ADC value measured by the readout channel \( i \) in the event \( j \),

\[
p_i = \frac{1}{N} \sum_{j=1}^{N} \text{ADC}_{ij}
\]

(5.1)
gives the pedestal that has to be subtracted from the raw ADC value measured by the readout channel \( i \). An improved version of this algorithm consists in first removing some potential outliers that might bias the calculation of the average. This was achieved by fitting the distribution of the ADC values of the readout channel \( i \) with a Gaussian function

\[
N_i(x; \mu_i, \sigma^2_i) = N_{0,i} e^{-\frac{(x-\mu_i)^2}{2\sigma^2_i}}
\]

(5.2)
and by excluding from Eq. (5.1) all events \( j \) for which \( |\text{ADC}_{ij} - \mu_i| > \alpha \sigma_i \), with \( \alpha \) set to three. The standard error of the mean was taken as uncertainty of the pedestal:

\[
\Delta p_i = \frac{s_{\text{ADC}_i}}{\sqrt{N_{\text{eff}}}} = \sqrt{\frac{\sum_{j=1}^{N_{\text{eff}}} (\text{ADC}_{ij} - p_i)^2}{N_{\text{eff}}}},
\]

(5.3)
where \( s_{\text{ADC}_i} \) is the sample standard deviation and the number of effective entries \( N_{\text{eff}} \) is used.

If not stated otherwise, the pedestal subtracted ADC values are used everywhere.

5.6.2 Noise calculation

Each measurement is affected by a certain level of noise, which originates from both the sensor and the readout electronics. The total noise depends on the properties of the system (for example, the length of the readout strips) and consists of two components, one affecting each readout channel independently of the others and another common to several readout channels.

The average total noise of single readout channels was obtained from the same pedestal runs described in the previous section. In particular, the average total noise of the readout channel \( i \) is

\[
N_i = \sqrt{\frac{\sum_{j=1}^{N} (\text{ADC}_{ij} - p_i)^2}{N}}
\]

(5.4)
which has an uncertainty of

\[
\Delta N_i = \sqrt{\frac{\sum_{j=1}^{N} (\text{ADC}_{ij} - p_i)^2}{2N^2}}
\]

(5.5)
corresponding to the standard error of the standard deviation.
5.6. MEASUREMENTS

Figure 5.10: Noise as a function of the Beetle channel, obtained for the M1 Fan-In sensor before the CMN subtraction is applied. The vertical axis shows the values of the ADC counts.

Figure 5.11: Distribution of the cluster size, obtained for the M1 Fan-In sensor above the full depletion voltage. The cluster size of a given bin is shown on the left edge of the bin. The vertical axis shows the number of entries in each bin.

Part of noise affects several neighboring readout channels in a coherent way and is hence called common mode noise (CMN). This kind of noise may originate from several causes, including ground loops in the power supplies or readout strips acting like antennas and picking up some environmental noise. It was observed that usually all readout channels of a given chip were affected by the same CMN, although some finer structures were present in some circumstances, depending for example on the number of ports through which the output was transferred out of the readout chip. For this reason, the CMN calculation was performed separately for each Beetle chip. The CMN subtraction is not compulsory when averaging over a large number of events, since the CMN is expected to have a distribution with average zero after pedestal subtraction, but is of crucial importance in all the measurements involving single-event properties, as is the case when calculating the cross talk. A description of how the CMN was calculated and subtracted on an event-by-event basis is reported in the following.

It was observed that the first channels from each readout port of the Beetle chip experience a
non-negligible cross talk due to the header of the data sent by the chip. These channels, together with those that were not wirebonded to the sensor (and that would hence be affected by a different CMN), were masked in the CMN calculation.

Since the CMN has to be calculated from the same events used in the measurements, two algorithms excluding the signal were developed. One algorithm consists in ignoring the readout channels for which \( |\text{ADC}_{ij}| > \text{ADC}_{th} \), where \( \text{ADC}_{ij} \) is the ADC value of channel \( i \) in event \( j \) and \( \text{ADC}_{th} \) is a fixed threshold that was optimised separately for each sensor. Another way to exclude the signal consisted in ignoring the readout channels for which \( |\text{ADC}_{ij} - \mu_j| > \alpha \sigma_j \), where \( \mu_j \) and \( \sigma_j \) are the mean and the standard deviation of the \( \text{ADC}_j \) distribution (that is, the ADC distribution for the event \( j \)) and \( \alpha \) is a tunable parameter that specifies the separation between signal and noise. This algorithm is expected to perform better than the other, since a variable threshold allows to deal with both clean and noisy events. Since the mean and standard deviation of the ADC distribution are computed on an event-by-event basis, the resulting threshold is higher for events with a large CMN and lower for events with a small CMN. The performances of the two algorithms were studied on specific data acquisitions and the second algorithm was then chosen for the analysis of the test beam data. In order to further clean the sample from a potential signal, a second iteration was performed.

### 5.6.3 Masking of noisy or dead channels

The noise as a function of the Beetle channel is shown in Fig. 5.10 for the M1 Fan-In sensor. This distribution is obtained before the CMN subtraction is applied. The gaps correspond to noisy and dead channels, which were masked when analysing the data. The list of connected and masked channels of all sensors is reported in Table 5.2.

### 5.6.4 Signal-over-noise ratio

The amplifier gain varies from one readout chip to another, which makes it difficult to compare results obtained with different setups. A way to overcome this difficulty is to use the SNR instead of the ADC value. The SNR of a given readout channel \( i \) is computed by taking the mean pedestal subtracted ADC value

\[
S_i = \frac{1}{N} \sum_{j=1}^{N} (\text{ADC}_{ij} - p_i)
\]

Table 5.2: Details of connected and masked Beetle channels.

<table>
<thead>
<tr>
<th>Board</th>
<th>Pitch adapter</th>
<th>Connected channels</th>
<th>Masked channels</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1 Fan-In</td>
<td>407 – 470</td>
<td>415, 447, 466 – 468</td>
<td></td>
</tr>
<tr>
<td>M1 Fan-Up</td>
<td>151 – 214</td>
<td>159, 191</td>
<td></td>
</tr>
<tr>
<td>M3 Fan-In</td>
<td>407 – 470</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>M3 Fan-Up</td>
<td>151 – 214</td>
<td>168, 182, 184, 187 – 190, 210</td>
<td></td>
</tr>
<tr>
<td>M4 Fan-In</td>
<td>407 – 470</td>
<td>415, 447</td>
<td></td>
</tr>
<tr>
<td>M4 Fan-Up</td>
<td>151 – 214</td>
<td>159</td>
<td></td>
</tr>
<tr>
<td>F1 Fan-Up</td>
<td>129 – 234</td>
<td>–</td>
<td></td>
</tr>
</tbody>
</table>
Figure 5.12: Average cluster size as a function of the cluster interstrip position, obtained for the M1 Fan-In sensor above the full depletion voltage. The central values on the y axis correspond to the mean of the distribution of the cluster size in a given bin of the cluster interstrip position, while the error bars correspond to the uncertainty on the mean.

Figure 5.13: Average cluster size of different seed strips of the M1 Fan-In (left), M3 Fan-In (centre), and M4 Fan-In (right) mini sensors, obtained for particles traversing the pitch adapter region (top) or the central region (bottom). The central values on the y axis correspond to the mean of the distribution of the cluster size for a given seed strip, while the error bars correspond to the uncertainty on the mean.

as signal (where the sum is performed over all the events $j$ in a given run) and by dividing it by the raw noise of Eq. (5.4). The uncertainty on the SNR is computed as

$$\Delta(S/N)_i = (S/N)_i \sqrt{\left(\Delta S_i/S_i\right)^2 + \left(\Delta N_i/N_i\right)^2}$$  \hspace{1cm} (5.7)
since signal and noise can be treated as independent variables. The uncertainty on the signal and the noise is obtained from the standard error of the mean. When considering a cluster of several adjacent readout strips, the sum of the SNR measured by each strip is used:

\[
(S/N)_{\text{tot}} = \sum_{i=1}^{n_{\text{strips}}} (S/N)_i
\]

(5.8)

with the uncertainty given by the sum in quadrature of the individual uncertainties.

### 5.6.5 Clustering

Clusters were built starting from a seed strip with a SNR above 3, to which neighbouring strips were added if their SNR was larger than 2.5. These thresholds are the result of an optimisation procedure based on data with and without signal and depend on the specific properties of the sensors under test. To ensure the results were not biased by the choice of the clustering strategy, several other algorithms were implemented and their performances were compared with those obtained with the default algorithm. The position of the reconstructed clusters was computed as the charge weighted average of the position of the readout strips forming the cluster.

Most of the clusters consisted of one strip only, as can be seen in the distribution of the cluster size shown in Fig. 5.11 for the M1 Fan-In sensor above the full depletion voltage. The cluster size does not depend on the position of the cluster but has a dependence on the cluster interstrip position. The latter is defined as the distance of the cluster from the point in between its two nearest readout strips, in units of pitch. According to this definition, the cluster interstrip position has values between \(-0.5\) and 0.5. The maximum cluster size is expected for particles traversing the DUT in between two adjacent readout strips, since the charge sharing is maximised in this situation. The cluster size as a function of the cluster interstrip position is shown in Fig. 5.12 for the M1 Fan-In sensor above the full depletion voltage. A similar behaviour is observed for the other sensors.

The average cluster size might change with the radiation dose. This effect was studied on the mini sensors by comparing the average cluster size of different seed strips for different levels of irradiation. The study was performed for both pitch adapters and no difference was observed between the two.
The results are shown in Fig. 5.13 for particles traversing the detector in the pitch adapter region, at the top, and for particles traversing the detector in the central region, at the bottom. The first channel of the M1 and M4 sensors is located next to one of the masked channels and should not be taken into account. The large uncertainties in some bins are due to the low statistics associated to the seed strips that are far away from the beam. The average cluster size is nearly $1.2$ for all distributions in Fig. 5.13, that is, it is independent of the position of the incoming particle and does not change significantly with increasing fluences.

An example of the distribution of the ADC values of the reconstructed clusters is shown in Fig. 5.14. This distribution consists of a noise component, characterised by low ADC values, and a signal
component, characterised by a clearly visible peak. The noise component, which peaks at ADC values below 10, corresponds to reconstructed clusters that are not associated to any incoming particle and can be reduced by choosing a more stringent clustering algorithm. However, no attempt was made in this direction since the noise clusters are well separated from the signal clusters. The distribution of Fig. 5.14 was fitted with the convolution of a Landau and a Gaussian distribution. The Landau distribution describes the statistical fluctuations of the ionisation energy loss of a charged particle in a thin layer of matter. The Gaussian distribution describes detector resolution effects. In the fit, all parameters were allowed to float. Namely, these were the mean and width of the Gaussian distribution and the Most Probable Value (MPV) and Full Width at Half Maximum (FWHM) of the Landau distribution. The MPV values obtained from the fit were then used to compute the most probable SNR of the plots shown in Figs. 5.17, 5.18, 5.19, and 5.20.

The distribution of the SNR of each readout channel of the mini sensors with the Fan-In pitch adapter is shown in Figs. 5.15 and 5.16 respectively for particles traversing the pitch adapter region or the central region. White vertical bands correspond to masked readout channels. The profile of these distributions was used to obtain the average value of the SNR of the mini sensors. An example of the profiles is shown in Fig. 5.17 for the M3 and M4 Fan-In sensors. The most probable SNR of the mini sensors was found to be between 25 and 28 before irradiation, between 25 and 27 after irradiation at the nominal dose, and between 23 and 26 after irradiation at twice the nominal dose. No dependence on the position of the beam with respect to the pitch adapter nor on the pitch adapter design was observed. In addition, compatible results were observed when biasing the sensors from the top or from the back. Similar plots for the half size sensor are shown in Fig. 5.18.
Figure 5.20: SNR as a function of the applied bias voltage for the mini sensors with the Fan-In (top) and Fan-Up (bottom) pitch adapter and with the back-side (left) and top-side (right) biasing scheme. The three curves refer to different radiation doses: no irradiation (solid blue line), nominal dose (dotted violet line), and twice the nominal dose (dashed red line).

displays the map of the most probable SNR as a function of the $x$ and $y$ position of the charged particles. One bin along $x$ corresponds to 200 $\mu$m and is hence comparable to the strip pitch of 190 $\mu$m. One bin along $y$ corresponds to 250 $\mu$m, which is larger than the bond pads of the Fan-In pitch adapter, whose length is 210 $\mu$m. Therefore, a possible reduction in the SNR caused by the pitch adapter structures when a particle traverses the pitch adapter region would be diluted due to the other entries in the same bin. The corresponding profiles are shown in Fig. 5.19. It should be noted that the low values in region 6 are due to the fact that the corresponding readout strips are not illuminated by the beam. For the half size sensor the most probable SNR was measured to be between 12 and 15 before irradiation, between 12 and 14 after irradiation at the nominal dose, and between 12 and 13 after irradiation at twice the nominal dose. As for the mini sensors, the results do not show any dependence on whether the beam illuminates the pitch adapter region or the central region. Similar results were obtained for both top-side and back-side biasing schemes.

### 5.6.6 Full depletion voltage

The bias voltage corresponding to full depletion was determined by studying the most probable value (MPV) of the Landau distribution as a function of the applied bias voltage. In the plots, the SNR values correspond to the MPV of the Landau distribution, as returned by the fit described in Section 5.6.5. The SNR as a function of the applied bias voltage for the mini sensors at different levels of irradiation is shown in Fig. 5.20.
For the mini sensors, the full depletion voltage decreases with increasing radiation doses for both pitch adapters and for both biasing schemes. This is the expected behaviour of irradiated $p^+\text{-}on\text{-}n$ sensors that have undergone a certain radiation damage but have not reached type inversion yet. As expected, no difference was observed for different biasing schemes nor for different pitch adapters.

In order to guarantee a full depletion of the sensors during the measurements, a bias voltage of $300\ V$ was applied to the mini sensors, while a lower bias voltage of $210\ V$ was applied to the half size sensor. At these values of the bias voltage, the leakage current during the data taking was between 30 and 40 $\mu\text{A}$ for the M3 sensor, between 60 and 70 $\mu\text{A}$ or between 230 and 250 $\mu\text{A}$ for the M4 sensor, and between 110 and 120 $\mu\text{A}$ for the F1 sensor. For the M4 sensor, different values of the leakage current were measured depending on the biasing scheme, with the larger values corresponding to the back-side biasing scheme. The same behaviour was observed for both pitch adapters. Since the two M4 sensors are mounted on the same board, these measurements might indicate a problem in the routing of the power lines on the board. In order to understand if the problem appeared with the top-side or back-side biasing scheme, the measured values of the leakage current of the M4 sensors were compared to the expectations based on radiation damage. The expected value of the leakage current was computed by using Eqs. 4.1 and 4.2. The first equation was used to convert the measured leakage current of the M3 sensors (at an average temperature of $-1.55^\circ\text{C}$) to the corresponding value at the temperature of the M4 sensors, which was of nearly $-3.15^\circ\text{C}$. The second equation was used to obtain the expected increase of the leakage current due to irradiation at the nominal dose and at twice the nominal dose. Based on this calculation, the leakage current at twice the nominal dose is expected to be nearly twice the leakage current at the nominal dose, which is compatible with the values measured with the top-side biasing scheme. The reason of the higher leakage current has not been understood yet.
5.6. MEASUREMENTS

Figure 5.22: Two-dimensional efficiency of the mini sensors in the central region, calculated at a bias voltage of 300 V. The distributions refer to the M1 Fan-In (top left), M3 Fan-In (top centre), M4 Fan-In (top right), M1 Fan-Up (bottom left), M3 Fan-Up (bottom centre), and M4 Fan-Up (bottom right) sensors.

5.6.7 Efficiency above the full depletion voltage

The efficiency was defined as the fraction of tracks reconstructed by the telescope and falling within the DUT acceptance that had an associated cluster reconstructed by the DUT. A cluster was associated to a track if it had a reconstructed $x$ position within 250 $\mu$m from the reconstructed $x$ position of the track. The efficiency, which was evaluated above the full depletion voltage of the sensors, was studied as a function of the position of the track on the DUT plane.

The two-dimensional efficiency of the mini sensors, calculated at a bias voltage of 300 V, is shown in Fig. 5.21 for particles traversing the pitch adapter region and in Fig. 5.22 for particles traversing the central region. Increasing fluences are shown from left to right, while the two pitch adapters are shown at the top and at the bottom. The corresponding plot for the half size sensor is shown in Fig. 5.23. The $x$ and $y$ axes show respectively the $x$ and $y$ coordinates of the reconstructed track. One bin corresponds to 100 $\mu$m along $x$ and 120 $\mu$m along $y$.

The efficiency of the mini sensors is above 99% for most of the sensor area and no difference based on the fluence nor on the pitch adapter type is observed based on the distributions in Figs. 5.21 and 5.22. The efficiency of the half size sensor slightly decreases with increasing fluences and is lower for particles traversing the pitch adapter region.

The efficiency as a function of the $x$ position of the tracks is shown in Figs. 5.24 and 5.25, respectively for the mini sensors and the half size sensor. For the mini sensors, the efficiency is nearly 99.5% and very stable across the sensor for all irradiation levels, if the particles pass through the central region of the sensor (plots at the top of Fig. 5.24). However, an efficiency loss is visible if the particles pass through the pitch adapter region (plots at the bottom of Fig. 5.24). The efficiency loss is localised in a region of $1 - 2$ mm along $x$, which is comparable to the width of the bond pads.
of the pitch adapter. The effect is more pronounced for the M3 Fan-In sensor. For the half size sensor, the efficiency is uniform and above 98% for particles traversing the central region of the sensor (plots at the bottom of Fig. 5.25), with a small decrease with increasing fluences. A drop in efficiency of less than 1% is observed when the beam illuminates the pitch adapter region (plots at the top of Fig. 5.25). The effect is reduced, but not totally eliminated, with irradiation.

5.6.8 Charge sharing

In this section, the charge sharing \( \eta \) is defined as

\[
\eta = \frac{Q_L - Q_R}{Q_L + Q_R},
\]

that is, as the left-right asymmetry of the signals on the two readout strips on the left and on the right of a reconstructed cluster. The signal is given by the SNR. In the following, the readout channel is the one connected to the seed strip.

The \( \eta \) distribution of each readout channel of the half size sensor is shown in Fig. 5.26. The distribution was obtained from a measurement in which the beam illuminated the region 5 of the sensor, which corresponds to the nominal fluence and to the maximum distance from the pitch adapter.

The \( \eta \) distribution integrated over all readout channels of the half size sensor is shown in Fig. 5.27 for particles traversing the regions 4, 5, and 6 of the sensor. These regions correspond to decreasing levels of irradiation and to the maximum distance from the pitch adapter. The charge sharing decreases with increasing fluences and is slightly asymmetric for the unirradiated region of the sensor. The same behaviour was observed for particles traversing the regions 1, 2, and 3 of the sensor.
Figure 5.24: Efficiency of the M1 Fan-In (left), M3 Fan-In (centre), and M4 Fan-In (right) sensors as a function of the $x$ position of the tracks, calculated at a bias voltage of 300 V, for charged particles passing through the central region (top) or through the PA region (bottom).

sensor, corresponding to the location of the pitch adapter. The reason behind the asymmetric charge sharing is not understood yet, while the reduction in the charge sharing with increasing radiation doses is consistent with previous observations [118] and might be due to a change in the diffusion properties of the bulk after irradiation. In particular, the mobility of the charge carriers decrease with irradiation. This change can have an impact on the diffusion constant $D$, which is

$$D = \frac{kT}{e\mu},$$

where $T$ is the temperature, $e$ is the electron charge, and $\mu$ is the mobility of the charge carriers.

### 5.6.9 Cross talk

In order to quantify the cross talk of the sensors, the following variable has been defined:

$$\alpha(i, \text{seed}) = \frac{\text{SNR}_i}{\text{SNR}_{\text{seed}}},$$

where SNR$_i$ is the SNR associated to the $i$th readout channel, SNR$_{\text{seed}}$ is the SNR associated to the readout channel of the seed strip, and the average is performed over all events having the same seed strip. According to this definition, $\alpha(i, \text{seed})$ is 1 for $i = \text{seed}$ and varies between 0 and 1 for the rest of the readout channels. For a given seed strip, a SNR significantly different from zero is expected on the neighbouring strips that contribute to the same cluster and, possibly, on their neighbours too. A non-negligible value of $\alpha(i, \text{seed})$ in regions far from the seed strip would be an indication of cross talk induced by the pitch adapter.

The two dimensional map of $\alpha(i, \text{seed})$ is shown in Fig. 5.28 for the mini sensors hit by the beam.
5.7 Alignment

Several cross checks were performed in order to ensure that the telescope and the DUT were correctly aligned. This is important when matching the reconstructed tracks of the telescope to the reconstructed clusters of the DUT. The procedure to align the telescope is briefly described in Sec. 5.5 while the cross checks to verify the alignment between the telescope and the DUT are discussed below. The results of the alignment studies were taken into account in the measurements described in Section 5.6 However, a detailed description of the alignment procedure requires to know many aspects of the measurements and is hence reported here for simplicity.
5.7.1 Rotations around the $z$ axis

Potential rotations of the DUT around the $z$ axis were studied by looking at the $x$ residuals as a function of the $y$ position. If the DUT is properly aligned, the $x$ residuals are expected to be independent of the $y$ position, while a rotation of the DUT around the $z$ axis would manifest itself as a linear dependence between the two variables. Two examples, corresponding to a good and a bad alignment, are shown on the left and, respectively, on the right of Fig. 5.30. A straight line fit was performed for each measurement taken at the nominal angle around the $y$ axis. The mean of the angular coefficient distribution was then used to correct for the misalignment when determining the extrapolated position of the track on the DUT plane. The distributions of the intercept $a_0$ and the angular coefficient $a_1$, obtained for the M1 board with the Fan-In pitch adapter, are shown as reference in Fig. 5.31. Each entry in the two plots corresponds to a different data acquisition.

5.7.2 Rotations around the $y$ axis

A misalignment of the DUT around the $y$ axis was investigated by measuring the detected signal as a function of the rotation angle around the $y$ axis. The detected signal was defined as the Most
Probable Value (MPV) of the Landau distribution in units of SNR. Its dependence on the rotation angle around the \(y\) axis is shown in Fig. 5.32 for the M1 Fan-In (left) and M1 Fan-Up (right) sensors. The MPV is expected to be symmetric with respect to the angle for which the beam hits the DUT at normal incidence. As the rotation angle around the \(y\) axis increases, the particles traverse more material and consequently release more energy, which leads to a larger deposited charge and hence a larger MPV. The increase in the material is proportional to the \((\cos \theta)^{-1}\), where \(\theta\) is the angle with respect to the perpendicular to the DUT plane. The dependence between MPV and rotation angle around the \(y\) axis is assumed to be

\[
\frac{a}{\cos(\theta - \alpha)},
\]

where \(\alpha\) is the nominal zero angle and \(a\) is the corresponding MPV value. The nominal zero angle is zero if the DUT is not rotated around the \(y\) axis. The dependence of the detected signal on the rotation angle around the \(y\) axis is fitted with the function in Eq. (5.9). The curve corresponding to the fit is overlaid to the experimental points in Fig. 5.32. The nominal zero angle was found to be compatible with zero for all sensors under test.

Studying the dependence of the fraction of one-strip and two-strip clusters on the rotation angle around the \(y\) axis gives a similar cross check. Due to the properties of the beam, most of the clusters consisted of one or two strips at normal incidence, with a negligible fraction of clusters with three or more strips. However, as the DUT rotates around the \(y\) axis, the fraction of multiple-strip clusters is expected to increase at the expenses of the fraction of single-strip clusters. By studying this effect, it was possible to detect and correct potential misalignments of the DUT around the \(y\) axis. Similarly to what discussed above, the distributions of the fractions of one-strip and two-strip clusters are expected to be symmetric with respect to the nominal zero angle, which can be determined by performing a fit with a second-order polynomial function. This is a very simple hypothesis and...
Figure 5.29: Cross talk of the half size sensor, calculated at a bias voltage of 210 V.

does not reproduce the real shape of the distribution for rotations larger than few degrees, but is sufficient to determine the symmetry point. The data and fit results are shown in Fig. 5.33 for the M4 Fan-In (left) and M4 Fan-Up (right) sensors with top-side biasing. Since most of the clusters consist of signal on either one or two strips, the fraction of two-strip clusters has the same angular dependence of the fraction of one-strip clusters apart from a sign.

An alternative method to check the same kind of misalignment consisted in studying the charge sharing as a function of the cluster interstrip position for different rotation angles around the $y$ axis. The rotation around the $y$ axis, that is, the vertical axis, was obtained by rotating the stage where

Figure 5.30: Examples of $x$ residuals as a function of the $y$ position for a DUT that is properly aligned (left) and for a DUT that is rotated around the $z$ axis (right).
the DUT was mounted. The charge sharing $\eta$ is here defined as

$$\eta = \frac{Q_R}{Q_L + Q_R},$$

that is, as the fraction of total charge deposited on the right strip. According to this definition, the charge sharing varies between 0 and 1. The dependence of the charge sharing as a function of the cluster interstrip position on the rotation around the $y$ axis is shown in Fig. 5.34 for the M3 Fan-Up sensor with top-side biasing. Similar plots are available for the other sensors. Each distribution in Fig. 5.34 was fitted with an error function of the form

$$f(x) = a \left(1 - \text{erf} \left( \frac{x - \mu}{\sqrt{2}\sigma} \right) \right) + b,$$

where $a$ and $b$ are constants, $\mu$ corresponds to the mean interstrip position of the falling edge, and $\sigma$ gives an indication of the width of the falling edge. If the DUT is not rotated around the $y$ axis, the effect of clockwise and anticlockwise rotations around the $y$ axis is the same. The $\sigma$ as a function of the angle of rotation around the $y$ axis is expected to have a minimum at zero degrees and to be symmetrically distributed around the minimum. The effect of a rotation around the $y$ axis is to increase the charge sharing between neighbouring strips, that is, the value of $\sigma$, as the angle of rotation increases. The dependence of the parameter $\sigma$ on the rotation around the $y$ axis is shown in Fig. 5.35 and is consistent with a symmetric distribution around zero.
5.8 Conclusions

The test beam measurements described in this chapter tested the performances of prototype silicon microstrip sensors for the UT detector. Two main aspects were investigated: the design of the embedded pitch adapter (Fan-In or Fan-Up) and the performances of the top-side biasing scheme.

Seven $p^+$-on-$n$ prototype sensors with a thickness of 320 $\mu$m and a pitch of 190 $\mu$m were tested. Six of them are mini sensors and differ in their embedded pitch adapter and fluence. The seventh is a half size sensor with a non-uniform irradiation profile and only one of the two embedded pitch adapters, the Fan-Up.

For the mini sensors, the SNR is measured to be between 25 and 28 before irradation and decreases to between 25 and 27 at the nominal fluence and to between 23 and 26 at twice the nominal fluence. The SNR of the half size sensor is smaller, between 12 and 15 for the unirradiated regions, between 12 and 14 for the regions irradiated at the nominal fluence, and between 12 and 13 for those irradiated at twice the nominal fluence. The same results were obtained when the beam illuminated the pitch adapter region or the rest of the sensor area. In addition, no dependence on the pitch adapter design was observed and compatible results were obtained when biasing the sensors from the top or from the back. A lower SNR is expected for the half size sensor due to the larger capacitance associated to longer strips.

The full depletion voltage varies from nearly 250 V before irradiation to nearly 200 V and 150 V after irradiation at the nominal fluence and, respectively, at twice the nominal fluence. The decrease of the full depletion voltage with increasing fluences is what one would expect for $p^+$-on-$n$ sensors before type inversion is reached. The results show that it is possible to operate the sensors for the expected run time of the UT detector.

The charge sharing decreases with increasing radiation fluences and does not show any dependence
Figure 5.34: Charge sharing as a function of the cluster interstrip position for different rotation angles around the $y$ axis, as obtained for the M3 Fan-Up sensor with top-side biasing. The rotation angles around the $y$ axis are -10° (first row left), -5° (first row right), -2° (second row left), 0° (second row right), 2° (third row left), 5° (third row right), 10° (fourth row left), 15° (fourth row right), and 20° (fifth row).
5.8. CONCLUSIONS

The cross talk is below 5% for both pitch adapters and does not change significantly after irradiation.

No significant difference was observed between the two biasing schemes in any of the performance tests described above. However, further measurements have shown that the sensors with the Fan-Up pitch adapter have bias voltage stability problems when the top-side biasing is used. The instability consists in a rapid increase of the leakage current when applying a bias voltage between 200 and 300 V. A dedicated simulation was developed to investigate the reason of the instability. It was found that this is related to the high electric field in the transition region between high-voltage ring and bias ring, where the metal traces of the pitch adapter are located. For this reason, a new design was proposed, in which the routing lines are located further from the metal traces of the pitch adapter.

A loss of efficiency localised in the pitch adapter region was observed for the mini sensors with the Fan-In pitch adapter. Since this region is small compared to the active area of the sensor, this effect is negligible (at the per mille level) when integrating over the whole sensor. The localised loss of efficiency does not depend on the biasing scheme and is maximum for the unirradiated sensor. After the test beam measurements discussed here, the effect was studied further on $p^+$-on-$n$ sensors having the same properties of the mini sensors described in Section 5.2 and was confirmed by dedicated studies on simulation [106]. According to the simulation, the electric field lines in the silicon bulk are modified by the presence of the pitch adapter. This is shown in Fig. 5.36 which compares the electrostatic potential maps with and without the pitch adapter. For simplicity, only two adjacent

---

**Figure 5.35:** Dependence of the parameter $\sigma$ on the rotation around the $y$ axis, as obtained for the M3 Fan-Up sensor with top-side biasing.

**Figure 5.36:** Electrostatic potential maps obtained from a simulation of the unirradiated mini sensors tested in the test beam measurements, without (left) and with (right) the Fan-In pitch adapter [106]. The boundary of the depletion region is shown in white. The simulation is based on the TCAD Sentaurus package, which is part of the Synopsys software [119].
readout strips and one bond pad of the pitch adapter were simulated. If the bond pad of the pitch adapter is centred between two adjacent readout strips, the modification of the electric field lines causes a drift of the charge carriers toward the silicon oxide surface, followed by a drift toward the implants. This may result in a loss of signal on the nearest readout strips when a charged particle passes underneath the second metallisation layer. Simultaneously, a signal-like pulse shape may be found on the readout channel connected to the pitch adapter element. As the simulation suggests, the effect has a strong dependence on the relative position between readout strips and bond pads of the pitch adapter. Due to the saturation of the charge density close to the silicon oxide surface, the effect is mitigated by irradiation, although it does not disappear completely [120]. For this reason, the proposed geometry of the Fan-In pitch adapter of the UT sensors has been modified. In particular, the thickness of the silicon oxide layer between readout strips and second metallisation layer has been increased from 2 to 4 µm in order to lower the coupling between the two metal layers.

New prototype sensors with the modified geometry of the Fan-In and Fan-Up pitch adapters have been produced and tested during 2017. No efficiency loss and no bias voltage instability have been observed with the new geometry of the Fan-In and, respectively, Fan-Up pitch adapters. Consistent results have been obtained between the SNR of the prototype sensors described in this chapter and the SNR of the new prototype sensors. However, SNR measurements depend on the readout chip and must hence be repeated using the SALT ASIC, which will be used for the readout of the UT detector. The final geometry of the sensors in the outer region of the UT detector is a compromise between the improved versions of the Fan-In and Fan-Up pitch adapters. The Fan-Up design was preferred, since it allows to keep the embedded pitch adapter outside the active area of the sensor, thus preventing any efficiency loss in the pitch adapter region. The larger inactive area of the sensor, of approximately 500 µm along the readout strips, is compensated by the vertical overlap of the silicon sensors on the two faces of the staves. In the final design, the thickness of the silicon oxide layer between the readout strips and the metal traces of the pitch adapter was increased from 2 to 4 µm, based on the results of the Fan-In pitch adapter.
This chapter describes the analysis strategy adopted for the measurement of the $\Delta S_i$ observables of the $B^0 \to K^{*0} \ell^+\ell^-$ decay, with $\ell = e, \mu$, which is performed at LHCb using the full LHC Run I dataset. The first part of the chapter introduces the counting method approach and its sensitivity to New Physics. The second part discusses the selection of the $B^0 \to K^{*0} \ell^+\ell^-$ decays, the techniques adopted to decrease the contamination from several background contributions, the corrections applied to the simulation, and the efficiency calculation.

### 6.1 Measurement strategy

The measurement of the LFU angular asymmetry observables $\Delta S_i$, $Q_i$, and $D_i$ is of great interest for the theory community in order to probe NP effects in the $B^0 \to K^{*0} \ell^+\ell^-$ decays to electrons and muons.

The measurement of the $Q_i$ observables requires to perform a fit of the $CP$-averaged differential decay width of both $B^0 \to K^{*0}\mu^+\mu^-$ and $B^0 \to K^{*0}e^+e^-$ decays, as given in Eq. (1.17). While LHCb has already performed this measurement for the muon mode [35], no attempt has been made so far for the electron mode, partly due to the more challenging reconstruction of decays to electrons than to muons. At LHCb, decays with muons in the final state have a clear signature and are reconstructed with high efficiency and good resolution. On the contrary, the reconstruction of electrons is complicated by bremsstrahlung emission and other experimental issues which are described in detail in Section 6.2. This results in a lower efficiency and a worse resolution, which limit the possibility to perform a full angular maximum likelihood fit with the statistics collected in the LHC Run I. In addition, the measurement of the $Q_i$ observables requires a good knowledge of the angular dependence of background contributions, since the latter have to be modelled in the fit, and a precise determination of the acceptance as a function of $q^2$ and the three decay angles $\theta_\ell$, $\theta_K$, and $\phi$.

A simplified approach can be used to measure the $\Delta S_i$ observables. This procedure has the advantage of being more robust and less dependent on the statistics available. Therefore, it allows
to measure the $\Delta S_i$ observables using the LHC Run I dataset only. This is a first step toward the systematic study of potential NP effects involving LFU violation in the $B^0 \to K^{*0} \ell^+\ell^-$ decay and is the main topic of this and the following chapter.

A similar approach can be used to measure the $D_i$ observables, which are however not discussed further in this thesis.

### 6.1.1 Counting method approach

The $A_{FB}$ and $S_i$ observables, with $i = 4, 5, 7, 8$, can be derived from the symmetry properties of the $CP$-averaged differential decay width of Eq. (1.17). This can be done by considering the following integrations:

\[
A_{FB} = \left( \int_{0}^{\pi/2} - \int_{\pi/2}^{\pi} \frac{d\phi}{d(\Gamma + \bar{\Gamma})} \right) \frac{1}{d(\Gamma + \bar{\Gamma})/dq^2} \frac{d^4(\Gamma + \bar{\Gamma})}{d\Omega dq^2},
\]

\[
S_4 = \frac{\pi}{2} \left( \int_{-\pi/2}^{\pi/2} - \int_{-\pi}^{\pi} \frac{d\theta_i}{d(\Gamma + \bar{\Gamma})} \right) \frac{1}{d(\Gamma + \bar{\Gamma})/dq^2} \frac{d^4(\Gamma + \bar{\Gamma})}{d\Omega dq^2},
\]

\[
S_5 = \frac{4}{3} \left( \int_{-\pi/2}^{\pi/2} - \int_{-\pi}^{\pi} \frac{d\phi}{d(\Gamma + \bar{\Gamma})} \right) \frac{1}{d(\Gamma + \bar{\Gamma})/dq^2} \frac{d^4(\Gamma + \bar{\Gamma})}{d\Omega dq^2},
\]

\[
S_7 = \frac{4}{3} \left( \int_{-\pi/2}^{\pi/2} - \int_{-\pi}^{\pi} \frac{d\theta_i}{d(\Gamma + \bar{\Gamma})} \right) \frac{1}{d(\Gamma + \bar{\Gamma})/dq^2} \frac{d^4(\Gamma + \bar{\Gamma})}{d\Omega dq^2},
\]

\[
S_8 = \frac{\pi}{2} \left( \int_{-\pi/2}^{\pi/2} - \int_{-\pi}^{\pi} \frac{d\theta_i}{d(\Gamma + \bar{\Gamma})} \right) \frac{1}{d(\Gamma + \bar{\Gamma})/dq^2} \frac{d^4(\Gamma + \bar{\Gamma})}{d\Omega dq^2},
\]

where a change of variables is needed, since the $CP$-averaged differential decay width is expressed in terms of $\cos \theta_{\ell}$, $\cos \theta_K$, and $\phi$ while the integration is performed with respect to the decay angles $\theta_{\ell}$, $\theta_K$, and $\phi$. In order to compute the value of a given angular observable, the $B^0 \to K^{*0} \ell^+\ell^-$ decays can be divided in two categories, one associated to the positive terms and the other associated to the negative terms of the corresponding formula. The angular observable is then given by the yield asymmetry between the two categories. As an example, the $S_5$ observable can be computed as

\[
S_5 = \frac{4}{3} \frac{S_5^+ - S_5^-}{S_5^+ + S_5^-},
\]

where $S_5^+$ ($S_5^-$) is the yield of $B^0 \to K^{*0} \ell^+\ell^-$ decays in the positive (negative) category. In particular, $S_5^+$ denotes the yield of $B^0 \to K^{*0} \ell^+\ell^-$ decays for which:

- $\theta_K$ is in the range $[0, \pi/2]$ and $\phi$ is in the range $[-\pi/2, \pi/2]$;
- $\theta_K$ is in the range $[\pi/2, \pi]$ and $\phi$ is either in the range $[-\pi, -\pi/2]$ or in the range $[\pi/2, \pi]$.

The complementary subset of $B^0 \to K^{*0} \ell^+\ell^-$ decays gives $S_5^-$. A visualisation of this approach is shown in Fig. [6.1] which represents the distribution of simulated $B^0 \to K^{*0}e^+e^-$ decays in the $(\phi, \theta_K)$ plane, with two different colors highlighting the decays in the two categories. The values of the $S_4, S_7, S_8$, and $A_{FB}$ observables can be computed in a similar way, according to the following relations:

\[
S_4 = \frac{\pi}{2} \frac{S_4^+ - S_4^-}{S_4^+ + S_4^-}, \quad S_7 = \frac{4}{3} \frac{S_7^+ - S_7^-}{S_7^+ + S_7^-}, \quad S_8 = \frac{\pi}{2} \frac{S_8^+ - S_8^-}{S_8^+ + S_8^-}, \quad A_{FB} = \frac{A_{FB}^+ - A_{FB}^-}{A_{FB}^+ + A_{FB}^-}.
\]

In particular, $S_4^+$ denotes the yield of $B^0 \to K^{*0} \ell^+\ell^-$ decays for which:
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Figure 6.1: Classification of simulated $B^0 \rightarrow K^{*0} e^+ e^-$ decays in two categories, $S^+_0$ and $S^-_0$, based on the values of the decay angles $\phi$ and $\theta_K$. The decays in the $S^+_0$ category are shown in red, those in $S^-_0$ are shown in blue.

- if $\theta_\ell$ is in the range $[0, \pi/2]$, then $\theta_K$ is in the range $[0, \pi/2]$ and $\phi$ is in the range $[-\pi/2, \pi/2]$ or $\theta_K$ is in the range $[\pi/2, \pi]$ and $\phi$ is either in the range $[-\pi, -\pi/2]$ or in the range $[\pi/2, \pi]$;

- if $\theta_\ell$ is in the range $[\pi/2, \pi]$, then $\theta_K$ is in the range $[0, \pi/2]$, and $\phi$ is either in the range $[\pi/2, \pi]$ or $\theta_K$ is in the range $[\pi/2, \pi]$ and $\phi$ is in the range $[-\pi/2, \pi/2]$;

$S^+_0$ denotes the yield of $B^0 \rightarrow K^{*0} \ell^+ \ell^-$ decays for which:

- $\theta_K$ is in the range $[0, \pi/2]$ and $\phi$ is in the range $[0, \pi]$;

- $\theta_K$ is in the range $[\pi/2, \pi]$ and $\phi$ is in the range $[-\pi, 0]$;

$S^-_0$ denotes the yield of $B^0 \rightarrow K^{*0} \ell^+ \ell^-$ decays for which:

- if $\theta_\ell$ is in the range $[0, \pi/2]$, then $\theta_K$ is in the range $[0, \pi/2]$ and $\phi$ is in the range $[0, \pi]$ or $\theta_K$ is in the range $[\pi/2, \pi]$ and $\phi$ is in the range $[-\pi, 0]$;

- if $\theta_\ell$ is in the range $[\pi/2, \pi]$, then $\theta_K$ is in the range $[0, \pi/2]$ and $\phi$ is in the range $[-\pi, 0]$ or $\theta_K$ is in the range $[\pi/2, \pi]$ and $\phi$ is in the range $[0, \pi]$;

and $A^0_{FB}$ denotes the yield of $B^0 \rightarrow K^{*0} \ell^+ \ell^-$ decays for which:

- $\theta_\ell$ is in the range $[0, \pi/2]$.

One interesting property to note is that the classifications according to $S_4$ and $S_8$ can be obtained by looking at those according to $A^0_{FB}$ and $S_5$, for the former, and at those according to $A^0_{FB}$ and $S_7$, for the latter. In particular, a given decay belongs to the $S^+_4$ category if it belongs to both $A^0_{FB}$ and $S^+_5$ or to none of the two, while it belongs to the $S^-_4$ category if it belongs to only one between $A^0_{FB}$ and $S^-_5$. The same applies to $S_8$.

In the measurement described in this thesis, the $S_i$ observables are computed as follows:

$$S_i = \frac{S^+_i / \epsilon^+_i - S^-_i / \epsilon^-_i}{S^+_i / \epsilon^+_i + S^-_i / \epsilon^-_i},$$  \hspace{1cm} (6.1)
The efficiencies, which are not computed on an event-by-event basis but rather as the average over a
valid approximation if the efficiency does not have a strong dependence on
into account:
are used in the computation, which is based on QCD factorisation. Three NP scenarios are taken
together in Fig. 6.2. The publicly available EOS software [121] and the BSZ2015 form factors [122]
agreement with the literature.
where \( S_i^+ \) and \( S_i^- \) are the signal yields in the \( S_i^+ \) and \( S_i^- \) categories and \( \epsilon_i^+ \) and \( \epsilon_i^- \) are the
The efficiencies common to \( S_i^+ \) and \( S_i^- \) simplify in the asymmetry calculation, since the latter is invariant under transformations of the type
\[
S_i^+ \to \epsilon S_i^+, \quad S_i^- \to \epsilon S_i^-.
\]

6.1.2 Sensitivity to Standard Model and New Physics

In several extensions of the SM, NP effects can modify the Wilson coefficients involved in the
transition and hence induce a change in the angular observables. In order to examine the
expected effect in the angular observables of interest, predictions based on the SM and on several NP
scenarios particularly favoured by the current experimental measurements are computed and gathered
together in Fig. 6.2. The publicly available EOS software [121] and the BSZ2015 form factors [122]
are used in the computation, which is based on QCD factorisation. Three NP scenarios are taken
into account: \( C_9^u = -1 \), \( C_9^d = -1.4 \), and \( C_9^u = -C_{10}^u = -0.64 \). The predictions for the \( \Delta A_{FB} \) and \( \Delta S_i \)
(with \( i = 3, 4, 5, 7, 8, 9 \)) observables are computed for two different \( q^2 \) regions: from 0.1 GeV\(^2\)/c\(^4\) to
1.1 GeV\(^2\)/c\(^4\) (left) and from 1.1 GeV\(^2\)/c\(^4\) to 7.0 GeV\(^2\)/c\(^4\) (right). These regions correspond to the \( q^2 \)
intervals where the measurement described in this thesis is performed and are referred to as low
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$q^2 \text{ bin}$ and respectively central $q^2 \text{ bin}$ in what follows. According to the predictions, no significant discrepancy between SM and NP is expected in the $\Delta S_3$, $\Delta S_7$, $\Delta S_8$, and $\Delta S_9$ observables in any of the two $q^2$ regions, while the presence of NP can cause a substantial change in the values of the $\Delta S_4$, $\Delta S_5$, and $\Delta A_{FB}$ observables in at least one of the NP scenarios that have been investigated.

6.2 Differences between electrons and muons

The $A_{FB}$ and $S_i$ observables, with $i = 4, 5, 7, 8$, are measured for both the $B^0 \rightarrow K^{*0} e^+ e^-$ and $B^0 \rightarrow K^{*0} \mu^+ \mu^-$ decays by following a similar procedure for electrons and muons. However, the two particles differ greatly in the way they are detected and reconstructed in the LHCb detector. The reconstruction of both particles relies on the information of the tracking system and the RICH detectors. In addition, muons leave a clear signature in the muon detectors and are reconstructed with high resolution. On the contrary, electrons are reconstructed using the calorimeters, which have a lower resolution than the muon detectors, and must be corrected to account for bremsstrahlung emission, which would otherwise worsen the mass resolution of the $B^0$ candidates.

If the bremsstrahlung photons are emitted downstream of the magnet, their energy ends up in the same calorimeter cell as the electron and the energy of the electron is reconstructed correctly, provided that no saturation of the calorimeter cell occurs. Conversely, if the photon emission happens upstream of the magnet, the photon and the electron can be detected by two different cells of the calorimeter and the reconstructed energy of the electron does not correspond to the total energy that the particle had initially.

When reconstructing the $B^0$ candidates, a bremsstrahlung recovery algorithm is used to add the energy of the emitted photons to the electron and positron candidates. The algorithm selects any photon candidate with transverse energy larger than 75 MeV whose position on the ECAL is compatible with the extrapolation of the lepton track from the first tracking station and adds its energy to the energy of the lepton candidate. If the same photon candidate can be associated to both the electron and positron candidates, its energy is added randomly to one of the two. The corrected lepton tracks are then extrapolated backward in order to determine the dilepton vertex and a fit is performed to reconstruct the corrected dilepton momentum. This allows to obtain a better estimate of the momenta and energies of the reconstructed particles, with a corresponding improvement in the mass resolution of the $B^0$ candidates. The improvement, however, is not sufficient to achieve the same resolution as with decays to muons. This is due to the limitations of the bremsstrahlung recovery algorithm, which arise from the acceptance and resolution of the calorimeters, from the requirement on the minimum transverse energy of the photon candidates that can be associated to the electron and positron candidates, and from the wrong interpretation of energy deposits in the calorimeters as bremsstrahlung photons. As a result, the reconstructed $B^0$ candidates have a radiative tail at low invariant mass, which is due to the partial recovery of bremsstrahlung photons, and a smaller tail at high invariant mass, which is due to the overcorrection caused by the bremsstrahlung recovery algorithm. These two aspects motivate the invariant mass model used in the measurement, as discussed in Section 7.1.

The worse mass resolution of the $B^0$ candidates is not the only aspect that makes decays to electrons particularly challenging to investigate. In fact, decays to electrons are also detected with a lower efficiency with respect to the analogous decays to muons. This originates from the lower efficiency of the L0 electron trigger, as described in Section 2.2.4. For this reason, $B^0$ candidates
6.3 Samples

This measurement is based on pp collision data, corresponding to an integrated luminosity of 3.0 fb$^{-1}$, recorded by the LHCb experiment at centre-of-mass energies of 7 and 8 TeV. For both $B^0 \rightarrow K^{*0}e^+e^-$ and $B^0 \rightarrow K^{*0}\mu^+\mu^-$ decays, the $K^{*0}$ is reconstructed in the $K^+\pi^-$ final state. This choice is driven by the fact that such a final state is abundant and offers a clear signature due to the presence of two charged particles.

Several simulation samples are used to study the signal and background contributions in the invariant mass, to optimise the selection of the signal candidates, to parametrise the efficiency as a function of $q^2$ and the decay angles $\theta_\ell$, $\theta_K$, and $\phi$, to validate the counting method approach, and to perform cross-checks of the results obtained in data. In addition to the simulation samples of $B^0 \rightarrow K^{*0}e^+e^-$ and $B^0 \rightarrow K^{*0}\mu^+\mu^-$ to model the rare modes and $B^0 \rightarrow K^{*0}J/\psi \rightarrow e^+e^-$ and $B^0 \rightarrow K^{*0}J/\psi \rightarrow \mu^+\mu^-$ to model the resonant modes, the following decays are simulated:

- $B^+ \rightarrow K^0_1 e^+e^-$;
- $B^+ \rightarrow K^0_2(1430)^+e^+e^-$;
- $A^0_0 \rightarrow pK^- \ell^+\ell^-$, with $\ell = e, \mu$;
- $A^0_0 \rightarrow pK^- J/\psi$, with $J/\psi \rightarrow \ell^+\ell^-$ and $\ell = e, \mu$;
- $A^0_0 \rightarrow p\pi^- J/\psi$, with $J/\psi \rightarrow \ell^+\ell^-$ and $\ell = e, \mu$.

The first two simulation samples are used to estimate the background contribution due to partially reconstructed decays (see Section 6.7.6). This background contribution must be taken into account in the mass fit of the $B^0 \rightarrow K^{*0}e^+e^-$ candidates, while it is negligible for the analogous decay to muons. The last three simulation samples are used to evaluate the contamination from decays of the $A^0_0$ baryon to final states that can be reconstructed as the rare or control modes (see Section 6.7.2).

The $B^0 \rightarrow K^{*0}e^+e^-$ simulation sample is generated according to the form factors reported in Ref. [123], which are obtained using the technique of the Light Cone Sum Rule (LCSR). The $B^+ \rightarrow K^0_1 e^+e^-$ simulation sample consists of two different modes. The first is a simulation sample with a flat ($K\pi\pi$) invariant mass. The second is a combination of resonant (60%) and non-resonant (40%) decays of the $K^0_2(1720)$ meson, where the resonant component is a mixture of $K^{*0}\pi^+$ (20% of the total), $K^+\rho^0$ (40% of the total), and $K^+\omega$ ($< 1\%$ of the total). The $B^+ \rightarrow K^0_2(1430)^+e^+e^-$ simulation sample is similar to the second $B^+ \rightarrow K^0_1 e^+e^-$ mode but consists of $K^0_2(1430)^+$ instead of $K^0_1(1720)$ decays.

6.4 Dilepton invariant mass

The signal candidates are divided in three exclusive $q^2$ regions corresponding to the low and central $q^2$ bins of the rare mode $B^0 \rightarrow K^{*0} \ell^+\ell^-$ and a single $q^2$ bin of the resonant mode $B^0 \rightarrow K^{*0}J/\psi \rightarrow e^+e^-$. The signal candidates of the rare mode are required to have a $q^2$ between 0.1 GeV$^2$/c$^4$ and 1.1 GeV$^2$/c$^4$ in the low $q^2$ bin and between 1.1 GeV$^2$/c$^4$ and 7.0 GeV$^2$/c$^4$ in
the central $q^2$ bin. The signal candidates of the resonant mode are instead required to have a $q^2$ between 7.0 GeV$^2$/c$^4$ and 11.0 GeV$^2$/c$^4$.

In addition to the requirement on $q^2$, an equivalent selection is applied to the so-called constrained $q^2$, hereafter referred to as $q^2_c$. The latter is computed by constraining the signal candidates to originate from the PV and to have an invariant mass corresponding to the nominal mass of the $B^0$ meson, as reported in Ref. [15]. This requirement is expected to be very efficient on signal, since the normal and constrained $q^2$ should have similar values. On the other hand, a good rejection power is expected on background contributions for which the assumption of invariant mass equal to the nominal mass of the $B^0$ meson does not hold.

The lower bound at 0.1 GeV$^2$/c$^4$ allows to easily compare the results of decays to electrons and muons, since both leptons can be considered massless above this threshold. A difference between electrons and muons would hence be a clear hint of LFU violation. The bound between low and central $q^2$ bins, which is set to 1.1 GeV$^2$/c$^4$, is such that the background contribution due to $\phi \rightarrow \ell^+\ell^-$ decays is expected to populate the low $q^2$ bin only. This choice is also consistent with previous measurements at LHCb [34]. The bound between rare and resonant mode, set to 7.0 GeV$^2$/c$^4$, is due to the fact that the contamination from the radiative tail of the $J/\psi$ resonance becomes too large above this value. Previous measurements at LHCb considered a $q^2$ bound of 6.0 GeV$^2$/c$^4$ between rare and resonant mode [33,34]. However, the introduction of the additional requirement on the constrained $q^2$ allows to move this threshold up to 7.0 GeV$^2$/c$^4$, with a significant increase in the statistics available in the rare mode. For the muon mode, the results are given also for the central $q^2$ bin from 1.1 GeV$^2$/c$^4$ to 6.0 GeV$^2$/c$^4$, in order to compare with previous measurements at LHCb [35]. For the electron mode, only the results in the nominal central $q^2$ bin from 1.1 GeV$^2$/c$^4$ to 7.0 GeV$^2$/c$^4$ are given.

### 6.5 Trigger requirements

In the offline selection, trigger signals are associated to reconstructed particles. Selection requirements can therefore be made on the trigger selection itself and on whether the decision was due to the signal candidate, other particles produced in the $pp$ collision, or a combination of both. In particular, a signal candidate is classified as:

- **trigger on signal** (TOS), if the trigger signals associated to the signal candidate are sufficient to trigger the event, that is, the event would be triggered even if all trigger signals associated to the rest of the event would be ignored;

- **trigger independent of signal** (TIS), if the trigger signals not associated to the signal candidate are sufficient to trigger the event, that is, the event would still be triggered if the trigger signals associated to the signal candidate are ignored.

According to this definition, a signal candidate can be classified as TIS and TOS at the same time.

In the measurement described here, the signal candidates are required to satisfy the trigger requirements shown in Table 6.1 depending on the presence of muons or electrons in the final state. The conditions for the different trigger levels (L0, HLT1, and HLT2) are combined in **AND**, while those within each trigger level are combined in **OR**. For the electron mode the inclusion of signal candidates triggered by other activity in the same $pp$ collision, corresponding to the TIS requirements,
Table 6.1: Trigger requirements for signal candidates with electrons (left) or muons (right) in the final state.

<table>
<thead>
<tr>
<th>Trigger level</th>
<th>Electron candidates</th>
<th>Muon candidates</th>
</tr>
</thead>
<tbody>
<tr>
<td>L0</td>
<td>L0Electron TOS</td>
<td>L0Muon TOS</td>
</tr>
<tr>
<td></td>
<td>L0Hadron TOS</td>
<td></td>
</tr>
<tr>
<td></td>
<td>L0Global TIS</td>
<td></td>
</tr>
<tr>
<td>HLT1</td>
<td>Hlt1TrackAllL0 TOS</td>
<td>Hlt1TrackAllL0 TOS</td>
</tr>
<tr>
<td></td>
<td>Hlt1TrackMuon TOS</td>
<td></td>
</tr>
<tr>
<td>HLT2</td>
<td>Hlt2Topo2[3,4]BodyBBDT TOS</td>
<td>Hlt2Topo2[3,4]BodyBBDT TOS</td>
</tr>
<tr>
<td></td>
<td>Hlt2TopoE2[3,4]BodyBBDT TOS</td>
<td>Hlt2TopoMu2[3,4]BodyBBDT TOS</td>
</tr>
<tr>
<td></td>
<td>Hlt2DiMuonDetached TOS</td>
<td></td>
</tr>
</tbody>
</table>

is needed to increase the statistics available. The requirements of the L0Electron, L0Hadron, and L0Muon trigger lines are described in Section 2.2.4. The L0Global trigger line corresponds to the global decision of the L0 trigger. The Hlt1TrackAllL0 and Hlt1TrackMuon trigger lines require at least one good-quality track with high momentum, transverse momentum, and impact parameter $\chi^2$. If the track is associated to hits in the muon detectors (Hlt1TrackMuon), the requirements on momentum, transverse momentum, and impact parameter $\chi^2$ are relaxed [124]. The topological lines Hlt2Topo2[3,4]BodyBBDT, Hlt2TopoE2[3,4]BodyBBDT, and Hlt2TopoMu2[3,4]BodyBBDT are described in Section 2.2.4 and differ in the number and type of charged particles reconstructed in the final state. The Hlt2DiMuonDetached trigger line selects dimuon resonances with masses below the $J/\psi$ mass. The two tracks associated to the muons are required to have large impact parameter $\chi^2$, while the dimuon candidate is required to have a mass larger than 1 GeV/$c^2$ and a transverse momentum larger than 1.5 GeV/$c$ [124].

Since the distribution of the signal candidates in the electron mode depends on the nature of the particle that has triggered the event (lepton or hadron), three independent trigger categories are taken into account. These are defined as follows:

- **L0 Electron** (L0E) contains signal candidates that are TOS with respect to the L0 Electron trigger line;

- **L0 Hadron** (L0H) contains signal candidates that are TOS with respect to the L0 Hadron trigger line and do not belong to the above category;

- **L0 TIS** (L0TIS) contains signal candidates that are TIS with respect to the L0 Global trigger line (that is, the corresponding event has been triggered by other particles) and do not belong to one of the two categories above.

The measurement of the $S_i$ observables of the resonant mode $B^0 \rightarrow K^{*0} J/\psi (\rightarrow e^+e^-)$ is performed separately in each of these categories, analogously to what described in Ref. [34]. A different approach is adopted for the measurement of the $S_i$ observables of the rare mode $B^0 \rightarrow K^{*0} e^+e^-$. Since the statistics available does not allow to perform a mass fit separately for each trigger category, only one fit is performed.
6.6 Corrections to simulation

The simulation is corrected to account for some known discrepancies between simulation and data. These discrepancies originate from a mismodelling of the kinematics of the event, as well as from a mismodelling of the detector response in terms of particle identification and trigger efficiency.

The corrections consist of three steps: the first corrects the response of the particle identification algorithm, the second corrects the modelling of the kinematics of the event, and the third corrects the response of the trigger algorithm, i.e., the trigger efficiency. Each step is described in detail in the next subsections. However, an outline of the corrections is anticipated here in order to provide the reader with a general understanding of the procedure. In the first step, a data-driven approach is used to resample the PID distributions of the simulated candidates, so that the resampled variables can be used in the selection. In the second step, a multidimensional reweighting based on a multivariate technique allows to assign event-by-event weights to the simulated candidates. These weights, $w_{\text{BDT}}$, are normalised to the total number of simulated candidates. In the third step, the $w_{\text{BDT}}$ weights are taken into account to assign a correction factor, $w_{\text{trig}}$, to each simulated candidate. As a result of this procedure, the weighted distributions of the simulation reproduce the behaviour observed in data. This is needed since the simulation is used as a proxy of the signal and background contributions in several parts of the analysis, for example in the multivariate analysis described in Section 6.7.5.

6.6.1 Particle identification

The particle identification algorithm used in LHCb is based on a multivariate classifier that takes the response of the PID detectors into account. The latter depends on detector occupancy and operating conditions of the detectors, which can often change within a given data taking period. Both aspects are extremely difficult to model and cause a disagreement of the response of the particle identification algorithm between simulation and data.

A common procedure that allows to mitigate this discrepancy is to follow a data-driven approach to resample the PID distributions of the simulated candidates. In order to do so, high-purity calibration samples are used to determine the distribution of a given PID variable $x$ in both simulation and data as a function of a set of key variables. For example, a common choice in LHCb is to parametrise the distribution of the PID variable $x$ as a function of the number of tracks in the $pp$ collision, $n_{\text{tracks}}$, and two kinematic variables, e.g., the transverse momentum, $p_T$, and the pseudorapidity, $\eta$, of the particle to which the PID variable $x$ is referred. The probability density function (PDF) observed in data can hence be written as $p_{\text{exp}}(x|p_T,\eta,n_{\text{tracks}})$. The corresponding cumulative distribution function (CDF) is

$$P_{\text{exp}}(x|p_T,\eta,n_{\text{tracks}}) = \int_{-\infty}^{x} p_{\text{exp}}(y|p_T,\eta,n_{\text{tracks}}) \, dy.$$  

This formula can be used to associate a new PID variable $x_{\text{corr}} = P_{\text{exp}}^{-1}(\xi|p_T,\eta,n_{\text{tracks}})$ to the simulated candidates. If the sampling variable $\xi$ is distributed uniformly between zero and unity, the distribution of $x_{\text{corr}}$ is $p_{\text{exp}}(x_{\text{corr}}|p_T,\eta,n_{\text{tracks}})$ and hence reproduces what observed in data. A slightly different approach is followed in this measurement: the sampling variable $\xi$ is not chosen.
randomly but is obtained from the original PID variable $x_{MC}$ as follows:

$$\xi = P_{MC}(x_{MC}|p_{T}, \eta, n_{tracks}) = \int_{-\infty}^{x_{MC}} p_{MC}(y|p_{T}, \eta, n_{tracks}) \, dy,$$

where $p_{MC}(x|p_{T}, \eta, n_{tracks})$ is the PDF observed in simulation. Therefore, the transformation of variables $x_{MC} \rightarrow x_{corr}$ is obtained by requiring

$$x_{corr} = P_{exp}^{-1}(P_{MC}(x_{MC}|p_{T}, \eta, n_{tracks})|p_{T}, \eta, n_{tracks}).$$

This is shown schematically in Fig. 6.3. This method has the advantage of preserving the correlation between the original PID variable $x_{MC}$ and the new PID variable $x_{corr}$, at least if $p_{exp}(x)$ and $p_{MC}(x)$ do not differ too much from each other. As a consequence, the correlation between the PID variable $x$ and the other properties of the event not involved in the resampling procedure is also partially preserved.

In this measurement, the distributions of the DLL and ProbNN variables associated to the particles in the final state (see Section 6.7.1 for a more detailed description of how these variables are defined) are corrected using three classes of high-purity control samples: $D^{*+} \rightarrow D^{0}\pi^{+}$, $\Lambda^{0} \rightarrow p\pi^{-}$, and $A_{c}^{+} \rightarrow pK^{+}\pi^{-}$ decays are used to correct the PID distributions of hadrons, $J/\psi \rightarrow \mu^{+}\mu^{-}$ decays are used to correct muons, and $B^{+} \rightarrow K^{+}J/\psi (\rightarrow e^{+}e^{-})$ are used to correct electrons. The functional dependence of $p_{exp}(x|p_{T}, \eta, n_{tracks})$ is obtained separately for 2011 and 2012 and for the two magnet polarities by following the Meerkat method described in Ref. [125]. This method has been proposed recently in LHCb and is based on a kernel density estimation (KDE) technique. Starting from a calibration sample of data points $y$, where $y$ is a single variable or a vector of variables, the method allows to estimate the PDF $p(y)$ without the need to know the physical model behind the process under study.

The following transformations of variables are applied to improve the uniformity of the distributions entering the KDE calculation:

$$p_{T}' = \ln p_{T}, \quad n_{tracks}' = \ln n_{tracks},$$
for the variables used in the parametrisation of the PID distributions and

\[
\text{ProbNN}_x' = 1 - (1 - \text{ProbNN}_x)\gamma, \quad \text{ProbNN}_y' = \text{ProbNN}_y\gamma, \quad (6.2)
\]

with \(\gamma = 1/2\), for the ProbNN variables. The first transformation of Eq. (6.2) is used for the PID variables referring to the correct PID hypothesis (e.g. the PID variable \(\text{ProbNN}_e\) of the electron candidate), while the second is used for those referring to the wrong PID hypothesis (e.g. the PID variable \(\text{ProbNN}_e\) of the kaon candidate). The different transformations of variables are due to the fact that the corresponding distributions peak at unity and zero, respectively. No transformation of variables is instead required for the DLL variables.

An example of the original and resampled PID distributions of some of the key variables used in the analysis is shown in Fig. 6.4 for the \(B^0 \rightarrow K^{*0} J/\psi \rightarrow e^+ e^-\) simulated candidates. The corresponding PID distributions observed in data are overlaid for comparison. A good agreement is observed over the entire range of all the resampled PID variables. Any further residual differences between simulation and data are accommodated as systematic uncertainties as discussed in Section 7.4.

6.6.2 Kinematics of the event

The mismodelling of the kinematics of the event is corrected by performing a multidimensional reweighting of the variables that show the largest deviation between simulation and data. The multidimensional reweighting is based on the method described in Ref. [126] and is referred to as Boosted Decision Tree (BDT) reweighting in the following. This method has several advantages compared to the standard histogram reweighting. In the latter, the distributions of the reweighting variables in simulation (original sample) and data (target sample) are split in bins and the bin-by-bin ratio

\[
w_i = \frac{w_i^{\text{target}}}{w_i^{\text{original}}}
\]

is used as weight of the simulated candidates. In the formula, \(w_i^{\text{target}}\) and \(w_i^{\text{original}}\) represent the total weight of the events in the \(i^{\text{th}}\) bin of the target and the original distribution, respectively. Despite its simplicity, the histogram reweighting has some limitations. First of all, it cannot be used to reweight many variables at the same time, since the statistics in each multidimensional bin would be too low. In addition, even if the reweighted sample and the target sample are in perfect agreement with each other, there is no guarantee that the procedure will work well on a different simulation sample. In the BDT reweighting the first limitation is overcome by the fact that the space of the reweighting variables is split in regions by using decision trees. The optimal regions are identified by maximising the symmetrised binned \(\chi^2\) defined as

\[
\chi^2 = \sum_{\text{reg}} \left( \frac{w_{\text{original}} - w_{\text{target}}^{\text{reg}}}{w_{\text{original}}^{\text{reg}} + w_{\text{target}}^{\text{reg}}} \right)^2,
\]

where \(w_{\text{original}}^{\text{reg}}\) and \(w_{\text{target}}^{\text{reg}}\) are the total weight of the events in the selected region of the target and the original distribution, similarly to what discussed above.

The performance of the reweighting procedure is evaluated by training a multivariate classifier to distinguish between simulation and data before and after the BDT reweighting is applied. If the
Figure 6.4: Distributions of a representative set of PID variables used in the analysis obtained from $B^0 \to K^{*0} J/\psi \to e^+ e^-$ simulated candidates before (blue solid line) and after (red solid line) the PID correction is applied. The corresponding PID distributions observed in $s_{Weighted}$ data are overlaid for comparison (black points with error bars).

Reweighting improves the agreement between simulation and data, in fact, the discrimination between the two becomes harder when the correction is applied. The performance of this algorithm can be checked by comparing two different trainings of the same multivariate classifier, one based on the original sample and target sample and another based on the reweighted sample and target sample.

The BDT reweighting procedure adopted in this measurement consists of two subsequent steps: a first BDT reweighting obtained from the muon sample and a second BDT reweighting obtained from either the muon sample or the electron sample, after the latter are corrected with the weights obtained in the first step. This allows to account for potential correlations among the features (that is, the variables) used in the two steps. Eventually, a weight is assigned to each simulated candidate, corresponding to the combined correction obtained from the two steps. The first BDT reweighting allows to correct the mismodelling of the kinematics of the event independently of the...
trigger selection, while the second allows to correct the residual discrepancies induced by the trigger selection applied to the samples. For the first step, an inclusive trigger category, where electrons and muons are expected to be selected in a similar matter, is considered. This is achieved by requiring that the $B^0$ candidates are selected due to the activity of the rest of the event, which corresponds to the following trigger requirement:

$$L0 \text{ Global TIS } \cap Hlt1 \text{ Phys TIS } \cap Hlt2 \text{ Phys TIS}.$$  

This guarantees that the corresponding sample is not biased by the trigger selection. For the second step, the trigger selection described in Section 6.5 is applied.

The $B^0 \to K^{*0}J/\psi (\to \mu^+\mu^-)$ and $B^0 \to K^{*0}J/\psi (\to e^+e^-)$ decay modes are used as input for the multidimensional reweighting, since a clear signal is visible in data after the preselection described in 6.7.1 and the requirements to decrease the contamination from exclusive backgrounds described in 6.7.2 are applied. In addition, the PV- and $J/\psi$-constrained invariant mass of the $B^0$ candidates (that is, the invariant mass computed by constraining the $B^0$ candidates to originate from the PV and the $J/\psi$ candidates to have an invariant mass corresponding to the nominal mass of the $J/\psi$, as reported in Ref. [15]) is required to be larger than 4800 MeV/$c^2$. Only $B^0$ candidates with successful kinematic fit when the two constraints are taken into account are retained. For the muon mode, the invariant mass of the $J/\psi$ candidates is required to be within 100 MeV/$c^2$ from the nominal value, while a looser selection of $q^2$ between 6.0 GeV$^2$/c$^4$ and 11.0 GeV$^2$/c$^4$ is applied to the electron mode.

The sPlot technique [127] is used to statistically subtract the background and determine the distribution of the signal candidates in data. This is achieved by fitting the PV- and $J/\psi$-constrained invariant mass distribution of the $B^0$ candidates. The fit is performed separately for 2011 and 2012. The model used in the fit to the data samples is partially obtained from simulation. The $B^0 \to K^{*0}J/\psi (\to \ell^+\ell^-)$ simulated candidates are fitted with a Double Crystal Ball (DCB), which consists of two Crystal Balls (CBs) with shared mean:

$$\text{DCB} = f_{CB} \text{CB}_1 + (1-f_{CB}) \text{CB}_2.$$  

Each CB consists of a Gaussian distribution with power-law tails and is parametrised as follows:

$$\text{CB} (x; \alpha, n, \mu, \sigma) = N \begin{cases} e^{-\frac{(x-\mu)^2}{2\sigma^2}} & \text{if } \frac{x-\mu}{\sigma} > -\alpha \\ A (B - \frac{x-\mu}{\sigma})^{-n} & \text{if } \frac{x-\mu}{\sigma} \leq -\alpha \end{cases}$$

where $N$, $A$, and $B$ are normalisation constants defined as:

$$N = \frac{1}{\sigma(N_1+N_2)} \text{ with } N_1 = \frac{n}{(n-1)|\alpha|} e^{-\frac{|\alpha|^2}{4}} \text{ and } N_2 = \sqrt{\frac{\pi}{2}} \left(1 + \text{erf} \left( \frac{|\alpha|}{\sqrt{2}} \right) \right)$$

and

$$\begin{align} A &= \left( \frac{n}{|\alpha|} \right)^n e^{-\frac{|\alpha|^2}{4}} \\ B &= \frac{n}{|\alpha|} - |\alpha| \end{align}$$

The error function is approximated numerically as described in Ref. [128]. The values of $f_{CB}$, $\alpha_1$, $\alpha_2$, $n_1$, and $n_2$ obtained from the fit to the simulation samples are used as constants in the fit to the data samples. The sum of two DCBs and an exponential distribution is used for the unbinned
extended maximum likelihood fit of the $B^0 \rightarrow K^{*0}J/\psi \rightarrow \ell^+\ell^-$ data candidates:

$$\text{PDF}_{\text{data}} = N_{B^0} \text{DCB}_{B^0} + N_{B^0} \text{DCB}_{B^0} + N_{\text{comb bkg}} \text{EXP}_{\text{comb bkg}},$$

where the two DCBs model the $B^0 \rightarrow K^{*0}J/\psi \rightarrow \ell^+\ell^-$ and $B^0 \rightarrow K^{*0}J/\psi \rightarrow \ell^+\ell^-$ contributions and the exponential distribution parametrises the combinatorial background. In order to decrease the degrees of freedom of the total PDF and improve the stability of the fit, the two DCBs have all parameters in common except for the mean. For the $B^0$ DCB, the latter is fixed to the mean of the $B^0$ DCB plus the difference between the nominal masses of the $B^0$ and $B^0$ mesons, as reported in Ref. [15]. This allows to account for momentum scale effects of the detector, which might shift the measured value of the masses, with a similar shift expected for the two particles. The yields of the three components of the model, $N_{B^0}$, $N_{B^0}$, and $N_{\text{comb bkg}}$, are left free to vary in the fit, together with the mean $\mu$, the widths $\sigma_1$ and $\sigma_2$, and the slope of the exponential distribution. The fit results are shown in Figs. 6.5 and 6.6 for the muon and the electron mode, respectively.

![Figure 6.5: Distribution of the $B^0 \rightarrow K^{*0}J/\psi \rightarrow \mu^+\mu^-$ candidates](image)

The differences between the distributions of the $sWeighted$ data candidates and the simulated candidates are used to develop the BDT reweighting procedure. In the first step, the simulation distributions of the number of tracks, number of SPD hits, $B^0 p_T$, and $B^0$ decay vertex $\chi^2/ndf$ are reweighted to reproduce the distributions observed in data. In the second step, the BDT reweighting is trained on the residual discrepancies in the minimum and maximum transverse momentum and...
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Figure 6.6: Distribution of the $B^0 \rightarrow K^{*0} J/\psi \rightarrow e^+ e^-$ candidates (black points with error bars) and corresponding fit (solid blue line) for 2011 (top) and 2012 (bottom) simulation (left) and data (right). The fit model uses a DCB for simulation and two DCBs and an exponential distribution for data. The residuals are also shown.

The BDT reweighting is based on the raredecay package [129] and uses two GBReweighter reweighters, which share the same configuration apart from the number of estimators. In order to make a better use of the statistics of the samples used for the training of the BDT reweighters, a k-fold cross-validation approach is adopted, where 9/10 of the data are used to determine the correction, which is then applied to the remaining 1/10. In order to increase the stability of the results, the BDT reweighters are applied to each signal candidate 20 times and the average weight is then used. The performance of the BDT reweighting is compared to that achievable using a standard histogram reweighting with 30 bins in the first step and 10 bins in the second and is found to be superior to it. All variables used in the multivariate analysis described in Section 6.7.5, as well as the decay angles $\theta_\ell$, $\theta_K$, and $\phi$ and other variables relevant for the analysis are taken into account to score the performance of the BDT reweighting. The score is computed using an XGBoost classifier.

In order to simplify the procedure, an alternative strategy in which the number of tracks is not included in the subset of variables used in the first BDT reweighting is also investigated. It is observed that the exclusion of the number of tracks causes an overcorrection of the remaining variables. In particular, the distribution of the number of SPD hits after the correction is applied
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Figure 6.7: Distribution of the number of tracks (top left), number of SPD hits (top right), $B^0 p_T$ (bottom left), and $B^0$ decay vertex $\chi^2/ndf$ (bottom right) for $B^0 \rightarrow K^{*0} J/\psi (\rightarrow \mu^+ \mu^-)$ sWeighted data (green) and simulation before (blue) and after (violet) the correction is applied. The distributions are obtained from 2012 samples.

shows a better similarity between simulation and data compared to the case in which the number of tracks is used in the training. However, the agreement between the simulation and data distributions of the number of tracks after the correction is applied gets worse than the original. For this reason, it is preferred to adopt the strategy including the number of tracks.

The improvement in the agreement between data and simulation can be seen in Figs. 6.7 and 6.8, which show the comparison between data and simulation distributions before and after the correction is applied. The distributions in Figs. 6.7 and 6.8 are obtained from 2012 samples. Similar results are observed for 2011. The distributions that undergo the major changes due to the BDT reweighting are the number of tracks and the number of SPD hits, while the changes of the other distributions are mostly marginal. The reweighted distributions do not match exactly the target distributions since a stronger reweighting of the selected variables would induce a disagreement in some other variables used in the analysis.

6.6.3 Trigger efficiency

The trigger efficiency, that is, the efficiency of triggering the signal candidates that were reconstructed by the detector, is not well described in the simulation. Therefore, a correction factor is assigned to each simulated candidate, so that the simulation distribution of the trigger efficiency reproduces the trend observed in data. This is performed in two subsequent steps: a first correction factor is used to correct the L0 trigger efficiency and a second correction factor, obtained after applying the first
Figure 6.8: Distribution of the minimum transverse momentum (first row), maximum transverse momentum (second row), minimum pseudorapidity (third row), and maximum pseudorapidity (fourth row) of leptons (left) and hadrons (right) for $B^0 \rightarrow K^{*0} J/\psi (\rightarrow e^+ e^-)$ sWeighted data (green) and simulation before (blue) and after (violet) the correction is applied. The distributions are obtained from 2012 samples.
correction, is used to correct the HLT trigger efficiency. For each step, the correction factor used to correct the simulated candidates corresponds to the ratio between data and simulation trigger efficiencies:

\[ w(\vec{x}) = \frac{\epsilon_{\text{data}}}{\epsilon_{\text{MC}}} \]

where the efficiencies are computed as a function of one or two selected variables, generically referred to as \( \vec{x} \). For the electron mode, this is done separately for the three trigger categories L0E, L0H, and L0TIS in which the analysis is performed. The weights obtained in Section 6.6.2 are taken into account when determining the trigger efficiency of the simulation samples.

The trigger efficiencies \( \epsilon_{\text{data}} \) and \( \epsilon_{\text{MC}} \) are computed by using a tag and probe method, referred to as TISTOS in the following. This method uses a reference sample that is independent of the trigger selection, the TIS sample, and counts how many signal candidates in this reference sample are compatible with causing a positive trigger decision, that is, are TOS with respect to the relevant trigger. Formally, this corresponds to computing the ratio

\[ \epsilon = \frac{N_{\text{TOS} \wedge \text{TIS}}}{N_{\text{TIS}}} \]

where \( N_{\text{TIS}} \) is the number of signal candidates in the reference sample and \( N_{\text{TOS} \wedge \text{TIS}} \) is how many of these signal candidates are compatible with triggering.

The choice of the TIS and TOS samples depends on the specific correction under study. Similarly to the correction of the kinematics of the event described in Section 6.6.2, the resonant mode \( B^0 \to K^{*0}J/\psi \ (\to \ell^+\ell^-) \) (both simulation and data) is used as input to evaluate the trigger efficiency correction. Instead of using the \( s\text{Plot} \) technique to obtain background-subtracted data samples, \( B^0 \to K^{*0}J/\psi \ (\to \ell^+\ell^-) \) data candidates are required to have a PV- and \( J/\psi \)-constrained \( B^0 \) invariant mass within \( \pm 60 \text{ MeV}/c^2 \) from the nominal value of the \( B^0 \) mass. As for the correction of the kinematics of the event described in 6.6.2, the invariant mass of the \( J/\psi \) candidates is required to be within \( 100 \text{ MeV}/c^2 \) from the nominal value, in the muon mode, and between 6.0 GeV\( ^2/c^4 \) and 11.0 GeV\( ^2/c^4 \), in the electron mode. The correction factors are obtained separately for 2011 and 2012, since the trigger requirements were slightly different in the two years.

The corrections for the signal candidates in the L0M and L0E trigger categories obtained for 2012 samples are shown as an example in Fig. 6.9. For the L0M trigger category, the L0 correction factor \( w_{\text{L0}} \) is obtained as a function of the maximum transverse momentum of the leptons in the final state, as shown in Fig. 6.9 (top left), while the HLT correction factor \( w_{\text{HLT}} \) is obtained as a function of the minimum transverse momentum of the particles in the final state, as shown in Fig. 6.9 (bottom left). The different choice of variables is due to the fact that the trigger selection of the muon sample is based on the presence of high-momentum particles, at the L0 level, and on several variables, including the presence of low-momentum particles, at the HLT level. For the L0E trigger category, the L0 correction factor is obtained as a function of the maximum transverse energy of the leptons in the final state and the region of the ECAL where the corresponding energy cluster is located (inner, middle, or outer region). The correction corresponding to the outer region is shown in Fig. 6.9 (top right). The HLT correction factor is instead obtained following the same procedure of the L0M trigger category. The L0 and HLT corrections for the signal candidates in the L0H and L0TIS trigger categories are obtained in a similar way, but are not described further here.
6.7 Selection

6.7.1 Preselection

A $B^0$ candidate is formed from a pair of well-reconstructed oppositely-charged particles identified as either two muons or two electrons and a pair of well-reconstructed oppositely-charged particles, one identified as a kaon and the other identified as a pion.

The complete list of preselection requirements applied to simulation and data samples is shown in Table 6.2. Candidates belonging to $pp$ collisions without any reconstructed PV or with more than 600 hits in the SPD are removed from the samples. Particles in the final state are required to have ghost probability smaller than 0.4, that is, low probability of originating from fake tracks, and track $\chi^2$/ndf smaller than 3, which allows to select good-quality tracks. The kaon, pion, electron, and muon candidates are required to have associated hits in the RICH detectors. Electrons (muons) are also required to have associated clusters in the calorimeters (hits in the muon detectors). The particles in the final state are required to be compatible with their correct PID hypothesis. In order to do so, two types of PID variables are used in the selection. Both types are based on a multivariate classifier which takes the information of the PID detectors into account. The first type, referred to as DLL$_{\alpha\pi}$, with $\alpha$ identifying a particle type other than $\pi$, corresponds to the difference between the...
log-likelihood of the particle to be $a$ or to be $\pi$:

$$\text{DLL}_{a\pi} = \log \mathcal{L}_a - \log \mathcal{L}_\pi.$$ 

The second type, referred to as ProbNN$_b$, corresponds to the response of an Artificial Neural Network (ANN) that uses the information of the tracking and particle identification systems as input. The response of the ANN is normalised between zero and one and does not take the pion PID hypothesis as reference. In the measurement described here, kaon candidates are required to have DLL$_{K\pi}$ larger than $-5$, while electron candidates are required to have DLL$_{e\pi}$ larger than 0. In addition, the following ProbNN requirements are applied:

- for kaon candidates, $\text{ProbNN}_K \cdot (1 - \text{ProbNN}_p) > 0.05$;
- for pion candidates, $\text{ProbNN}_\pi \cdot (1 - \text{ProbNN}_K) \cdot (1 - \text{ProbNN}_p) > 0.1$;
- for electron candidates, $\text{ProbNN}_e > 0.2$;
- for muon candidates, $\text{ProbNN}_\mu > 0.2$.

A minimum $p_T$ of 250 MeV/c is required for kaons and pions, while a threshold value of 500 (800) MeV/c is required for electrons (muons). All particles in the final state are required to have large impact parameter $\chi^2$ with respect to the PV. In addition, quality requirements, like having a good-quality vertex, are applied to the dilepton and $K\pi$ pairs, as well as to the $B^0$ candidate. The $B^0$ candidate is required to be compatible with originating from the PV, while the dilepton and $K\pi$ pairs are required to be significantly displaced from it, as expected given the long lifetime of the $B^0$ from which they originate. The invariant mass of the dilepton pair is required to be smaller than 5500 MeV/$c^2$, while the invariant masses of the $K\pi$ pair and of the $B^0$ candidate are required to be respectively within 100 MeV/$c^2$ and 1000 MeV/$c^2$ from their nominal values. The requirement on the invariant mass of the $K\pi$ pair is relaxed to 200 MeV/$c^2$ instead of 100 MeV/$c^2$ in some parts of the analysis (see for example Section 6.7.5) in order to increase the statistics available. A minimum $p_T$ of 500 MeV/c is required for the $K\pi$ pair.

### 6.7.2 Exclusive backgrounds

In addition to the requirements described in the previous section, specific requirements are applied to lower the contamination from the exclusive decays $B_s^0 \to \phi \ell^+\ell^-$, $B^+ \to K^+ \ell^+\ell^-$, $\Lambda^0_b \to pK f/\psi \to \ell^+\ell^-$, and $B^0 \to D^- \to K^{*0} \ell^+\nu_\ell$. Further requirements are applied to remove another source of background, which originates from hadron-lepton and hadron-hadron swaps, that is, from signal decays with $K \to \ell$, $\pi \to \ell$, $K \to \pi$, or $\pi \to K$ misidentification. In order to keep the selection of electron and muon decays as similar as possible, the same requirements are applied to both. A selection to reduce the contamination from partially reconstructed decays is also discussed.

$B_s^0 \to \phi \ell^+\ell^-$ background

If a kaon from the $\phi \to K^+K^-$ decay is misidentified as pion, the $\phi$ of a $B_s^0 \to \phi \ell^+\ell^-$ decay can be reconstructed as $K^{*0}$ and end up in the selected $K^{*0}$ invariant mass window. This source of
Table 6.2: Preselection requirements.

<table>
<thead>
<tr>
<th>Object</th>
<th>Requirement</th>
</tr>
</thead>
</table>
| Event  | $n_{PV} \geq 1$
|        | $n_{SPD} \leq 600$ |
| $K$    | track $\chi^2/\text{ndf} < 3$
|        | track ghost probability < 0.4
|        | hasRich
|        | DLL$_{K\pi} > -5$
|        | $\text{ProbNN}_K \cdot (1 - \text{ProbNN}_p) > 0.05$
|        | $p_T > 250 \text{ MeV}/c$
|        | $\chi^2_{IP} (\text{primary}) > 9$ |
| $\pi$  | track $\chi^2/\text{ndf} < 3$
|        | track ghost probability < 0.4
|        | hasRich
|        | $\text{ProbNN}_\pi \cdot (1 - \text{ProbNN}_K) \cdot (1 - \text{ProbNN}_p) > 0.1$
|        | $p_T > 250 \text{ MeV}/c$
|        | $\chi^2_{IP} (\text{primary}) > 9$ |
| $e$    | track $\chi^2/\text{ndf} < 3$
|        | track ghost probability < 0.4
|        | hasRich
|        | hasCalo
|        | DLL$_{e\pi} > 0$
|        | $\text{ProbNN}_e > 0.2$
|        | $p_T > 500 \text{ MeV}/c$
|        | $\chi^2_{IP} (\text{primary}) > 9$ |
| $\mu$  | track $\chi^2/\text{ndf} < 3$
|        | track ghost probability < 0.4
|        | hasRich
|        | isMuon
|        | $\text{ProbNN}_\mu > 0.2$
|        | $p_T > 800 \text{ MeV}/c$
|        | $\chi^2_{IP} (\text{primary}) > 9$ |
| $\ell\ell$ | $m < 5500 \text{ MeV}/c^2$
|        | $\chi^2_{\ell\ell}/\text{ndf} < 9$
|        | PV $\chi^2$ separation > 16 |
| $K^{*0}$ | $|m - m_{K^{*0}}^{\text{PDG}}| < 100 \text{ MeV}/c^2$
|        | $p_T > 500 \text{ MeV}$
|        | $\chi^2_{IP} (\text{primary}) > 9$
|        | $\chi^2_{\ell\ell}/\text{ndf} < 25$ |
| $B^0$  | $|m - m_{B^0}^{\text{PDG}}| < 1000 \text{ MeV}/c^2$
|        | $\text{DIRA} > 0.9995$
|        | $\chi^2_{IP} (\text{primary}) < 25$
|        | $\chi^2_{\ell\ell}/\text{ndf} < 9$
|        | PV $\chi^2$ separation > 100 |
background is reduced by requiring the invariant mass of the $K\pi$ pair, calculated assigning the kaon hypothesis to the pion, to be larger than $1040\,\text{MeV}/c^2$:

$$m_{(K(\pi\to K))} > 1040\,\text{MeV}/c^2.$$  

**$B^+ \to K^+\ell^+\ell^-$ background**

The $B^+ \to K^+\ell^+\ell^-$ decay can be a source of background if a soft pion from the rest of the event is associated to the kaon or if the kaon is misidentified as pion and a soft kaon from the rest of the event is associated to it. In both cases, a fake $K^{*0}$ candidate is reconstructed. The invariant mass of such $B^0$ candidates peaks at values above $5380\,\text{MeV}/c^2$ and hence contaminates the upper $B^0$ invariant mass sideband used in the multivariate analysis described in Section 6.7.5. The contamination from this decay is reduced by requiring the maximum between the three-body invariant masses $m_{(\ell\ell K)}$ and $m_{(\ell\ell(\pi\to K))}$ to be smaller than $5100\,\text{MeV}/c^2$, that is:

$$\max(m_{(\ell\ell K)}, m_{(\ell\ell(\pi\to K))}) < 5100\,\text{MeV}/c^2.$$  

**$\Lambda_b^0 \to pK^- J/\psi (\to \ell^+\ell^-)$ and $\Lambda_b^0 \to pK^- \ell^+\ell^-$ backgrounds**

The $\Lambda_b^0 \to pK^- J/\psi (\to \ell^+\ell^-)$ and $\Lambda_b^0 \to pK^- \ell^+\ell^-$ decays can be a source of background if the proton is misidentified as pion or if there is a double misidentification in which the proton is misidentified as kaon and the kaon is misidentified as pion. This contribution is reduced by discarding $B^0$ candidates for which:

$$5575 < m_{(K(\pi\to p)\ell\ell)} < 5665\,\text{MeV}/c^2$$  

and $\text{DLL}_{\pi\pi}$ of the pion is larger than zero (that is, the pion is likely to be a proton), and candidates for which:

$$5575 < m_{((K\to p)(\pi\to K)\ell\ell)} < 5665\,\text{MeV}/c^2$$

and $\text{DLL}_{K\pi}$ of the pion is larger than zero (that is, the pion is likely to be a kaon).

The effectiveness of this veto is studied on the $B^0 \to K^{*0} J/\psi (\to \ell^+\ell^-)$ control channels. The contamination from $\Lambda_b^0 \to pK^- J/\psi (\to \ell^+\ell^-)$ decays in the data sample after the full selection is applied is estimated to be at the $0.1 - 0.2\%$ level. The number of expected $\Lambda_b^0 \to pK^- J/\psi (\to \ell^+\ell^-)$ decays is evaluated according to

$$N_{\text{data}}^{\Lambda_b^0} = N_{\text{data}}^{B^0} \frac{f_{\Lambda_b^0}}{f_{d}} \frac{B(\Lambda_b^0 \to pK^- J/\psi)}{B(B^0 \to K^{*0} J/\psi)} \frac{\epsilon_{\text{tot}}^{\Lambda_b^0}}{\epsilon_{\text{tot}}^{B^0}},$$

where $N_{\text{data}}^{B^0}$ is the yield of selected $B^0 \to K^{*0} J/\psi (\to \ell^+\ell^-)$ data candidates in the $B^0$ invariant mass window between $4500$ and $5800\,\text{MeV}/c^2$, $f_{\Lambda_b^0}/f_{d}$ is twice $f_{\Lambda_b^0}/(f_{u} + f_{d})$, with the latter taken from Ref. [30], and $\epsilon_{\text{tot}}$ is the reconstruction, trigger, and selection efficiency obtained from simulation. The geometric acceptance, whose values are shown in Table 6.4, is also taken into account in the efficiency calculation.

**$B^0 \to D^- (\to K^{*0}\ell^-\nu_\ell)\ell^+\nu_\ell$ background**

The $B^0 \to D^- (\to K^{*0}\ell^-\nu_\ell)\ell^+\nu_\ell$ decay has a branching ratio four orders of magnitude larger than that of the signal and can be a source of background if the two neutrinos carry low energies.
In previous measurements performed at LHCb, two alternative strategies were used to veto this contribution. The first, reported in Ref. \cite{131}, required the invariant mass of the $K^{*0}\ell^-$ pair to be larger than 1900 MeV/$c^2$, which is above the $D^-$ mass. The second, reported in Refs. \cite{34,39}, asked for $|\cos\theta_\ell| < 0.8$. The first strategy is expected to introduce a bias in the angular distribution of the particles in the final state and is hence not suitable for the measurement described in this thesis. The second strategy does not have this problem since the selection in $\cos\theta_\ell$ is symmetric but has the disadvantage of reducing the sensitivity to the angular observables. The rejection power of the second strategy is investigated on two simulation samples of $B^0 \rightarrow D^- (\rightarrow K^{*0}\ell^- \pi^0)\ell^+\nu_\ell$ decays, generated according to two different models for the $D^-$ decay. The plots in Fig. 6.10 show the $K^{*0}\ell$ invariant mass and $\cos\theta_\ell$ distributions of the simulated candidates before the reconstruction in the LHCb detector. It is interesting to note that the distributions can be quite different depending on the model used in the generation. The contamination from this background is evaluated by applying the reconstruction and selection requirements to the simulated candidates and by studying how many background decays are expected in the $B^0$ invariant mass region where the fit is performed.

In the low $q^2$ bin, the contamination from $B^0 \rightarrow D^- (\rightarrow K^{*0}\ell^- \pi^0)\ell^+\nu_\ell$ decays is found to be negligible and, therefore, no requirement on $\cos\theta_\ell$ is applied. In the central $q^2$ bin, the rejection power of the $\cos\theta_\ell$ requirement is estimated to be between 60% and 80% after the full selection is applied. Since a non-negligible contamination from this background remains even if the $\cos\theta_\ell$ requirement is applied and given the fact that this background has an exponential distribution in the $B^0$ invariant mass and can therefore be accommodated in the fit, it is preferred to not apply the $\cos\theta_\ell$ requirement to this measurement. It is important to note that this is feasible in the counting method approach but not in the full angular maximum likelihood fit, where the $\cos\theta_\ell$ distribution of this background would have to be taken into account.

**Hadron-lepton and hadron-hadron swaps**

The hadron-lepton swaps are rejected by requiring that the invariant mass of the hadron-lepton candidate is not compatible with the $J/\psi$ and $\psi(2S)$ resonances if the mass of the hadron is replaced by the mass of the lepton: 

$$|m_{(h \rightarrow \ell\pi)} - m_{J/\psi}| > 60 \text{ MeV}/c^2$$
and

\[ |m_{(h \to l \ell)} - m_{\psi(2S)}| > 60 \text{ MeV}/c^2. \]

The hadron-hadron swaps are instead vetoed by requiring the DLL_{K\pi} of the kaon to be larger than
the DLL_{K\pi} of the pion, that is, by requiring that the kaon candidate is more likely to be a kaon
than the pion candidate.

**Partially reconstructed decays**

Partially reconstructed decays are decays for which at least one particle in the final state has not been
reconstructed by the detector. These decays can contribute to the background if the reconstructed
particles in the final state are the same of the signal and if the resulting invariant mass is within the
region considered in the fit. In this measurement, the dominant contribution to this background
originates from \( B^+ \to K^{(*)+}\ell^+\ell^- \) and \( B^+ \to K^{(*)+}\psi(\to \ell^+\ell^-) \) decays, where \( K^{(*)+} \) represents
a generic kaon resonance heavier than \( K^{*0} \). Typical decays of such resonances consist of a \( K\pi \) pair
together with one or more pions and can pass the selection requirements described in the previous
sections if one of the pions in the final state is not reconstructed. If the decay is reconstructed as
\( B^0 \to K^{*0}\ell^+\ell^- \) or \( B^0 \to K^{*0}\psi(\to \ell^+\ell^-) \), the resulting \( B^0 \) invariant mass is smaller than the
nominal value and is expected to peak at nearly 5140 MeV/c\(^2\) if one pion is missing.

For the \( B^0 \to K^{*0}\psi(\to \ell^+\ell^-) \) decay mode, this background contribution can be easily vetoed
by requiring the PV- and \( J/\psi \)-constrained invariant mass of the \( B^0 \) candidates to be larger than
5150 MeV/c\(^2\). The residual contamination is estimated from \( B^+ \to K^{+}\psi \) simulated candidates,
with \( K^{+} \to K^+\pi^+\pi^- \) and \( J/\psi \to e^+e^- \). The ratio \( f_u/f_d \) is approximated to unity. The residual
contamination is found to be below the percent level and can hence be neglected in the model used in
the fit. For the \( B^0 \to K^{*0}\mu^+\mu^- \) decay mode, partially reconstructed decays are vetoed by requiring
the PV-constrained \( B^0 \) invariant mass of the signal candidates to be larger than 5150 MeV/c\(^2\). This
is not feasible for the \( B^0 \to K^{*0}e^+e^- \) decay mode, so alternative approaches are investigated and
discussed in detail in Section 6.7.6

**6.7.3 Calorimeter acceptance**

As shown in Ref. [54], the cells in the innermost region of the electromagnetic calorimeter, correspon-
ding to the rectangle with \(|x| < 363.6 \text{ mm} \) and \(|y| < 282.6 \text{ mm} \), are not read out during the data
taking. Since this might cause some differences between data and simulation, the \( B^0 \to K^{*0}e^+e^- \)
and \( B^0 \to K^{*0}\psi(\to e^+e^-) \) candidates having at least one lepton track traversing this central
region are discarded from both data and simulation samples. The distribution on the \((x, y)\) plane of
the electromagnetic calorimeter corresponding to the lepton tracks associated to the selected
\( B^0 \to K^{*0}e^+e^- \) data candidates is shown in Fig. 6.11

**6.7.4 Charmonium resonances**

Charmonium resonances, such as the \( B^0 \to K^{*0}\psi(\to \ell^+\ell^-) \) decay, are a peaking background for
the \( B^0 \to K^{*0}\ell^+\ell^- \) decay in the central \( q^2 \) region. This background is negligible for decays to muons
but not for decays to electrons, where the lower resolution and the effects induced by bremsstrahlung
emission are expected to play a role. Therefore, a study of the expected size of this background
in the electron mode is needed. A novel strategy is pursued in this measurement, compared to
previous measurements at LHCb. The contamination from $B^0 \rightarrow K^{*0} J/\psi \rightarrow e^+ e^-$ decays leaking into the central $q^2$ region is suppressed by selecting not only on the $q^2$, but also on a novel variable, the constrained $q^2$. This can provide a significant increase in the statistics for the rare mode, as discussed in the following.

The efficiency of the combined selection is investigated on simulation and data samples of $B^0 \rightarrow K^{*0} J/\psi \rightarrow e^+ e^-$ candidates, as well as on the simulation sample of the rare mode $B^0 \rightarrow K^{*0} e^+ e^-$. The gain in selecting on both normal and constrained $q^2$ can be seen in Fig. 6.12. The plots show the residual background due to the leakage of the radiative tail of the $J/\psi$ in the rare mode for different selections of $q^2$, separately for each trigger category. By selecting also on the constrained $q^2$ it is possible to have a larger bin in the central $q^2$ region, up to 7.0 GeV$^2$/c$^4$ instead of 6.0 GeV$^2$/c$^4$, with even a smaller background contamination than when considering a maximum $q^2$ of 6.0 GeV$^2$/c$^4$.

The distribution of the $B^0 \rightarrow K^{*0} \ell^+ \ell^-$ and $B^0 \rightarrow K^{*0} J/\psi \rightarrow \ell^+ \ell^-$ data candidates as a function of PV-constrained $B^0$ invariant mass $m(K^+\pi^- \ell^+\ell^-)_{PV}$ and $q^2$ is shown in Fig. 6.13 for both the muon mode (left) and the electron mode (right). The analogous distribution as a function of the constrained $q^2$ is shown in Fig. 6.14. The two horizontal bands in Fig. 6.13 correspond to the $J/\psi$ and $\psi(2S)$ resonances, while the diagonal bands correspond to the radiative tails generated by bremsstrahlung emission and are, as expected, more pronounced in the electron mode. Due to the constraint on $q^2$, the $B^0 \rightarrow K^{*0} \ell^+ \ell^-$ and $B^0 \rightarrow K^{*0} J/\psi \rightarrow \ell^+ \ell^-$ data candidates appear rotated in Fig. 6.14. For the electron mode, only the $B^0 \rightarrow K^{*0} J/\psi \rightarrow \ell^+ \ell^-$ data candidates are visible, while both $B^0 \rightarrow K^{*0} J/\psi \rightarrow \ell^+ \ell^-$ and $B^0 \rightarrow K^{*0} \ell^+ \ell^-$ data candidates are visible in the case of the muon mode.
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6.7.5 Multivariate classifier

Random combinations of particles from the same pp collision can be a source of background if they have invariant masses compatible with those of the signal candidates. A large fraction of this combinatorial background is removed by means of a multivariate classifier. To this purpose, machine learning techniques implemented in the scikit-learn python package [1] and in the Reproducible Experiment Platform (REP) [2][3] and High-Energy-Physics Machine Learning (hep_ml) [4] python libraries are used. A multivariate classifier is first trained and tested on two samples labelled as signal and background and then applied to the samples from which the combinatorial background has to be rejected. The classifier response is set to be between zero and unity, with values close to zero (unity) indicating a large probability of the reconstructed candidate to be background (signal). An optimisation procedure allows to determine the threshold on the classifier response that guarantees

Figure 6.12: Distribution of the PV-constrained $B^0$ invariant mass of the background due to $B^0 \rightarrow K^{*0} J/\psi (\rightarrow e^+ e^-)$ candidates leaking in the central $q^2$ bin for the L0E (top), L0H (middle), and L0TIS (bottom) trigger categories, as obtained from simulation.
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Figure 6.13: Distribution of the $B^0 \rightarrow K^{*0} \ell^+ \ell^-$ and $B^0 \rightarrow K^{*0} J/\psi \rightarrow \ell^+ \ell^-$ data candidates as a function of PV-constrained $B^0$ invariant mass $m(K^+\pi^0\ell^+\ell^-)_{PV}$ and $q^2$, as obtained for the muon mode (left) and the electron mode (right).

Figure 6.14: Distribution of the $B^0 \rightarrow K^{*0} \ell^+ \ell^-$ and $B^0 \rightarrow K^{*0} J/\psi \rightarrow \ell^+ \ell^-$ data candidates as a function of PV-constrained $B^0$ invariant mass $m(K^+\pi^0\ell^+\ell^-)_{PV}$ and constrained $q^2$, as obtained for the muon mode (left) and the electron mode (right).

The best compromise between signal efficiency and background rejection.

Signal and background samples

Two different classifiers are used to select signal decays to electrons and muons. Training and testing are performed on combined samples of 2011 and 2012 and, for electrons, jointly for the three trigger categories. This choice is driven by the observation that the statistics available is the limiting factor in the classifier performance. An increase in the statistics is hence more beneficial than the use of samples recorded under the same conditions (mainly the energy of the $pp$ collisions) and with the same kinematic properties. On the other hand, the optimisation of the classifiers is performed separately for each trigger category. The low and central $q^2$ bins are combined for the training but considered separately in the optimisation.

The signal is obtained from $B^0 \rightarrow K^{*0} e^+ e^-$ and $B^0 \rightarrow K^{*0} \mu^+ \mu^-$ simulation samples that are corrected to account for differences between simulation and data, while the $B^0$ candidates populating the upper sideband of the $B^0$ invariant mass distribution in data are used as background sample.
For electrons, only candidates with $m_{B^0} > 5600$ MeV/$c^2$ are used in the background sample. For muons, this requirement is loosened to $m_{B^0} > 5400$ MeV/$c^2$. The tighter selection of the electron mode is due to the worse resolution and to the fact that the mass region between 5400 MeV/$c^2$ and 5600 MeV/$c^2$ is populated by decay candidates with a bremsstrahlung overcorrection. Signal and background candidates must satisfy the same requirements described in Section 6.7.1 apart from the requirement on the $K\pi$ invariant mass. This requirement is in fact loosened to 200 MeV/$c^2$ around the nominal value of the $K^{*0}$ mass to increase the statistics available for the training and testing.

Selection of discriminating variables

The variables that guarantee the best separation between signal and background are obtained from the electron samples by considering all possible combinations of at least six of the following variables:

- $p_T$, impact parameter $\chi^2$, flight distance $\chi^2$, decay vertex $\chi^2$/ndf, $\text{DIRA}$, and $\chi^2$ of the kinematic fit of the $B^0$ candidate;
- decay vertex $\chi^2$/ndf of the $K^{*0}$ candidate;
- decay vertex $\chi^2$/ndf of the dilepton pair;
- sum of the $p_T$ and sum of the impact parameter $\chi^2$ of the hadrons (leptons) in the final state;
- minimum and maximum $p_T$ and impact parameter $\chi^2$ of the hadrons (leptons) in the final state;
- $\text{ProbNN}$ variables of the four particles in the final state.

The $\text{DIRA}$ variable corresponds to the cosine of the angle between the momentum of the $B^0$ candidate and the vector from the PV to the decay vertex of the $B^0$ candidate. The variables related to the $B^0$ candidate are included in all combinations since they are expected to provide the best discrimination between signal and background. A gradient boosting classifier is trained using as input the variables in each combination. The accuracy of the classifier, which corresponds to the fraction of candidates in the testing sample that are labelled correctly as signal or background, is then used to quantify...
the discriminating power of a given combination. The optimal set of variables to be used in the classification is given by the combination associated to the highest accuracy.

Some considerations on this initial set of variables can be made. The PID variables do not seem to provide a good discriminating power. Therefore, they are removed from this procedure in the first iteration. The sum of the $p_T$ and the sum of the impact parameter $\chi^2$ are highly correlated with the minimum and maximum $p_T$ and impact parameter $\chi^2$ and provide a worse discrimination, so they are also ignored in the following. The results for the iterative procedure on the remaining variables are summarised in Fig. 6.13 which shows the accuracy of each combination as a function of the number of variables in the combination. The accuracy does not have a strong dependence on the number of variables taken into account, though a gradual improvement is visible when increasing the number of variables from six to 14. The accuracy is maximum when 14 variables are used in the training and decreases slightly if additional degrees of freedom have to be taken into account. This is probably due to overfitting, that is, to the fact that, with the statistics available, the classifier is not able to extract useful information when too many variables are provided as input.
For a given number of variables, the best accuracy is reached when including all $B^0$ variables. These variables alone are able to provide almost the same discriminating power as the full set of variables described above. The 14 variables resulting in the maximum accuracy are used to discriminate between signal and background. These are the six variables related to the $B^0$ candidate, the decay vertex $\chi^2/\text{ndf}$ of the $K^{*0}$ candidate, the decay vertex $\chi^2/\text{ndf}$ of the dilepton pair, the minimum $p_T$ and impact parameter $\chi^2$ of the hadrons, and the minimum and maximum $p_T$ and impact parameter $\chi^2$ of the leptons. Their correlation matrices, as obtained from the signal and background samples, are shown in Fig. 6.16. As expected for the signal, the $\chi^2$ of the kinematic fit of the $B^0$ candidate is highly correlated with the impact parameter $\chi^2$ (63%) and decay vertex $\chi^2/\text{ndf}$ (72%) of the candidate itself. This does not hold for the background, since the latter consists of random combinations of particles. The $K^{*0}$ and $B^0$ decay vertex $\chi^2/\text{ndf}$ are also correlated with each other (56%) in the signal sample, while no correlation appears in the background sample. The $p_T$ of the $B^0$ candidate is highly correlated with the minimum and maximum $p_T$ of the leptons (56% and 70%, respectively) and, to a lesser extent, to the minimum $p_T$ of the hadrons (54%). Two other pairs of highly correlated variables are given by the flight distance $\chi^2$ of the $B^0$ candidate and the maximum (67%) and minimum (54%) impact parameter $\chi^2$ of the leptons. Similar correlations are observed in the muon mode.

**Selection of classifier**

After choosing the optimal set of variables, several classifiers are optimised and then tested against each other. The following classifiers are considered:

- TMVA;
- GradientBoosting;
- XGBoost;
- DTC (Decay Tree Classifier);
- EXC (Extra Trees Classifier).
The optimisation of a given classifier is achieved by performing a grid search in its parameter space, that is, by evaluating the performance of the classifier for different settings of the available parameters.

Different configurations of the same classifier are compared to each other by plotting their Receiver Operating Characteristic (ROC) curves. These show the dependence between true positive rate, corresponding to the fraction of signal candidates that are correctly labelled, and false positive rate, corresponding to the fraction of background candidates that are wrongly labelled, for different thresholds of the classifier response. The ideal classifier would have true positive rate equal to unity and false positive rate equal to zero. In reality, the true positive rate is equal to unity only for a threshold equal to zero, which corresponds to the maximum false positive rate, and goes from unity to zero as the threshold increases. An example is shown in Fig. 6.17. The information carried by the ROC curve can be condensed in one number by using the Receiver Operating Characteristic Area Under the Curve (ROC AUC), which, as the name suggests, corresponds to the integral of the ROC curve. The configuration associated to the largest ROC AUC is chosen as the optimal configuration of the classifier. The improvement achievable by tuning the configuration of each classifier is shown in Fig. 6.17 for XGBoost.

The GradientBoosting and XGBoost algorithms provide the highest ROC AUC, with XGBoost performing slightly better than GradientBoosting. The configuration corresponding to the best ROC AUC of XGBoost is then used as the nominal multivariate classifier for this measurement. The performance of this configuration is summarised in Figs. 6.18, 6.19, and 6.20. In particular, the classifier response on the training and testing samples of signal and background is shown in Fig. 6.18, the feature importance is shown in Fig. 6.19, and the efficiency as a function of the $B^0$ invariant mass and of the decay angles $\phi$, $\cos \theta_K$, and $\cos \theta_\ell$ is shown in Fig. 6.20 for both signal and background samples and for several thresholds of the classifier response. The classifier is flat in the three decay angles, but shows a linear dependence of the efficiency on the $B^0$ invariant mass for both signal and background.

Figure 6.18: Comparison among the classifier responses to the training and testing samples of signal and background, corresponding to the selected configuration of XGBoost.
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Figure 6.19: Feature importance, corresponding to the selected configuration of XGBoost.

Uniform classifiers

The possibility to use a uniform classifier to discriminate between signal and background is also investigated. A uniform classifier can be trained in a way that guarantees a uniform classifier response over one or more variables. Such uniformity, in particular, can be required for either the signal or background sample used in the training. One typical situation in which uniformity in the predictions can be useful is when no prior information on the dynamics of a given phase-space is available. In this case, a uniform classifier reduces potential risks of biasing the signal distribution of interest. A typical example in particle physics is the search for a new particle. In this case, a classifier with uniformity in the background predictions over the invariant mass of the signal candidates reduces the risk to create a peaking background. In this measurement, the invariant mass of the \( B^0 \) candidates and the decay angles \( \theta_\ell, \theta_K, \) and \( \phi \) are the variables of interest. The \( S_i \) observables are in fact computed as the asymmetry between two categories of signal candidates, \( S_i^+ \) and \( S_i^- \), whose yields are obtained from a fit to the invariant mass of the \( B^0 \) candidates, separated according to the values of the decay angles \( \theta_\ell, \theta_K, \) and \( \phi \). If the classifier response is not uniform in these variables, a bias might appear in the measured asymmetry.

The performance of the XGBoost classifier obtained from the optimisation described above is compared to that achievable by using the following uniform classifiers:

- \( uBoost \);
- \( UGBKnnAda \);
- \( UGBFlatnessLoss \).

For each classifier listed above, two configurations are tested, one with uniformity in the \( B^0 \) invariant mass only and one with uniformity also in the decay angles \( \theta_\ell, \theta_K, \) and \( \phi \). The second configuration is expected to provide lower discriminating power, since more constraints have to be accommodated. It is found, however, that the performance of the uniform classifiers does not change significantly when imposing uniformity over additional variables. Additional information on the performance of the uniform classifiers can be found in Appendix A.
Figure 6.20: Efficiency as a function of the $B^0$ invariant mass (first row) and of the decay angles $\phi$ (second row), $\cos\theta_K$ (third row), and $\cos\theta_\ell$ (fourth row) for the background (left) and signal (right) samples, corresponding to the selected configuration of XGBoost. The different colors refer to several thresholds of the classifier response and are chosen to cover uniformly the full efficiency range from zero to unity.

Since the overall performance of the uniform classifiers is worse than that achievable using XGBoost, and given that the improvement in uniformity with respect to XGBoost is negligible, it is preferred to use XGBoost, configured as described in the previous paragraphs.

**k-folding**

In order to make use of the full statistics of the signal and background samples in the training, a k-folding approach is adopted. This strategy consists in splitting the input sample randomly in $k$ subsamples $s_i$, with $i \in \{1...k\}$. After that, $k$ different classifiers are trained. The classifier $j$ is trained on the union of the $s_i$ subsamples, with $i \neq j$, and then tested on the excluded subsample $s_j$. 
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This procedure is repeated k times, so that all combinations of k−1 subsamples out of k are used in the training phase. The k classifiers are then combined together and used to classify candidates that have not been used during the training and testing. This can be achieved by selecting one classifier randomly and using its prediction or by averaging the predictions of all classifiers. For the measurement described here, the former method has been preferred.

As k increases, more and more candidates are used in the training of each classifier. This is expected to increase the stability of the classifier response and decrease the risk of overfitting. On the other hand, the testing sample becomes smaller with increasing k, so the uncertainty on the performance assessment increases. In addition, given two classifiers \(c_j\) and \(c_k\), the overlap between the candidates used in the training of \(c_j\) and in the training of \(c_k\) increases with k. At the extreme case in which all but one candidate out of N are used to train each of N classifiers, the overlap is maximum. In order to find the optimal value of k, three different possibilities are tested: k= 2, k= 5, and k= 10. No difference in the results is observed when varying the value of k. The folding with k= 10 is chosen as default strategy since it is consistent with previous measurements at LHCb.

### Optimisation of multivariate classifier threshold

In order to lower the contamination from combinatorial background, only signal candidates with classifier response larger than a given threshold are retained. The value of the threshold is optimised separately for electron and muon modes and for the low and central \(q^2\) bins. For the electron mode, in addition, the threshold is optimised independently for each trigger category.

The optimisation is performed by using the figure of merit \(S/\sqrt{S+B}\), with \(S\) and \(B\) being the signal and background yields, respectively.

The signal yield \(S\) is calculated as

\[
N_S = N_{J/\psi} \frac{B_S}{B_{J/\psi}} \frac{\epsilon_S}{\epsilon_{J/\psi}}, \tag{6.3}
\]

where \(N_{J/\psi}\) is the yield of \(B^0 \rightarrow K^{(*)} J/\psi \rightarrow \ell^+ \ell^-\) obtained from a fit to the data, \(B_S\) and \(B_{J/\psi}\) are the branching fractions of the \(B^0 \rightarrow K^{*0} \ell^+ \ell^-\) and \(B^0 \rightarrow K^{*0} J/\psi \rightarrow \ell^+ \ell^-\) decays, and \(\epsilon_S\) and \(\epsilon_{J/\psi}\) are their total efficiencies. In order to compute \(N_{J/\psi}\) for each value of the threshold, the PV- and \(J/\psi\)-constrained invariant mass distribution of the \(B^0 \rightarrow K^{*0} J/\psi \rightarrow \ell^+ \ell^-\) candidates is fitted similarly to what described in Section 6.6.2. In doing so, the \(B^0 \rightarrow K^{*0} J/\psi \rightarrow \ell^+ \ell^-\) simulated and data candidates passing the selection described in Sections 6.5, 6.7.1, 6.7.2, and 6.7.3 are required to have a \(q^2\) and a constrained \(q^2\) between 7.0 and 11.0 GeV/c². Only candidates with classifier response larger than the threshold are taken into account. The results of the fit to the simulation sample are used to partially constrain the model used to fit the data sample. The models used in the fit are the same described in Section 6.6.2 except for an additional constraint on the yield of the \(B^0 \rightarrow K^{*0} J/\psi \rightarrow \ell^+ \ell^-\) component when fitting the data sample. In order to improve the stability of the fit, in fact, the yield of the \(B^0 \rightarrow K^{*0} J/\psi \rightarrow \ell^+ \ell^-\) component is constrained to that of the \(B^0 \rightarrow K^{*0} J/\psi \rightarrow \ell^+ \ell^-\) scaled by the fragmentation fraction ratio \(f_s/f_d\) and the branching ratio \(B (B_s \rightarrow J/\psi K^{*0}, J/\psi \rightarrow e^+ e^-)/B (B^0 \rightarrow J/\psi K^{*0}, J/\psi \rightarrow e^+ e^-)\), as reported in Ref. [132] and in Ref. [15], respectively. The fit to \(B^0 \rightarrow K^{*0} J/\psi \rightarrow e^+ e^-\) simulated and data candidates belonging to the L0\(E\) trigger category prior to any cut on the classifier response is shown in Fig. 6.21 as a reference.
The branching fraction of the $B^0 \rightarrow K^{*0} J/\psi \rightarrow \ell^+\ell^-$ decay, which corresponds to $B_{J/\psi}$ in Eq. (6.3), is set to

$$B(B^0 \rightarrow J/\psi K^{*0}, J/\psi \rightarrow \ell^+\ell^-) = (7.6 \pm 0.3) \times 10^{-5},$$

where the values reported in Ref. [15] are used. For the rare mode, the branching fraction, which corresponds to $B_S$ in Eq. (6.3), yields

$$B(B^0 \rightarrow K^{*0}e^+e^-) = (1.03 \pm 0.19) \times 10^{-6},$$
$$B(B^0 \rightarrow K^{*0}\mu^+\mu^-) = (1.03 \pm 0.06) \times 10^{-6}.$$

The efficiencies $\epsilon_S$ and $\epsilon_{J/\psi}$ in Eq. (6.3) are calculated from the $B^0 \rightarrow K^{*0} \ell^+\ell^-$ and $B^0 \rightarrow K^{*0} J/\psi \rightarrow \ell^+\ell^-$ simulation samples as described in Section 6.8.

The background yield $B$ is obtained by counting the number of $B^0 \rightarrow K^{*0} \ell^+\ell^-$ data candidates with PV-constrained $B^0$ invariant mass larger than 5600 MeV/c$^2$. The number of $B^0 \rightarrow K^{*0} \ell^+\ell^-$ simulated candidates above this value is negligible.

The thresholds that are chosen are summarised in Table 6.3 for each decay mode, bin of $q^2$, and trigger category. The figure of merit obtained for the muon mode in the low and central $q^2$ bins is shown as reference in Fig. 6.22 while the corresponding plots for the electron mode and, in particular, for the L0E trigger category, are given in Fig. 6.23. The signal and background yields as a function of the threshold on the classifier response for the same samples are shown in Figs. 6.24 and 6.25, respectively.

A series of cross checks is performed to determine the robustness of the figure of merit. The optimal cut on the classifier response is determined using a factor of two or a factor of one half to scale the background yield $B$. In addition, the following figures of merit are evaluated:

- $S/B$;
- $S/(S + B)$;
- $S^2/(S + B)^{1/2}$.

All these strategies provide a similar response, which results in a further validation of the nominal...
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6.7.6 Optimised selection against partially reconstructed decays

Partially reconstructed decays of the type \( B^+ \to K^{(*)}\ell^+\ell^- \) and \( B^+ \to K^{(*)}\Jpsi(\to \ell^+\ell^-) \) are a background contribution to the \( B^0 \to K^{*0}e^+e^- \) decay, due to the limited mass resolution of the latter. This background contribution is usually modelled in the mass fit (see Section 7.1). In the measurement described in this thesis, however, a series of studies is performed in order to possibly reduce the contamination from such background contribution. Two approaches are investigated: a selection on the so-called HOP variable, aligned to Ref. [34], and a dedicated multivariate classifier.

The performance of the two methods is studied on simulated candidates of the latter was not available when performing the study. This background contribution is usually modelled in the mass fit (see Section 7.1). In the measurement described in this thesis, however, a series of studies is performed in order to possibly reduce the contamination from such background contribution. Two approaches are investigated: a selection on the so-called HOP variable, aligned to Ref. [34], and a dedicated multivariate classifier. The performance of the two methods is studied on simulated candidates of \( B^+ \to K_1^0e^+e^- \) and \( B^+ \to K_2(1430)^+e^+e^- \). The same-sign \( B^0 \to K_{0}^0\mu^+\mu^+ \) and \( B^0 \to K_{*0}^0\mu^+e^+ \) data samples are also used for cross-checks. The \( B^0 \to K_{*0}^0\mu^+\mu^+ \) sample is used instead of the \( B^0 \to K_{*0}^0e^+e^+ \) sample, since the latter was not available when performing the study.

The distribution of the \( B^+ \to K_1^0e^+e^- \) simulated candidates as a function of the PV-constrained \( B^0 \) invariant mass \( m(K^+\pi^-e^+e^-)_{PV} \) and \( q^2 \) is shown in Fig. 6.26 (left), while the analogous distribution as a function of the PV-constrained \( B^0 \) invariant mass \( m(K^+\pi^-e^+e^-)_{PV} \) and constrained \( q^2 \) is shown in Fig. 6.26 (right). These candidates are distributed across the whole \( q^2 \) region where the analysis is performed and, although they are more abundant in the low mass region, can have

Figure 6.22: Figure of merit for the muon mode in the low (left) and central (right) \( q^2 \) bins.

Figure 6.23: Figure of merit for the L0E trigger category of the electron mode in the low (left) and central (right) \( q^2 \) bins.
In the $B^0 \rightarrow K^{*0} e^+ e^-$ decay, the vectorial sum of the final state particles is not expected to have a component orthogonal to the flight direction of the $B^0$ meson. This property does not necessarily hold for $B^0 \rightarrow K^{*0} e^+ e^-$ candidates that originate from partially reconstructed decays or, more in general, from some kind of background. This different behaviour can hence be exploited to improve the rejection power of the selection described above. To this extent, two new variables, $\alpha_{HOP}$ and $m_{corr}$, are defined. The flight direction of the $B^0$ meson is determined from the position of its primary and decay vertices. The momenta of the $K^{*0}$ meson and of the dilepton pair orthogonal to the flight direction of the $B^0$ meson are used to compute the correction factor $\alpha_{HOP}$, according to:

$$\alpha_{HOP} = \frac{p_T(K^{*0})}{p_T(\ell^+ \ell^-)}.$$

A sketch of the variables involved in the $\alpha_{HOP}$ definition is shown in Fig. 6.27. For signal candidates, $\alpha_{HOP}$ is expected to be unity, with possible deviations from unity mainly due to energy loss in the dilepton pair. The energy carried by the bremsstrahlung photons can be recovered by multiplying
Table 6.3: Optimal cut on the classifier response, corresponding to the maximum of the figure of merit, separately for each decay mode, $q^2$ bin, and trigger category.

<table>
<thead>
<tr>
<th>Decay mode</th>
<th>Bin of $q^2$</th>
<th>Trigger category</th>
<th>Threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td>muon mode</td>
<td>low</td>
<td>L0M</td>
<td>0.40</td>
</tr>
<tr>
<td></td>
<td>central</td>
<td>L0M</td>
<td>0.45</td>
</tr>
<tr>
<td>electron mode</td>
<td>low</td>
<td>L0E, L0H, LOTIS</td>
<td>0.80</td>
</tr>
<tr>
<td></td>
<td>central</td>
<td>L0E, L0H, LOTIS</td>
<td>0.90</td>
</tr>
</tbody>
</table>

Figure 6.26: Distribution of the $B^+ \rightarrow K^+ e^+ e^-$ simulated candidates as a function of the PV-constrained $B^0$ invariant mass $m(K^+ \pi^- e^+ e^-)_{PV}$ and $q^2$ (left) or constrained $q^2$ (right), after the selection is applied.

The momentum of the dilepton pair orthogonal to the flight direction of the $B^0$ meson by $\alpha_{HOP}$. Since bremsstrahlung emission is, to a good approximation, collinear to the direction of flight of the lepton, the same correction can be applied to the longitudinal component, giving

$$p_{\text{corr}}(\ell^+ \ell^-) = \alpha_{HOP} p(\ell^+ \ell^-).$$

The $B^0$ invariant mass can then be recalculated by using $p_{\text{corr}}(\ell^+ \ell^-)$ instead of $p(\ell^+ \ell^-)$. According to the definition of $\alpha_{HOP}$, the same correction is applied to both leptons when recalculating the $B^0$ invariant mass. This approximation neglects the fact that in general the two leptons lose a different amount of energy via bremsstrahlung.

The two-dimensional distribution in $m_{\text{corr}}$ and logarithm of the flight distance $\chi^2$ of the $B^0 \rightarrow$
Figure 6.28: Number of $B^0 \to K^{*0} e^+ e^-$ (top left) and $B^+ \to K^+_1 e^+ e^-$ (top right) simulated candidates as a function of $m_{\text{corr}}$ and logarithm of the flight distance $\chi^2$, after the selection is applied, compared to the corresponding distribution of the $B^0 \to K^{*0} e^+ e^-$ data candidates (bottom). The HOP requirement corresponds to a nearly vertical straight line on the left side of the region where most of the signal is.

$K^{*0} e^+ e^-$ and $B^+ \to K^+_1 e^+ e^-$ simulated candidates after the selection is applied is shown at the top of Fig. 6.28. The analogous distribution for the $B^0 \to K^{*0} e^+ e^-$ data candidates is shown at the bottom of Fig. 6.28. The distributions are obtained by combining the low and central $q^2$ bins. The difference between the distributions of the $B^0 \to K^{*0} e^+ e^-$ and $B^0 \to K^+_1 e^+ e^-$ simulated candidates allows to reduce the contamination from partially reconstructed decays by requiring

$$m_{\text{corr}} > 5072 + \ln(\text{FD} \chi^2)$$

for the low $q^2$ bin and

$$m_{\text{corr}} > 4926 + 10 \ln(\text{FD} \chi^2)$$

for the central $q^2$ bin. This selection, which is taken from Ref. [34], has a signal efficiency from 74% to 81% (from 73% to 80%) and a rejection power from 76% to 85% (from 68% to 70%) in the low (central) $q^2$ bin. The range is due to the different values obtained for the $L_0E$, $L_0H$, and $L_0TIS$ trigger categories. The signal efficiency and rejection power are evaluated after the full selection is applied to the samples.

The invariant mass distribution of the candidates selected or discarded by the HOP requirement is shown in Fig. 6.29 for the $B^0 \to K^{*0} e^+ e^-$ and $B^+ \to K^+_1 e^+ e^-$ simulated candidates in the low and in the central $q^2$ bins. The plots refer to simulated candidates in the $L_0E$ trigger category only,
but similar results are obtained for the other trigger categories. Only candidates passing the selection are taken into account.

The benefit of adding the HOP requirement is evaluated by performing a mass fit of the $B^0 \rightarrow K^*0 e^+ e^−$ data candidates and by computing the signal yield with and without such requirement. The fitting procedure is described in detail in Section 7.1. The fit results are shown in Fig. 6.30 for both the baseline (top) and HOP (middle) approaches. It is observed that, although the absolute number of background decays is lower when the HOP requirement is applied, the statistical uncertainty associated to the signal yield has a negligible improvement. This is due to the fact that the HOP requirement is more efficient in removing background in the low mass region than in the region where the $B^0 \rightarrow K^*0 e^+ e^−$ signal is, as shown in Fig. 6.29. For this reason, it is preferred to not include the HOP requirement in the selection.

Multivariate classifier approach

Another approach that is investigated in order to reduce the contamination from partially reconstructed decays is based on a dedicated multivariate classifier. The latter is trained to distinguish between signal decays and partially reconstructed decays. The $B^0 \rightarrow K^*0 J/\psi (\rightarrow e^+ e^-)$ simulation sample is used as signal, while the $B^+ \rightarrow K^+_s J/\psi (\rightarrow e^+ e^-)$ simulation sample is used as background. The choice of using the control mode instead of the rare mode in the training is driven by the fact that these samples have a larger statistics and are expected to show the same discrepancies between
Figure 6.30: Invariant mass distribution of the $B^+ \rightarrow K^+_1 e^+ e^-$ simulated candidates (left) and $B^0 \rightarrow K^{*0} e^+ e^-$ data candidates (right) in the central $q^2$ bin and in the L0E trigger category obtained when applying the baseline selection (top) and, in addition, the HOP approach (middle) or the multivariate classifier approach (bottom).

Each other as the corresponding $B^0 \rightarrow K^{*0} e^+ e^-$ and $B^+ \rightarrow K^+_1 e^+ e^-$ rare modes. In addition, the resonant modes have the advantage of allowing to determine the signal efficiency and rejection power of the trained classifier directly from the data samples.

The separation between signal and background is achieved by looking at the isolation properties of the $B^0$ candidates. In order to improve the rejection power of the classifier, the $\alpha_{\text{HOP}}$ variable defined in the previous section is also used as discriminating variable during the training. The $m_{\text{corr}}$ variable is not used since it is largely correlated to the $B^0$ invariant mass. In addition to these variables, the following quantities are also considered:

- $p_T$, impact parameter $\chi^2$, flight distance $\chi^2$, and $\chi^2$ of the kinematic fit of the $B^0$ candidate;
- impact parameter $\chi^2$ of the leptons in the final state.
As for the HOP approach, the benefit of this strategy is assessed by performing a mass fit of the $B^0 \rightarrow K^{*0} e^+ e^-$ data candidates with and without a requirement on the classifier response. The fit results are shown at the bottom and at the top of Fig. 6.30. Since the classifier removes background candidates mainly from the low mass region and given that the statistical uncertainty on the signal yield does not improve when removing these candidates, no selection on the classifier response is applied in the mass fit described in Section 7.1.

6.7.7 Multiple candidates

If multiple $B^0$ candidates are reconstructed in the same $pp$ collision even after the full selection is applied, only one $B^0$ candidate, chosen randomly, is retained, while the others are discarded. In data, this happens for up to $2\%$ of the $B^0 \rightarrow K^{*0} e^+ e^-$ candidates and for up to $0.4\%$ of the $B^0 \rightarrow K^{*0} \mu^+ \mu^-$ candidates, depending on the $q^2$ bin. The corresponding values for the resonant modes are $0.3 - 0.5\%$ for $B^0 \rightarrow K^{*0} J/\psi (\rightarrow e^+ e^-)$ and $0.1\%$ for $B^0 \rightarrow K^{*0} J/\psi (\rightarrow \mu^+ \mu^-)$.

6.8 Efficiency calculation

6.8.1 Absolute efficiency

The absolute efficiency, that is, the efficiency that appears in Eq. 6.1 for a given decay mode in either the $S^+_i$ or $S^-_i$ category is obtained from simulation as follows:

$$
\epsilon^\pm = \epsilon_{\text{geom}} \cdot \frac{N_{\text{rec}}^{w, \pm}}{N_{\text{gen}}^{q^2, \pm}}.
$$

This formula corresponds to the ratio between selected and generated decays, where few considerations are in order.

The factor $\epsilon_{\text{geom}}$ is the so-called geometric efficiency of the decay mode and is due to the fact that the final-state particles of the simulated candidates are generated inside the LHCb detector acceptance only, that is, with a polar angle between 10 and 400 mrad. This is done in order to save disk space and computing time. The geometric efficiency for the relevant decay modes, which is calculated using dedicated generator-level samples, is reported in Table 6.4. The displayed values correspond to the weighted average of the geometric efficiencies for 2011 and 2012 and for the two polarities of the magnetic field.

The term $N_{\text{gen}}^{q^2, \pm}$ is the total number of simulated candidates that is generated in the $S^+_i$ or $S^-_i$ category and that has a true $q^2$ in the desired range. The true $q^2$ is obtained from the momenta of the $B^0$ and the $K^{*0}$ candidates according to

$$
q^2_{\text{true}} = (p_{B^0}^2 - p_{K^{*0}}^2).
$$

This is needed in order to compare the measured values of the $S_i$ and $\Delta S_i$ observables with the predictions before the emission of final state radiation.

The term $N_{\text{rec}}^{w, \pm}$ corresponds to how many generated candidates satisfy the reconstruction, trigger, and selection requirements of the analysis and have reconstructed values of the decay angles so that they belong to the $S^+_i$ or $S^-_i$ category. This allows to take $q^2$ bin migration effects into account. The selection requirements include also a requirement on the PV-constrained $B^0$ invariant mass,
Table 6.4: Geometric efficiency for the decay modes used in the analysis, obtained by averaging the efficiencies of different years and polarities of the magnetic field.

<table>
<thead>
<tr>
<th>Decay mode</th>
<th>Geometric efficiency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B^0 \rightarrow K^{*0} e^+ e^-$</td>
<td>16.58 ± 0.04</td>
</tr>
<tr>
<td>$B^0 \rightarrow K^{*0} \mu^+ \mu^-$</td>
<td>16.282 ± 0.037</td>
</tr>
<tr>
<td>$B^0 \rightarrow J/\psi K^{*0}, J/\psi \rightarrow e^+ e^-$</td>
<td>15.924 ± 0.038</td>
</tr>
<tr>
<td>$B^0 \rightarrow J/\psi K^{*0}, J/\psi \rightarrow \mu^+ \mu^-$</td>
<td>16.001 ± 0.023</td>
</tr>
<tr>
<td>$A_i^0 \rightarrow pK^- J/\psi, J/\psi \rightarrow e^+ e^-$</td>
<td>16.656 ± 0.028</td>
</tr>
<tr>
<td>$A_i^0 \rightarrow p\pi^- J/\psi, J/\psi \rightarrow e^+ e^-$</td>
<td>15.912 ± 0.027</td>
</tr>
<tr>
<td>$B^0 \rightarrow \psi(2S) K^{*0}, \psi(2S) \rightarrow e^+ e^-$</td>
<td>16.28 ± 0.04</td>
</tr>
</tbody>
</table>

Table 6.5: Efficiencies for the $B^0 \rightarrow K^{*0} e^+ e^-$ decay in the low and central $q^2$ bins, separately for the $S_i^+$ and $S_i^-$ categories.

<table>
<thead>
<tr>
<th>$S_i$</th>
<th>$e^+$ low $q^2$ (%)</th>
<th>$e^-$ low $q^2$ (%)</th>
<th>$e^+$ central $q^2$ (%)</th>
<th>$e^-$ central $q^2$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_4$</td>
<td>0.1911 ± 0.0005</td>
<td>0.1878 ± 0.0005</td>
<td>0.2058 ± 0.0005</td>
<td>0.2212 ± 0.0006</td>
</tr>
<tr>
<td>$S_5$</td>
<td>0.2090 ± 0.0006</td>
<td>0.1641 ± 0.0004</td>
<td>0.1961 ± 0.0005</td>
<td>0.2293 ± 0.0006</td>
</tr>
<tr>
<td>$S_7$</td>
<td>0.1877 ± 0.0005</td>
<td>0.1916 ± 0.0005</td>
<td>0.2158 ± 0.0006</td>
<td>0.2126 ± 0.0006</td>
</tr>
<tr>
<td>$S_8$</td>
<td>0.1890 ± 0.0005</td>
<td>0.1903 ± 0.0005</td>
<td>0.2132 ± 0.0006</td>
<td>0.2151 ± 0.0006</td>
</tr>
<tr>
<td>$A_{FB}$</td>
<td>0.1913 ± 0.0005</td>
<td>0.1881 ± 0.0005</td>
<td>0.2209 ± 0.0006</td>
<td>0.2073 ± 0.0006</td>
</tr>
</tbody>
</table>

which has to be in the range where the fit is performed. This corresponds to the mass window from 4500 MeV/$c^2$ to 5800 MeV/$c^2$ for the rare mode $B^0 \rightarrow K^{*0} e^+ e^-$ and from 4800 MeV/$c^2$ to 5800 MeV/$c^2$ for the resonant mode $B^0 \rightarrow K^{*0} J/\psi (\rightarrow e^+ e^-)$. The corresponding ranges for muons are from 5150 MeV/$c^2$ to 5800 MeV/$c^2$ and from 5150 MeV/$c^2$ to 5400 MeV/$c^2$, respectively. In order to take the corrections to the simulation into account (see Section 6.6), the sum of the weights is used instead of the yield when computing $N_{\text{rec}}$. For a given $S_i$ category, the efficiency uncertainty is computed as

$$\sigma_e = \sqrt{\frac{c(1-c)}{N_{\text{gen}}}}$$

if no weights are used, and as

$$\sigma_e = \sqrt{\frac{c(1-c)}{N_{\text{gen}}} \frac{\sum_i w_i^2}{(\sum_i w_i)^2}}$$

if the weights are taken into account.

Since the simulation sample does not reflect the fact that the statistics collected in 2012 is nearly twice that of 2011, the efficiency is evaluated separately for 2011 and 2012 and the weighted average with the abundance observed in data is used as total efficiency. The computed efficiencies for the $B^0 \rightarrow K^{*0} e^+ e^-$, $B^0 \rightarrow K^{*0} \mu^+ \mu^-$, $B^0 \rightarrow K^{*0} J/\psi (\rightarrow e^+ e^-)$, and $B^0 \rightarrow K^{*0} J/\psi (\rightarrow \mu^+ \mu^-)$ decays are reported in Tables 6.5, 6.6, 6.7, and 6.8 respectively. The values are given separately for the $S_i^+$ and $S_i^-$ categories.
Table 6.6: Efficiencies for the $B^0 \rightarrow K^{*0} \mu^+ \mu^-$ decay in the low and central $q^2$ bins, separately for the $S_i^+$ and $S_i^-$ categories.

<table>
<thead>
<tr>
<th>$S_i$</th>
<th>$\epsilon^+$ low $q^2$ (%)</th>
<th>$\epsilon^-$ low $q^2$ (%)</th>
<th>$\epsilon^+$ central $q^2$ (%)</th>
<th>$\epsilon^-$ central $q^2$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_4$</td>
<td>0.6201 ± 0.0016</td>
<td>0.5780 ± 0.0015</td>
<td>0.6611 ± 0.0016</td>
<td>0.6814 ± 0.0016</td>
</tr>
<tr>
<td>$S_5$</td>
<td>0.6417 ± 0.0016</td>
<td>0.5484 ± 0.0015</td>
<td>0.6374 ± 0.0015</td>
<td>0.7013 ± 0.0016</td>
</tr>
<tr>
<td>$S_7$</td>
<td>0.5739 ± 0.0015</td>
<td>0.6269 ± 0.0016</td>
<td>0.6904 ± 0.0016</td>
<td>0.6537 ± 0.0015</td>
</tr>
<tr>
<td>$S_8$</td>
<td>0.6083 ± 0.0016</td>
<td>0.5923 ± 0.0015</td>
<td>0.6734 ± 0.0016</td>
<td>0.6708 ± 0.0016</td>
</tr>
<tr>
<td>$A_{FB}$</td>
<td>0.6195 ± 0.0016</td>
<td>0.5834 ± 0.0015</td>
<td>0.6892 ± 0.0016</td>
<td>0.6547 ± 0.0015</td>
</tr>
</tbody>
</table>

Table 6.7: Efficiencies for the $B^0 \rightarrow K^{*0} J/\psi (\rightarrow e^+ e^-)$ decay, separately for the $S_i^+$ and $S_i^-$ categories.

<table>
<thead>
<tr>
<th>$S_i$</th>
<th>$\epsilon^+$ (%)</th>
<th>$\epsilon^-$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_4$</td>
<td>0.2031 ± 0.0005</td>
<td>0.2150 ± 0.0005</td>
</tr>
<tr>
<td>$S_5$</td>
<td>0.2103 ± 0.0005</td>
<td>0.2095 ± 0.0005</td>
</tr>
<tr>
<td>$S_7$</td>
<td>0.2087 ± 0.0005</td>
<td>0.2111 ± 0.0005</td>
</tr>
<tr>
<td>$S_8$</td>
<td>0.2099 ± 0.0005</td>
<td>0.2099 ± 0.0005</td>
</tr>
<tr>
<td>$A_{FB}$</td>
<td>0.2101 ± 0.0005</td>
<td>0.2097 ± 0.0005</td>
</tr>
</tbody>
</table>

In the cross-checks discussed in Section 7.2, the absolute efficiency is computed without distinguishing between the $S_i^+$ and $S_i^-$ categories. This is done by using the same formulas described above, but without splitting the samples in the two categories. If the measurement is quoted in a given bin of $q^2$, the generation-level and reconstruction-level samples used to compute $N_{gen}^{q^2,\pm}$ and $N_{rec}^{q^2,\pm}$ are required to have true $q^2$, the first, and reconstructed $q^2$, the second, in the quoted interval. This is the case for the $R_K$ measurement, which is quoted in either the low or the central $q^2$ bin. The situation is different for the $R_{J/\psi}$ measurement, which is expected to be unity in the full $q^2$ range.

### 6.8.2 Efficiency parametrisation

The reconstruction, trigger, and selection criteria described above modify the distribution of the signal candidates in $q^2$, $\cos \theta_{\ell}$, $\cos \theta_K$, and $\phi$. This efficiency has to be taken into account in the measurement of the $S_i$ observables, since the latter are computed as yield asymmetries between two categories of signal candidates, $S_i^+$ and $S_i^-$, whose separation is based on the reconstructed values of the decay angles. In the measurement of the $S_i$ observables in data, this effect is taken into account as reported in Eq. (6.1). An alternative approach is used in the method validation discussed in Section 7.3.2 and is briefly described here.

Instead of assigning an efficiency to the $S_i^+$ and $S_i^-$ samples, an event-by-event correction is applied. This correction is obtained from the parametrisation of the efficiency as a function of $q^2$, $\cos \theta_{\ell}$, $\cos \theta_K$, and $\phi$, by comparing the distributions of the generated candidates to the resulting distributions after the reconstruction, trigger, and selection requirements are applied. The correction is tailored to candidates in different decay modes, $q^2$ bins, and trigger categories.

The four-dimensional distributions of the generated and selected candidates are parametrised
Table 6.8: Efficiencies for the $B^0 \rightarrow K^0 J/\psi \rightarrow \mu^+ \mu^-$ decay, separately for the $S^+_i$ and $S^-_i$ categories.

<table>
<thead>
<tr>
<th>$S_i$</th>
<th>$\epsilon^+ (%)$</th>
<th>$\epsilon^- (%)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_4$</td>
<td>$0.8569 \pm 0.0013$</td>
<td>$0.9180 \pm 0.0014$</td>
</tr>
<tr>
<td>$S_5$</td>
<td>$0.8925 \pm 0.0014$</td>
<td>$0.8908 \pm 0.0014$</td>
</tr>
<tr>
<td>$S_7$</td>
<td>$0.8902 \pm 0.0014$</td>
<td>$0.8930 \pm 0.0014$</td>
</tr>
<tr>
<td>$S_8$</td>
<td>$0.8905 \pm 0.0014$</td>
<td>$0.8928 \pm 0.0014$</td>
</tr>
<tr>
<td>$A_{FB}$</td>
<td>$0.8908 \pm 0.0014$</td>
<td>$0.8925 \pm 0.0014$</td>
</tr>
</tbody>
</table>

Figure 6.31: Distribution of the $q^2$ (top left), $\cos \theta_\ell$ (top right), $\cos \theta_K$ (bottom left), and $\phi$ (bottom right) variables for generation-level $B^0 \rightarrow K^0 e^+ e^-$ candidates in the low $q^2$ bin. The corresponding parametrisation in terms of Legendre polynomials is shown by the blue solid line.

According to

$$\epsilon(q^2, \cos \theta_\ell, \cos \theta_K, \phi) = \sum c_{ijk} L_h(q^2) L_i(\cos \theta_\ell) L_j(\cos \theta_K) L_k(\phi'),$$

where $L_n(x)$ is the Legendre polynomial of order $n$ in the variable $x$, with $x$ having values in the range $[-1, 1]$. In this range, the Legendre polynomials are orthogonal and satisfy the following relation:

$$\int_{-1}^{1} L_n(x)L_m(x)dx = \frac{2}{2n+1} \delta_{mn},$$

where $\delta_{mn}$ is the Kronecker delta. The primed variables $q'^2$ and $\phi'$ in the formula above highlight the fact that, while $\cos \theta_\ell$ and $\cos \theta_K$ are already in the desired range, a change of variables is needed.
for $q^2$ and $\phi$. The following change of variables is applied to $q^2$:

$$q'^2 = \frac{2q^2 - q^2_{\text{min}} - q^2_{\text{max}}}{q^2_{\text{max}} - q^2_{\text{min}}} ,$$

where $q^2_{\text{min}}$ and $q^2_{\text{max}}$ are 0.1 GeV$^2$/c$^4$ and 1.1 GeV$^2$/c$^4$, for the low $q^2$ bin, and 1.1 GeV$^2$/c$^4$ and 7.0 GeV$^2$/c$^4$, for the central $q^2$ bin. The values of $\phi$ are instead transformed according to

$$\phi' = \frac{\phi}{\pi} ,$$
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6.8. EFFICIENCY CALCULATION

Figure 6.34: Distribution of the $q^2$ (top left), $\cos\theta_\ell$ (top right), $\cos\theta_K$ (bottom left), and $\phi$ variables for reconstruction-level $B^0 \rightarrow K^{*0}e^+e^-$ candidates in the central $q^2$ bin. The corresponding parametrisation in terms of Legendre polynomials is shown by the blue solid line.

The coefficients $c_{hijk}$ are computed by means of a principal moment analysis. The corrections of the simulation discussed in Section 6.6.2 and 6.6.3 are taken into account when computing the coefficients. The maximum order of the Legendre polynomials in $q^2$, $\cos\theta_\ell$, $\cos\theta_K$, and $\phi$ corresponds to the lowest order that allows a good description of the distributions of the simulated candidates. The same orders are used for the $B^0 \rightarrow K^{*0}e^+e^-$ and $B^0 \rightarrow K^{*0}\mu^+\mu^-$ modes. In particular, Legendre polynomials of order up to the 10, 8, 4, and 10 (10, 4, 4, 10) are used to parametrise the $q^2$, $\cos\theta_\ell$, $\cos\theta_K$, and $\phi$ distributions of the generation-level samples in the low (central) $q^2$ bin, while Legendre polynomials of order up to the 5, 8, 6, and 5, are used to parametrise the distributions of the reconstruction-level samples, using the same orders for the low and central $q^2$ bins. The different choice for generation-level and reconstruction-level samples is due to the lower statistics in the latter, which makes the parametrisation too sensitive to statistical fluctuations if higher orders are taken into account. For simplicity, the same maximum orders are adopted in the parametrisation of the reconstruction-level distributions of all decay modes, $q^2$ bins, and trigger categories.

As a cross-check, the coefficients $c_{hijk}$ of the generation-level $B^0 \rightarrow K^{*0}e^+e^-$ candidates in the central $q^2$ bin and the generation-level $B^0 \rightarrow K^{*0}J/\psi$ ($\rightarrow e^+e^-$) candidates are recomputed by requiring $\cos\theta_\ell$ and $\phi'$ to have distributions symmetric around zero. This allows to set to zero the coefficients corresponding to an odd order of $\cos\theta_\ell$, $\phi'$, or both. The non-vanishing coefficients are then compared to those obtained without the symmetry requirement and are found to be compatible.

The efficiency is taken into account by weighting each simulated candidate by $w^e = \epsilon^e_{\text{gen}}/\epsilon^e_{\text{rec}}$, with $\epsilon^e_{\text{gen}}$ and $\epsilon^e_{\text{rec}}$ being the efficiencies of the generated and selected distributions. The sum of these acceptance weights is then used in the method validation described in Section 7.3.2. The acceptance
weights could be taken into account in the fit to the data candidates described in Section 7.1 instead of dividing the signal yields obtained from the fit by the absolute efficiency. However, it is preferred to follow the approach described in Eq. (6.1), since the acceptance weights have a large uncertainty due to the limited statistics of the reconstruction-level samples from which they are obtained.

The parametrisations of the $q^2$, $\cos \theta_\ell$, $\cos \theta_K$, and $\phi$ distributions of the generation-level $B^0 \to K^{*0} e^+ e^-$ candidates are shown in Figs. 6.31 and 6.32, respectively for the low and central $q^2$ bins. The parametrisation of the generation-level $B^0 \to K^{*0} J/\psi (\to e^+ e^-)$ candidates is shown in Fig. 6.33. The distributions after the reconstruction, trigger, and selection criteria are applied are shown in Fig. 6.34 for the $B^0 \to K^{*0} e^+ e^-$ candidates in the L0E trigger category. Similar plots are available for the other two trigger categories.
This chapter describes the fit to the invariant mass of the $B^0 \rightarrow K^{*0} \ell^+\ell^-$ candidates in simulation and data and presents the results of the $S_i$ and $\Delta S_i$ measurements for decays to electrons and to muons in the low and central $q^2$ regions. The method validation and the cross-checks that are performed are also discussed. The chapter ends with a discussion of the implications of the results and an overview of the future prospects.

## 7.1 Mass fits

The measurement of the $S_i$ and $\Delta S_i$ observables requires to determine the signal yields and the efficiencies of Eq. (6.1). The strategy to compute the efficiencies is described in Section 6.8, while the procedure to determine the signal yields is discussed here.

The signal yields are obtained from an unbinned extended maximum likelihood fit to the invariant mass of the $B^0 \rightarrow K^{*0} \ell^+\ell^-$ candidates in data. In particular, the PV-constrained $B^0$ invariant mass is used in the fit. A fit of the full data sample, without distinguishing between the $S_i^+$ and $S_i^-$ categories, is performed in order to validate the choice of the model. The mass fit is performed independently for the low and central $q^2$ bins. Some of the parameters of the model are obtained from simulation and, for the decay to electrons, also from a fit of the PV-constrained $B^0$ invariant mass distribution of the $B^0 \rightarrow K^{*0} J/\psi (\rightarrow e^+e^-)$ data candidates. Since some parameters of the model are expected to be common between the rare and the resonant mode, this approach allows to use the large statistics available in the resonant mode to compute the best-fit values of the rare mode. For the decay to electrons, the three trigger categories LOE, L0H, and L0TIS are combined together in the fit to the data.

The corrections of the simulation are included in the mass fit by weighting each simulated candidate by the total weight resulting from the corrections described in Sections 6.6.2 and 6.6.3.
The weights are included in the likelihood as follows:

$$L = - \sum_{e=1}^{N} w_e \times \log P(\Omega, m_e),$$

where the sum runs over the number of signal candidates in the sample. The parameter uncertainties are estimated using an approximate method that guarantees the correct coverage in the case of weighted fits. The method consists in computing a corrected covariance matrix $V'$ as follows:

$$V' = VC^{-1}V,$$

where $V$ and $C$ are the covariance matrices obtained from two different weighted fits, one using the weights $w_e$ and the other using the squared weights $w_e^2$.

### 7.1.1 Electron mode

The signal, which corresponds to $B^0 \rightarrow K^{*0} e^+ e^-$ decays, is described by the sum of a DCB and a Gaussian distribution:

$$PDF_{\text{sig}} = f_{\text{DCB}} \cdot \text{DCB}(\mu_{\text{DCB}}, \sigma_{\text{DCB}}, n_1, n_2, \alpha_1, \alpha_2, f) + (1 - f_{\text{DCB}})G(\mu_G, \sigma_G),$$

where $f_{\text{DCB}}$ is the fraction of the DCB contribution with respect to the total PDF, $\mu_{\text{DCB}}$, $\sigma_{\text{DCB}}$, $n_1$, $n_2$, $\alpha_1$, $\alpha_2$, and $f$ are the parameters of the DCB, as described in Section 6.6.2, and $\mu_G$ and $\sigma_G$ are the mean and width of the Gaussian distribution. The same model is used to parametrise the mass distribution of the $B^0 \rightarrow K^{*0} J/\psi \rightarrow e^+ e^-$ candidates. The DCB allows to parametrise the radiative tail of the decays to electrons and the effect of the bremsstrahlung overcorrection, which is visible in the high-mass sideband.

The results of the fit to the $B^0 \rightarrow K^{*0} e^+ e^-$ simulated candidates in the low and central $q^2$ bins are shown in Fig. 7.1, while the results obtained from the $B^0 \rightarrow K^{*0} J/\psi \rightarrow e^+ e^-$ simulated candidates are shown in Fig. 7.2. In both cases, the fit is performed separately for the three trigger categories.

When fitting the data, the tail parameters of the DCB (that is, $n_1$, $n_2$, $\alpha_1$, and $\alpha_2$), the mean and width of the DCB and of the Gaussian distribution (that is, $\mu_{\text{DCB}}$, $\sigma_{\text{DCB}}$, $\mu_G$, and $\sigma_G$), and the relative fraction between the two CBs (that is, $f$) are fixed to the corresponding values obtained from simulation, independently for each trigger category and separately for the low and central $q^2$ bins of the rare mode and the single $q^2$ bin of the resonant mode. In order to be less sensitive to detector effects that are not well reproduced in the simulation, the values of the mean and width parameters are allowed to shift and scale with respect to the values obtained from simulation, respectively. The shift of the mean and the scale factor of the width, which are common to the DCB and the Gaussian distribution, are obtained from the data fit of the resonant mode, since the statistics of the rare mode does not allow to extract this information reliably. Finally, the relative fraction between the DCB and the Gaussian distribution, $f_{\text{DCB}}$, is also obtained from the data fit of the resonant mode.

In addition to the signal, the following contributions are modelled in the invariant mass of the rare mode:

- combinatorial background, described by an exponential distribution;
Figure 7.1: Distribution of the $B^0 \to K^{*0} e^+ e^-$ simulated candidates (black points with error bars) and corresponding weighted fit (solid blue line) for the low (left) and central (right) $q^2$ bins and for the L0E (top), L0H (middle), and L0TIS (bottom) trigger categories. The residuals are also shown.

- background due to partially reconstructed decays, described by a non-parametric PDF based on KDE;
- for the central $q^2$ bin only, background due to $B^0 \to K^{*0} J/\psi \ (e^+ e^-)$ decays leaking in the central $q^2$ region, described by a non-parametric PDF similar to the one above.

The template describing the background due to partially reconstructed decays is obtained from simulation. This is done by using a sample consisting of a mixture of $B^+ \to K^+ e^+ e^-$ and $B^+ \to K^{*+}(1430)^+ e^+ e^-$ decays. A weight is assigned to the candidates of each decay mode in order to reproduce the proportion of $K^+_1 : K^{*+}$ corresponding to $2 : 1$, which is based on previous studies [34]. A weighted unbinned extended maximum likelihood fit is then performed using the non-parametric PDF. The fit results are shown in Fig. 7.3 separately for the low and central $q^2$ bins and for the
three trigger categories. A second method is planned to be investigated during the evaluation of the systematic uncertainty. In this second method, the $B^+ \rightarrow K^+ e^+ e^-$ simulation sample with a flat $(K\pi\pi)$ invariant mass is reweighted according to the $K^+ \pi^+ \pi^-$ invariant mass distribution observed in data and the resulting distribution is fitted with the non-parametric PDF.

The template describing the background due to $B^0 \rightarrow K^{*0} J/\psi (\rightarrow e^+ e^-)$ decays leaking in the central $q^2$ region is obtained in a similar way by fitting the $B^0 \rightarrow K^{*0} J/\psi (\rightarrow e^+ e^-)$ simulation sample with a non-parametric PDF. The fit results are shown in Fig. 7.4 separately for the three trigger categories.

When fitting the data, the yield of this background contribution, $N_{J/\psi \text{ leak}}$, is constrained to the yield of the $B^0 \rightarrow K^{*0} J/\psi (\rightarrow e^+ e^-)$ signal, $N_{J/\psi \text{ sig}}$, which is left free to vary in the fit of the resonant mode. The constraint consists in requiring that

$$N_{J/\psi \text{ leak}} = N_{J/\psi \text{ sig}} \cdot \frac{N_{MC \text{ leak}}}{N_{MC \text{ sig}}} ,$$

where $N_{MC \text{ leak}}$ and $N_{MC \text{ sig}}$ are the yields of $B^0 \rightarrow K^{*0} J/\psi (e^+ e^-)$ simulated decays leaking in the central $q^2$ region and falling in the $q^2$ region corresponding to the resonant mode, respectively.

As a result, the model for the $B^0 \rightarrow K^{*0} e^+ e^-$ candidates in the low $q^2$ bin can be written as

$$PDF_{low} = N_{sig} \cdot PDF_{sig} + N_{comb} \cdot PDF_{comb} + N_{part \text{ reco}} \cdot PDF_{part \text{ reco}} ,$$
Figure 7.3: Distribution of the background due to partially reconstructed decays in the low (top) and central (bottom) $q^2$ bin (black points with error bars) and corresponding weighted fit (solid blue line) for the $L0E$ (left), $L0H$ (center), and $L0TIS$ (right) trigger categories. The residuals are also shown.

Figure 7.4: Distribution of the $B^0 \rightarrow K^{*0} J/\psi \rightarrow e^+ e^-$ simulated candidates leaking in the central $q^2$ bin (black points with error bars) and corresponding weighted fit (solid blue line) for the $L0E$ (left), $L0H$ (center), and $L0TIS$ (right) trigger categories. The residuals are also shown.

while the one for the $B^0 \rightarrow K^{*0} e^+ e^-$ candidates in the central $q^2$ bin can be written as

$$PDF_{\text{central}} = \mathcal{N}_{\text{sig}} \cdot PDF_{\text{sig}} + \mathcal{N}_{\text{comb}} \cdot PDF_{\text{comb}} + \mathcal{N}_{\text{part reco}} \cdot PDF_{\text{part reco}} + \mathcal{N}_{J/\psi \text{ leak}} \cdot PDF_{J/\psi \text{ leak}}.$$  

Due to the low statistics available in the data sample of the rare mode, all components of the formulas above except the combinatorial background consist of the weighted sum of the templates of the three trigger categories. The relative abundance of each trigger category is obtained from simulation. The impact of this choice on the results is taken into account as systematic uncertainty.

In the fit to the control mode, the following contributions are considered in addition to the signal:

- $B_s^0 \rightarrow K^{*0} J/\psi \rightarrow e^+ e^-$ decays, described by the same model of the signal, with a mass shift corresponding to the difference between the $B_s^0$ and $B^0$ nominal masses, as reported in Ref. [15];

- combinatorial background, described by an exponential distribution.

Three additional background contributions are investigated but not included in the model since their yields are found to be negligible with respect to the total yield. These contributions are
Table 7.1: Results of the fit to the $B^0 \rightarrow K^{*0}e^+e^-$ data candidates in the low and central $q^2$ bins.

<table>
<thead>
<tr>
<th>Component</th>
<th>Yield at low $q^2$</th>
<th>Yield at central $q^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B^0 \rightarrow K^{*0}e^+e^-$</td>
<td>$78^{+16}_{-15}$</td>
<td>$188^{+27}_{-27}$</td>
</tr>
<tr>
<td>combinatorial background</td>
<td>$204^{+40}_{-50}$</td>
<td>$1284^{+90}_{-80}$</td>
</tr>
<tr>
<td>partially reconstructed decays</td>
<td>$95^{+39}_{-36}$</td>
<td>$276^{+70}_{-70}$</td>
</tr>
</tbody>
</table>

Table 7.2: Results of the fit to the $B^0 \rightarrow K^{*0}J/\psi \ (\rightarrow e^+e^-)$ data candidates.

<table>
<thead>
<tr>
<th>Component</th>
<th>Yield in L0E</th>
<th>Yield in L0H</th>
<th>Yield in LOTIS</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B^0 \rightarrow K^{*0}J/\psi \ (\rightarrow e^+e^-)$</td>
<td>$34901^{+150}_{-139}$</td>
<td>$2956^{+70}_{-80}$</td>
<td>$9115^{+100}_{-90}$</td>
</tr>
<tr>
<td>combinatorial background</td>
<td>$14^{+28}_{-3}$</td>
<td>$19^{+60}_{-60}$</td>
<td>$1.1^{+1.1}_{-1.1}$</td>
</tr>
</tbody>
</table>

the background due to partially reconstructed decays, which is vetoed by requiring the PV- and $J/\psi$-constrained $B^0$ invariant mass of the candidates to be larger than $5150$ MeV/$c^2$, the background due to $A_b^0$ decays, which is vetoed by the selection requirements in Section 6.7.2 and the background due to $B^0 \rightarrow K^{*0}\psi(2S) \ (\rightarrow e^+e^-)$ decays leaking in the $q^2$ region between 7.0 and 11.0 GeV/$c^4$.

Due to the much larger statistics, the combination of the three trigger categories is not needed when fitting the data sample of the resonant mode.

In summary, the following parameters are left free to vary in the fit to the $B^0 \rightarrow K^{*0}J/\psi \ (\rightarrow e^+e^-)$ data candidates:

- $f_{DCB}$, the shift of the mean, and the scale factor of the width (three parameters);
- the signal yield of the resonant mode (one parameter);
- the yield and slope of the combinatorial background (two parameters).

The following parameters are left free to vary in the fit to the $B^0 \rightarrow K^{*0}e^+e^-$ data candidates, independently for the low and central $q^2$ bins:

- the signal yields (two parameters);
- the yield and slope of the combinatorial background (four parameters);
- the yield of the background due to partially reconstructed decays (two parameters).

The results of the fit to the data are shown in Fig. 7.5 for the rare mode and in Fig. 7.6 for the resonant mode. The signal and background yields obtained from the fit are shown in Table 7.1 for the rare mode and in Table 7.2 for the resonant mode.

### 7.1.2 Muon mode

The $B^0 \rightarrow K^{*0}\mu^+\mu^-$ data candidates are fitted with the sum of a DCB for the signal and an exponential distribution for the combinatorial background. Due to the good mass resolution of the muon mode, the contamination from $B^0 \rightarrow K^{*0}J/\psi \ (\rightarrow \mu^+\mu^-)$ decays leaking to the central $q^2$ bin is
negligible and is hence not modelled in the fit. The background due to partially reconstructed decays is not taken into account in the model since it is expected to be negligible in the mass window from 5150 to 5800 MeV/c² where the fit is performed.

The template for fitting the data is partially obtained from simulation, similarly to what discussed in Section 7.1.1. The parameters fixed from the fit to the $B^0 \rightarrow K^{*0} \mu^+ \mu^-$ simulated candidates are those corresponding to the tails of the DCB, namely $\alpha_1$, $\alpha_2$, $n_1$, $n_2$, and the relative fraction of one CB with respect to the other, that is, $f$. When fitting the data sample, the mean and width of the DCB are allowed to respectively shift and scale with respect to the values obtained from simulation. An unbinned extended maximum likelihood fit is performed to determine the signal and background yields. The fit results are shown in Fig. 7.7 for simulation and in Fig. 7.8 for data.

The resonant mode is fitted with the same template used to parametrise the mass distribution of the $B^0 \rightarrow K^{*0} J/\psi \rightarrow e^+ e^-$ candidates. The fit results for the $B^0 \rightarrow K^{*0} J/\psi \rightarrow \mu^+ \mu^-$ simulated and data candidates are shown in Fig. 7.9.

The signal and background yields obtained from the fit are shown in Table 7.3 for the rare mode and in Table 7.4 for the resonant mode.
7.2 Cross-checks

Two cross-checks are performed. The first is a measurement of $R_{J/\psi}$ in the full $q^2$ spectrum and the second is a measurement of $R_{K^*}$ in the low and central $q^2$ bins. The results are compared to the latest measurement by the LHCb collaboration [34].

7.2.1 Measurement of $R_{J/\psi}$

The first cross-check consists in measuring the ratio between the $B^0 \rightarrow K^{*0} J/\psi \rightarrow e^+ e^-$ and $B^0 \rightarrow K^{*0} J/\psi \rightarrow \mu^+ \mu^-$ branching fractions in the full spectrum of $q^2$. This is expected to be equal...
to unity. The value of \( R_{J/\psi} \) is computed according to

\[
R_{J/\psi} = \frac{B(B^0 \rightarrow K^{*0} J/\psi \rightarrow \mu^+\mu^-)}{B(B^0 \rightarrow K^{*0} J/\psi \rightarrow e^+e^-)} = \frac{N(B^0 \rightarrow K^{*0} J/\psi \rightarrow \mu^+\mu^-)}{N(B^0 \rightarrow K^{*0} J/\psi \rightarrow e^+e^-)} \cdot \frac{\epsilon_{J/\psi \rightarrow ee}}{\epsilon_{J/\psi \rightarrow \mu\mu}},
\]

Figure 7.7: Distribution of the \( B^0 \rightarrow K^{*0} \mu^+\mu^- \) simulated candidates (black points with error bars) and corresponding weighted fit (solid blue line) for the low (left) and central (right) \( q^2 \) bins. The residuals are also shown.

Figure 7.8: Distribution of the \( B^0 \rightarrow K^{*0} \mu^+\mu^- \) data candidates (black points with error bars) and corresponding fit (solid blue line) for the low (left) and central (right) \( q^2 \) bins. The residuals are also shown.

Figure 7.9: Distribution of the \( B^0 \rightarrow K^{*0} J/\psi \) \( (\rightarrow \mu^+\mu^-) \) candidates (black points with error bars) and corresponding fit (solid blue line) for the simulated (left) and data (right) candidates in the L0M trigger category. The residuals are also shown.
where $N(B^0 \to K^{*0}J/\psi(\to \mu^+\mu^-))$ and $N(B^0 \to K^{*0}J/\psi(\to e^+e^-))$ are the yields of the $B^0 \to K^{*0}J/\psi (\to \mu^+\mu^-)$ and $B^0 \to K^{*0}J/\psi (\to e^+e^-)$ decays and $\epsilon_{J/\psi\to\mu\mu}$ and $\epsilon_{J/\psi\to e\epsilon}$ are the absolute efficiencies of the two decay modes. It is important to note that this is a stringent test, since some of the systematic uncertainties do not simplify in the ratio between muons and electrons, as they do in the second cross-check.

The yields are obtained similarly to what discussed in the previous section. The absolute efficiencies are evaluated from the relevant simulation samples as described in Section 6.8.1, without any requirement on the true $q^2$ of the generated candidates. The results are shown in Table 7.5 and have to be compared with $R_{J/\psi} = 1.043 \pm 0.006\text{ (stat.)} \pm 0.045\text{ (syst.)}$ measured by LHCb [34]. One important consideration is that only the statistical uncertainty is taken into account in the $R_{J/\psi}$ cross-check. According to the LHCb measurement, this is expected to be a minor contribution compared to the much larger systematic uncertainty. Therefore, the evaluation of the systematic uncertainty is needed in order to properly compare the two results. In addition, a larger systematic uncertainty is expected for the measurement in the L0TIS trigger category. This is due to the trigger efficiency correction, that is obtained from a sample with limited statistics. Assuming the same systematic uncertainty for this cross-check and the LHCb measurement, the obtained values show that the mass fit procedure and the computation of the absolute efficiencies are sound.

### 7.2.2 Measurement of $R_{K^*}$

The value of $R_{K^*}$ is computed according to the following double ratio:

$$R_{K^*} = \frac{N(B^0 \to K^{*0}\mu^+\mu^-)}{N(B^0 \to K^{*0}e^+e^-)} \cdot \frac{\epsilon_{ee}}{\epsilon_{\mu\mu}} \cdot \frac{N(B^0 \to K^{*0}J/\psi(\to e^+e^-))}{N(B^0 \to K^{*0}J/\psi(\to \mu^+\mu^-))} \cdot \frac{\epsilon_{J/\psi\to\mu\mu}}{\epsilon_{J/\psi\to e\epsilon}}.$$

In the formula, $N(B^0 \to K^{*0}\mu^+\mu^-)$ and $N(B^0 \to K^{*0}e^+e^-)$ are the yields of the $B^0 \to K^{*0}\mu^+\mu^-$ and $B^0 \to K^{*0}e^+e^-$ decays, $\epsilon_{ee}$ and $\epsilon_{\mu\mu}$ are the absolute efficiencies of the two decay modes, and the remaining symbols are as described in Section 7.2.1. The double ratio approach helps to reduce the systematic uncertainties that are common to rare and resonant modes.

The yield of each decay mode is obtained from an unbinned extended maximum likelihood fit of the relevant data sample, with the templates described in this chapter. The absolute efficiencies are
7.3 Measurement of the $S_i$ and $\Delta S_i$ observables

The $S_i$ observables are measured by simultaneously fitting the candidates in the $S_i^+$ and $S_i^-$ categories. The same models described in Section 7.1 are used in the fit. In particular, the data candidates in the $S_i^+$ and $S_i^-$ categories are fitted simultaneously with the same model, except for few parameters computed from the corrected simulation samples as detailed in Section 6.8. Since the $R_{K^*}$ value is measured in bins of $q^2$, a selection on the true $q^2$ of the generated candidates is applied in the efficiency calculation. The results are found to be compatible with those measured in Ref. [34] for both bins of $q^2$. It is important to note, however, that due to the different definition of the $q^2$ bins between this analysis and the measurement in Ref. [34], the $R_{K^*}$ values are not expected to be exactly the same.

The relative uncertainties on the values measured in this cross-check are shown in Table 7.6, where they are compared to the corresponding uncertainties of the measurement performed at LHCb [34]. The table shows also the signal yields obtained from the fit to the $B^0 \rightarrow K^{*0}e^+e^-$ data candidates in this cross-check and in the measurement in Ref. [34]. Since the $R_{K^*}$ measurement performed in this thesis is a consistency check with respect to previous LHCb results, the measured central value is not shown.

The different choice of the low $q^2$ bin, which starts at $0.1 \text{ GeV}^2/c^4$ instead of $0.045 \text{ GeV}^2/c^4$ as in the measurement of Ref. [34], reduces the statistics available but allows to compare muons and electrons in a kinematic region in which their behaviour is expected to be universal [133]. The signal yield in the central $q^2$ bin is significantly larger than in the measurement of Ref. [34] due to the choice of extending the bin up to $7.0 \text{ GeV}^2/c^4$ instead of $6.0 \text{ GeV}^2/c^4$. This is possible because of the selection on the constrained $q^2$ discussed in Section 6.7.4.
7.3. MEASUREMENT OF THE Sᵢ AND ΔSᵢ OBSERVABLES

Table 7.7: Values of the Sᵢ observables used in the generation of the B⁰ → K⁺⁻µ⁺µ⁻ pseudo-experiments in the SM scenario, compared to the values measured with the counting method approach.

<table>
<thead>
<tr>
<th>Sᵢ</th>
<th>Generated</th>
<th>Low q²</th>
<th>Central q²</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Generated</td>
<td>Measured</td>
<td>Measured</td>
</tr>
<tr>
<td>S₁</td>
<td>0.065</td>
<td>-0.09±0.11</td>
<td>0.137</td>
</tr>
<tr>
<td>S₂</td>
<td>0.193</td>
<td>0.25±0.09</td>
<td>-0.186</td>
</tr>
<tr>
<td>S₇</td>
<td>0.000</td>
<td>0.01±0.09</td>
<td>0.000</td>
</tr>
<tr>
<td>S₈</td>
<td>0.000</td>
<td>-0.01±0.11</td>
<td>0.000</td>
</tr>
<tr>
<td>A_FN</td>
<td>0.111</td>
<td>0.12±0.06</td>
<td>-0.049</td>
</tr>
</tbody>
</table>

Table 7.8: Values of the Sᵢ observables used in the generation of the B⁰ → K⁺⁻µ⁺µ⁻ pseudo-experiments in the NP scenario, compared to the values measured with the counting method approach.

<table>
<thead>
<tr>
<th>Sᵢ</th>
<th>Generated</th>
<th>Low q²</th>
<th>Central q²</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Generated</td>
<td>Measured</td>
<td>Measured</td>
</tr>
<tr>
<td>S₁</td>
<td>0.036</td>
<td>-0.06 ± 0.11</td>
<td>0.137</td>
</tr>
<tr>
<td>S₂</td>
<td>0.242</td>
<td>0.29±0.09</td>
<td>-0.063</td>
</tr>
<tr>
<td>S₇</td>
<td>0.000</td>
<td>0.00±0.09</td>
<td>0.000</td>
</tr>
<tr>
<td>S₈</td>
<td>0.000</td>
<td>0.00±0.10</td>
<td>0.000</td>
</tr>
<tr>
<td>A_FN</td>
<td>0.128</td>
<td>0.14±0.07</td>
<td>0.051</td>
</tr>
</tbody>
</table>

that are allowed to vary independently for the Sᵢ⁻ and S⁺ᵢ categories. Namely, these are the yield of the signal and the yield and slope of the combinatorial background, for the B⁰ → K⁺⁻µ⁺µ⁻ mode, and the yield of the signal, the yield and slope of the combinatorial background, and the yield of the partially reconstructed decays, for the B⁰ → K⁺⁻e⁺e⁻ mode.

The expected sensitivity based on the statistics observed in data is estimated from signal-only pseudo-experiments, as described in Section 7.3.1. The counting method approach is validated using both simulation and data (see Section 7.3.2) and is then used to compute the values of the Sᵢ and ΔSᵢ observables of the B⁰ → K⁺⁻e⁺e⁻ and B⁰ → K⁺⁻µ⁺µ⁻ decays, which are given in Section 7.3.3

7.3.1 Sensitivity studies

The sensitivity of the S₁, S₂, S₇, S₈, and A_FN measurements is studied using several ensembles of simulated pseudo-experiments of B⁰ → K⁺⁻µ⁺µ⁻ and B⁰ → K⁺⁻e⁺e⁻ decays. The B⁰ → K⁺⁻µ⁺µ⁻ decays are generated according to the SM and NP values of the angular observables shown in Tables 7.7 and 7.8. The NP scenario corresponds to NP contributions to the C_{9_u} Wilson coefficient only, with C_{9_u}^{NP} = -1.4. This is one of the NP scenarios considered in Section 6.1.2. The B⁰ → K⁺⁻e⁺e⁻ decays are instead generated according to the SM values reported in Table 7.9. It is important to note that no uncertainty is associated to the values used in the generation of the pseudo-experiments. However, this can be non-negligible even for SM predictions, as shown in Fig. 6.2. The B⁰ → K⁺⁻µ⁺µ⁻ and B⁰ → K⁺⁻e⁺e⁻ decays are generated in two regions of q², following the choice of the low and central q² bins adopted in this analysis. A total of 500 pseudo-experiments are generated for each model, decay mode, and q² bin. The signal yield of the pseudo-experiments is allowed to fluctuate according
Table 7.9: Values of the $S_i$ observables used in the generation of the $B^0 \to K^{*0}e^+e^-$ pseudo-experiments, compared to the values measured with the counting method approach.

<table>
<thead>
<tr>
<th>$S_i$</th>
<th>Low $q^2$ Generated</th>
<th>Measured $0.11 \pm 0.17$</th>
<th>Central $0.138 \pm 0.19$</th>
<th>$q^2$ Measured $0.12 \pm 0.050$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_4$</td>
<td>-0.075</td>
<td>0.138 \pm 0.17</td>
<td>0.19 \pm 0.12</td>
<td></td>
</tr>
<tr>
<td>$S_5$</td>
<td>0.208</td>
<td>0.29 \pm 0.14</td>
<td>-0.188 \pm 0.26</td>
<td></td>
</tr>
<tr>
<td>$S_7$</td>
<td>0.000</td>
<td>0.00 \pm 0.15</td>
<td>0.00 \pm 0.10</td>
<td></td>
</tr>
<tr>
<td>$A_{FB}$</td>
<td>0.000</td>
<td>0.00 \pm 0.18</td>
<td>0.01 \pm 0.12</td>
<td></td>
</tr>
</tbody>
</table>

Table 7.10: Values of the $\Delta S_i$ observables used in the generation of the pseudo-experiments according to the SM, compared to the values measured with the counting method approach.

<table>
<thead>
<tr>
<th>$\Delta S_i$</th>
<th>Low $q^2$ Generated</th>
<th>Measured $0.02 \pm 0.20$</th>
<th>Central $0.00 \pm 0.14$</th>
<th>$q^2$ Measured $0.01 \pm 0.12$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta S_4$</td>
<td>-0.010</td>
<td>0.001 \pm 0.17</td>
<td>0.00 \pm 0.14</td>
<td></td>
</tr>
<tr>
<td>$\Delta S_5$</td>
<td>0.015</td>
<td>0.03 \pm 0.18</td>
<td>0.002 \pm 0.13</td>
<td></td>
</tr>
<tr>
<td>$\Delta S_7$</td>
<td>0.000</td>
<td>-0.01 \pm 0.18</td>
<td>0.000 \pm 0.12</td>
<td></td>
</tr>
<tr>
<td>$\Delta S_8$</td>
<td>0.000</td>
<td>-0.01 \pm 0.20</td>
<td>0.000 \pm 0.14</td>
<td></td>
</tr>
<tr>
<td>$\Delta A_{FB}$</td>
<td>0.006</td>
<td>0.01 \pm 0.12</td>
<td>-0.001 \pm 0.00</td>
<td></td>
</tr>
</tbody>
</table>

The results are shown in Figs. 7.10 and 7.12 for the muon and electron modes generated according to the SM and in Fig. 7.11 for the muon mode generated according to the NP scenario. The curve corresponding to the fit with a Gaussian distribution is also shown in the plots. The pulls of these distributions with respect to the generated values are also studied and found to be compatible with a Gaussian distribution of mean equal to zero and width equal to unity.

The sensitivity of the $\Delta S_4$, $\Delta S_5$, $\Delta S_7$, $\Delta S_8$, and $\Delta A_{FB}$ measurements is studied analogously. The results are shown in Figs. 7.13 and 7.14 together with the curve corresponding to the Gaussian fit, for both the SM and NP scenarios. The mean and width values obtained from the Gaussian fit are reported in Tables 7.10 and 7.11 and shown in Fig. 7.13. The presence of NP results in a shift of the central values of the $\Delta S_5$ and $\Delta A_{FB}$ observables in the central $q^2$ bin. The relative uncertainty expected in this region is of nearly 71\% for the $\Delta S_5$ measurement and of 64\% for $\Delta A_{FB}$. This estimate is based on signal-only pseudo-experiments, while a more realistic estimate based on both signal and background contributions is discussed in the following.
Figure 7.10: Computed values of the \( S_1 \) (first row), \( S_3 \) (second row), \( S_7 \) (third row), \( S_8 \) (fourth row), and \( A_{FB} \) (fifth row) observables, obtained for the \( B^0 \to K^{*0} \mu^+ \mu^- \) pseudo-experiments generated according to the SM in the low (left) and central (right) \( q^2 \) bins. The results of the fit with a Gaussian distribution are shown by the dashed line in red.
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Figure 7.11: Computed values of the $S_4$ (first row), $S_5$ (second row), $S_7$ (third row), $S_8$ (fourth row), and $A_{FB}$ (fifth row) observables, obtained for the $B^0 \to K^{*0}\mu^+\mu^-$ pseudo-experiments generated according to the NP scenario in the low (left) and central (right) $q^2$ bins. The results of the fit with a Gaussian distribution are shown by the dashed line in red.
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Figure 7.12: Computed values of the $S_4$ (first row), $S_5$ (second row), $S_7$ (third row), $S_8$ (fourth row), and $A_{FB}$ (fifth row) observables, obtained for the $B^0 \rightarrow K^{*0} e^+ e^-$ pseudo-experiments generated according to the SM in the low (left) and central (right) $q^2$ bins. The results of the fit with a Gaussian distribution are shown by the dashed line in red.
Table 7.11: Values of the $\Delta S_i$ observables used in the generation of the pseudo-experiments according to the NP, compared to the values measured with the counting method approach.

<table>
<thead>
<tr>
<th>$\Delta S_i$</th>
<th>Low $q^2$ Generated</th>
<th>Measured</th>
<th>Central $q^2$ Generated</th>
<th>Measured</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta S_4$</td>
<td>-0.039</td>
<td>-0.05 ± 0.20</td>
<td>0.001</td>
<td>0.01 ± 0.14</td>
</tr>
<tr>
<td>$\Delta S_5$</td>
<td>-0.034</td>
<td>-0.01 ± 0.17</td>
<td>-0.125</td>
<td>-0.17 ± 0.12</td>
</tr>
<tr>
<td>$\Delta S_7$</td>
<td>0.000</td>
<td>0.00 ± 0.18</td>
<td>0.000</td>
<td>-0.01 ± 0.12</td>
</tr>
<tr>
<td>$\Delta S_8$</td>
<td>0.000</td>
<td>0.00 ± 0.20</td>
<td>0.000</td>
<td>0.00 ± 0.15</td>
</tr>
<tr>
<td>$\Delta A_{FB}$</td>
<td>-0.011</td>
<td>-0.02 ± 0.12</td>
<td>-0.101</td>
<td>-0.14 ± 0.09</td>
</tr>
</tbody>
</table>

Figure 7.13: Expected sensitivity of the $\Delta S_4$, $\Delta S_5$, $\Delta S_7$, $\Delta S_8$, and $\Delta A_{FB}$ measurements, as obtained from pseudo-experiments of $B^0 \rightarrow K^{*0} \mu^+\mu^-$ and $B^0 \rightarrow K^{*0} e^+e^-$ decays in the low (left) and central (right) $q^2$ bins. The sensitivity to the SM is shown in blue, while the sensitivity to a NP scenario with $C^\text{NP}_{9\mu} = -1.4$ is shown in red.

7.3.2 Method validation

Validation with LHCb simulation

The values of the $S_i$ observables are computed using the official LHCb simulation of the rare modes $B^0 \rightarrow K^{*0} e^+e^-$ and $B^0 \rightarrow K^{*0} \mu^+\mu^-$ and the resonant modes $B^0 \rightarrow K^{*0} J/\psi \rightarrow e^+e^-$ and $B^0 \rightarrow K^{*0} J/\psi \rightarrow \mu^+\mu^-$. This is done at two different stages of the simulation, referred to as generation-level and reconstruction-level. The first consists of a simple simulation of the decays without the response of the LHCb detector into account, while the second consists of a full simulation, which includes also the reconstruction, trigger, and selection criteria discussed in Chapter 6. As described in Section 6.8.2 the acceptance of the detector generates an asymmetry in the distribution of the decay angles, which can affect differently the $S^+_1$ and $S^-_1$ categories. As a consequence, the values of the $S_i$ observables might differ depending on whether they are computed from generated or reconstructed candidates. If the reconstruction-level simulation is corrected for the acceptance of the detector, however, the computation of the $S_i$ observables should hold compatible results between generated and reconstructed samples.

The values of the $S_i$ observables obtained for the $B^0 \rightarrow K^{*0} J/\psi \rightarrow e^+e^-$ simulated candidates are shown in Table 7.12 for both the generation-level and reconstruction-level samples. For the latter, in particular, two different values are computed. The first is obtained by simply counting the number

\[
\begin{array}{cccc}
\Delta S_4 & \Delta S_5 & \Delta S_7 & \Delta S_8 & \Delta A_{FB} \\
\text{Generated} & -0.039 & -0.034 & 0.000 & 0.000 & -0.011 \\
\text{Measured} & -0.05 \pm 0.20 & -0.01 \pm 0.17 & 0.00 \pm 0.18 & 0.00 \pm 0.20 & -0.02 \pm 0.12 \\
\end{array}
\]
Figure 7.14: Computed values of the $\Delta S_4$ (first row), $\Delta S_5$ (second row), $\Delta S_7$ (third row), $\Delta S_8$ (fourth row), and $\Delta A\mu_B$ (fifth row) observables, obtained for the $B^\pm \rightarrow K^{\pm} \mu^+ \mu^-$ and $B^{0} \rightarrow K^{*0} e^+ e^-$ pseudo-experiments generated according to the SM in the low (left) and central (right) $q^2$ bins. The results of the fit with a Gaussian distribution are shown by the dashed line in red.
Figure 7.15: Computed values of the $\Delta S_4$ (first row), $\Delta S_5$ (second row), $\Delta S_7$ (third row), $\Delta S_8$ (fourth row), and $\Delta A_{FB}$ (fifth row) observables, obtained for the $B^0 \rightarrow K^{*0} \mu^+ \mu^-$ pseudo-experiments generated according to the NP scenario and the $B^0 \rightarrow K^{*0} e^+ e^-$ pseudo-experiments generated according to the SM in the low (left) and central (right) $q^2$ bins. The results of the fit with a Gaussian distribution are shown by the dashed line in red.
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Table 7.12: Comparison between generation-level and reconstruction-level $S_i$ observables, obtained from the $B^0 \rightarrow K^{*0} J/\psi \rightarrow e^+ e^-$ simulation sample. Two values are computed at reconstruction-level, with and without the acceptance correction. The reconstruction-level values that show a deviation larger than two standard deviations from the corresponding generation-level values are highlighted in red.

<table>
<thead>
<tr>
<th>$S_i$</th>
<th>Trigger</th>
<th>Gen</th>
<th>Rec (without acc)</th>
<th>Rec (with acc)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_4$</td>
<td>LOE</td>
<td>$-0.2175 \pm 0.0005$</td>
<td>$-0.260 \pm 0.005$</td>
<td>$-0.222 \pm 0.005$</td>
</tr>
<tr>
<td></td>
<td>L0H</td>
<td>$-0.261 \pm 0.014$</td>
<td>$-0.218 \pm 0.015$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LOTIS</td>
<td>$-0.278 \pm 0.009$</td>
<td>$-0.219 \pm 0.010$</td>
<td></td>
</tr>
<tr>
<td>$S_5$</td>
<td>LOE</td>
<td>$-0.004 \pm 0.007$</td>
<td>$0.005 \pm 0.004$</td>
<td>$-0.001 \pm 0.004$</td>
</tr>
<tr>
<td></td>
<td>L0H</td>
<td>$0.002 \pm 0.012$</td>
<td>$0.005 \pm 0.013$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LOTIS</td>
<td>$-0.004 \pm 0.007$</td>
<td>$-0.002 \pm 0.009$</td>
<td></td>
</tr>
<tr>
<td>$S_7$</td>
<td>LOE</td>
<td>$0.012 \pm 0.007$</td>
<td>$0.004 \pm 0.004$</td>
<td>$-0.002 \pm 0.004$</td>
</tr>
<tr>
<td></td>
<td>L0H</td>
<td>$-0.024 \pm 0.012$</td>
<td>$-0.012 \pm 0.013$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LOTIS</td>
<td>$0.012 \pm 0.007$</td>
<td>$0.005 \pm 0.009$</td>
<td></td>
</tr>
<tr>
<td>$S_8$</td>
<td>LOE</td>
<td>$-0.011 \pm 0.009$</td>
<td>$0.001 \pm 0.005$</td>
<td>$0.001 \pm 0.005$</td>
</tr>
<tr>
<td></td>
<td>L0H</td>
<td>$-0.011 \pm 0.014$</td>
<td>$-0.009 \pm 0.015$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LOTIS</td>
<td>$-0.011 \pm 0.009$</td>
<td>$0.007 \pm 0.010$</td>
<td></td>
</tr>
<tr>
<td>$A_{FB}$</td>
<td>LOE</td>
<td>$-0.001 \pm 0.006$</td>
<td>$-0.0011 \pm 0.0029$</td>
<td>$-0.0016 \pm 0.0033$</td>
</tr>
<tr>
<td></td>
<td>L0H</td>
<td>$-0.002 \pm 0.009$</td>
<td>$0.007 \pm 0.010$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LOTIS</td>
<td>$-0.001 \pm 0.006$</td>
<td>$-0.002 \pm 0.007$</td>
<td></td>
</tr>
</tbody>
</table>

of candidates belonging to the $S_i^+$ and $S_i^-$ categories. The second is evaluated after the simulation sample is corrected for the acceptance effects described in Section 6.8.2 and is computed using the sum of the acceptance weights. The mismatch between generation-level and reconstruction-level values is particularly strong in the case of the $S_4$ observable. If the acceptance correction is taken into account, a good agreement between generation-level and reconstruction-level values is retrieved for all $S_i$ observables under investigation. Similar results are observed for the other decay modes. When measuring the $S_i$ and $\Delta S_i$ observables in data, the effect of the acceptance is taken into account in the efficiency terms.

Validation with data

The resonant mode $B^0 \rightarrow K^{*0} J/\psi \rightarrow e^+ e^-$ is used to cross-check the measurement of the $S_i$ observables in data.

The computed values of the $S_i$ observables of the $B^0 \rightarrow K^{*0} J/\psi \rightarrow e^+ e^-$ data candidates are reported in Table 7.13. For simplicity, only the results of the LOE trigger category of the electron mode are shown in the table. Similar results are obtained for the other trigger categories. The obtained values are compatible with previous measurements at LHCb [134].

Expected sensitivity and validation with pseudo-experiments

The expected sensitivity of the $S_i$ measurement in the electron mode is evaluated by generating 1000 pseudo-experiments of $B^0 \rightarrow K^{*0} e^+ e^-$ decays in the low and central $q^2$ bins. When generating the pseudo-experiments, the candidates are sampled from the distributions obtained from the simultaneous fit to the $S_i^+$ and $S_i^-$ categories in data. Therefore, each pseudo-experiment is a
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Table 7.13: Results of the fit to the $B^0 \rightarrow K^{*0} J/\psi \rightarrow e^+ e^-$ data candidates in the L0E trigger category.

<table>
<thead>
<tr>
<th>$S_i$</th>
<th>$N^{+\text{sig}}_i$</th>
<th>$N^{+\text{bkg}}_i$</th>
<th>$N^{-\text{sig}}_i$</th>
<th>$N^{-\text{bkg}}_i$</th>
<th>$S_i$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_4$</td>
<td>14.432±140</td>
<td>42±60</td>
<td>20.382±140</td>
<td>59±20</td>
<td>-0.234±0.019</td>
</tr>
<tr>
<td>$S_5$</td>
<td>17.353±240</td>
<td>52±280</td>
<td>17.468±120</td>
<td>42±15</td>
<td>-0.009±0.014</td>
</tr>
<tr>
<td>$S_7$</td>
<td>17.362±130</td>
<td>33±16</td>
<td>17.457±130</td>
<td>63±25</td>
<td>0.012±0.014</td>
</tr>
<tr>
<td>$S_8$</td>
<td>17.561±130</td>
<td>31±14</td>
<td>17.233±150</td>
<td>90±70</td>
<td>-0.012±0.017</td>
</tr>
<tr>
<td>$A_{FB}$</td>
<td>17.308±170</td>
<td>56±100</td>
<td>17.505±130</td>
<td>46±17</td>
<td>-0.004±0.011</td>
</tr>
</tbody>
</table>

Table 7.14: Results of the Gaussian fit to the distribution of the $S_i$ observables computed from the 1000 $B^0 \rightarrow K^{*0} e^+ e^-$ pseudo-experiments with signal and background in the low and central $q^2$ bins.

<table>
<thead>
<tr>
<th>$S_i$</th>
<th>Low $q^2$</th>
<th>Central $q^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_4$</td>
<td>0.37±0.32</td>
<td>-0.06±0.24</td>
</tr>
<tr>
<td>$S_5$</td>
<td>-0.03±0.27</td>
<td>-0.04±0.21</td>
</tr>
<tr>
<td>$S_7$</td>
<td>0.16±0.26</td>
<td>0.04±0.20</td>
</tr>
<tr>
<td>$S_8$</td>
<td>-0.34±0.33</td>
<td>-0.10±0.24</td>
</tr>
<tr>
<td>$A_{FB}$</td>
<td>-0.16±0.20</td>
<td>0.08±0.15</td>
</tr>
</tbody>
</table>

mixture of signal and background. This allows to obtain a more realistic estimate of the sensitivity compared to the signal-only scenario discussed in Section 7.3.1. The total yield of each pseudo-experiment is allowed to fluctuate according to a Poisson distribution with the mean fixed to the total yield measured in data. The candidates are then fitted using the same model of the fit to the data. The fitted signal yields are used to compute the $S_i$ observables of each pseudo-experiment. The resulting distributions and their fit with a Gaussian distribution are shown in Fig. 7.16 for both low and central $q^2$ bins. The mean and width of the Gaussian fit are summarised for completeness in Table 7.14. The statistical uncertainty reported in the table corresponds to the expected sensitivity of the $S_i$ measurement in data. As expected, these values are larger compared to those of the signal-only scenario.

The same pseudo-experiments described above are used to investigate the stability and unbiasedness of the mass fits. This is done by studying the distributions of the fit results and their pulls with respect to the values used in the generation of the pseudo-experiments. The fit results for the $B^0 \rightarrow K^{*0} e^+ e^-$ candidates in the low $q^2$ bin are shown in Fig. 7.17, while those obtained for the central $q^2$ bin are shown in Fig. 7.18. For each $q^2$ bin, the distributions of the fitted yields of signal and background are shown. The pulls of the signal yields with respect to the values used in the generation of the pseudo-experiments are shown in Fig. 7.19. The distributions in Figs. 7.17, 7.18 and 7.19 refer to the $S_5$ observable, but similar results are obtained for the other observables. The fitted yields and their pulls are fitted with a Gaussian distribution in order to determine whether the fit is unbiased. As expected, the pulls are compatible with a standard normal distribution. For the low $q^2$ bin, where the statistics is rather limited, a small bias is observed in the background yields. It would be useful to repeat the same study using Minos in the fit of the pseudo-experiments, since this is expected to provide a better estimate of the best-fit parameters. If no change is observed, one possible way to address this issue would be to apply a selection based on the HOP variable to the
Figure 7.16: Computed values of the $S_4$ (first row), $S_5$ (second row), $S_7$ (third row), $S_8$ (fourth row), and $A_{FB}$ (fifth row) observables, obtained for the $B^0 \to K^{(*)0} e^+ e^-$ 1000 pseudo-experiments of signal and background in the low (left) and central (right) $q^2$ bins. The results of the fit with a Gaussian distribution are shown by the dashed line in red.
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Figure 7.17: Distribution of the fitted yields of signal (top), combinatorial background (middle), and partially reconstructed background (bottom) obtained from the $B^0 \rightarrow K^{*0} e^+ e^-$ 1000 pseudo-experiments of signal and background, for the low $q^2$ bin. The curve corresponding to the Gaussian fit and the parameters of the curve are also shown.

$B^0 \rightarrow K^{*0} e^+ e^-$ candidates in the low $q^2$ bin and repeat the mass fit. This additional requirement is expected to lower the contamination from partially reconstructed decays in the mass window where the fit is performed.

7.3.3 Results

Measurement of the $S_I$ observables

The signal and background yields obtained from the fit to the $B^0 \rightarrow K^{*0} \mu^+ \mu^-$ candidates in data are reported in Tables 7.15 and 7.16 for the low and the central $q^2$ bin, respectively. The results of the measurement of the $S_i$ observables in the low $q^2$ bin are shown in Table 7.17 while those in the central $q^2$ bin are shown in Table 7.18. Two different choices of the low $q^2$ bin are considered: the
7.3. **MEASUREMENT OF THE $S_t$ AND $\Delta S_t$ OBSERVABLES**

The results are summarised in Table 7.18, where they are compared to the values measured in Ref. [35]. The measured values are in agreement with those reported in Ref. [35] for all angular observables of interest.

The results of the counting method procedure with the results of the LHCb measurement from Ref. [35]. The agreement between the measured values and the predictions is displayed in Fig. 7.20, where the error bars of the experimental results are statistical only and the error bars of the predictions correspond to the signal-only expected sensitivity. It is

Figure 7.18: Distribution of the fitted yields of signal (top), combinatorial background (middle), and partially reconstructed background (bottom) obtained from the $B^0 \rightarrow K^{*0} \mu^+ \mu^-$ 1000 pseudo-experiments of signal and background, for the central $q^2$ bin. The curve corresponding to the Gaussian fit and the parameters of the curve are also shown.

baseline $q^2$ bin of the measurement described in this thesis, from 0.1 GeV$^2$/c$^4$ to 1.1 GeV$^2$/c$^4$, and an alternative $q^2$ bin from 0.045 GeV$^2$/c$^4$ to 1.1 GeV$^2$/c$^4$. The $S_t$ observables of the $B^0 \rightarrow K^{*0} \mu^+ \mu^-$ decay are computed also in the $q^2$ bin from 1.1 GeV$^2$/c$^4$ to 6.0 GeV$^2$/c$^4$, in order to compare the results of the counting method procedure with the results of the LHCb measurement from Ref. [35]. The results are summarised in Table 7.18 where they are compared to the values measured in Ref. [35]. The measured values are in agreement with those reported in Ref. [35] for all angular observables of interest.

The results in the nominal $q^2$ bins of this measurement are compared to the predictions of the SM and the NP scenario described in Section 7.3.1. The agreement between the measured values and the predictions is displayed in Fig. 7.20, where the error bars of the experimental results are statistical only and the error bars of the predictions correspond to the signal-only expected sensitivity. It is
important to note that the sign of the predictions for the $S_i$ and $A_{FB}$ observables is the opposite with respect to what shown in Section 7.3.1. This is needed in order to correctly compare the predictions and the experimental results [136], due to the different conventions adopted by LHCb and the theory community in the definition of the decay angles. The results are dominated by the statistical uncertainties and are compatible with both SM and NP predictions.

The impact of the combined selection in $q^2$ and constrained $q^2$ is evaluated by determining the $S_i$ observables of the $B^0 \rightarrow K^{*0} \mu^+ \mu^-$ decay with and without the requirement on the constrained $q^2$. The results corresponding to the two selections in $q^2$ are compatible with each other within the uncertainties for all $S_i$ observables.

The fit results for the $B^0 \rightarrow K^{*0} e^+ e^-$ decay are reported in Tables 7.19 and 7.20 for the low and the central $q^2$ bin, respectively. The results of the $S_i$ measurement are reported in Table 7.21 for the low $q^2$ bin and in Table 7.22 for the central $q^2$ bin. The statistical uncertainty of the $S_i$ measurements is consistent with the sensitivity obtained from the realistic pseudo-experiments of Section 7.3.2. The results are dominated by the statistical uncertainty and are compatible with the SM predictions, as shown in Fig. 7.21.

### Measurement of the $\Delta S_i$ observables

The results of the measurement of the $\Delta S_i$ observables between the $B^0 \rightarrow K^{*0} \mu^+ \mu^-$ and the $B^0 \rightarrow K^{*0} e^+ e^-$ decay are reported in Table 7.23 for the low $q^2$ bin and in Table 7.24 for the central $q^2$ bin. The expected sensitivity based on the studies of Section 7.3.1 is also shown for comparison. It is important to note that the uncertainty of the results is statistical only and is
Table 7.15: Results of the fit to the $B^0 \rightarrow K^{*0} \mu^+ \mu^-$ data candidates in the low $q^2$ bin from 0.1 GeV$^2$/c$^4$ to 1.1 GeV$^2$/c$^4$, obtained from the samples with the selection on the constrained $q^2$.

<table>
<thead>
<tr>
<th>$S_i$</th>
<th>$N^+_{\text{sig}}$</th>
<th>$N^+_{\text{bkg}}$</th>
<th>$N^-_{\text{sig}}$</th>
<th>$N^-_{\text{bkg}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_4$</td>
<td>106±11</td>
<td>21±6</td>
<td>103±11</td>
<td>17±6</td>
</tr>
<tr>
<td>$S_5$</td>
<td>134±13</td>
<td>14±6</td>
<td>77±10</td>
<td>22±6</td>
</tr>
<tr>
<td>$S_7$</td>
<td>103±11</td>
<td>11±5</td>
<td>105±11</td>
<td>28±7</td>
</tr>
<tr>
<td>$S_8$</td>
<td>105±11</td>
<td>18±6</td>
<td>104±11</td>
<td>20±7</td>
</tr>
<tr>
<td>$A_{\text{FB}}$</td>
<td>103±11</td>
<td>13±6</td>
<td>108±11</td>
<td>23±6</td>
</tr>
</tbody>
</table>

Table 7.16: Results of the fit to the $B^0 \rightarrow K^{*0} \mu^+ \mu^-$ data candidates in the central $q^2$ bin from 1.1 GeV$^2$/c$^4$ to 7.0 GeV$^2$/c$^4$, obtained from the samples with the selection on the constrained $q^2$.

<table>
<thead>
<tr>
<th>$S_i$</th>
<th>$N^+_{\text{sig}}$</th>
<th>$N^+_{\text{bkg}}$</th>
<th>$N^-_{\text{sig}}$</th>
<th>$N^-_{\text{bkg}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_4$</td>
<td>181±15</td>
<td>78±11</td>
<td>241±17</td>
<td>85±12</td>
</tr>
<tr>
<td>$S_5$</td>
<td>179±15</td>
<td>82±11</td>
<td>244±17</td>
<td>80±12</td>
</tr>
<tr>
<td>$S_7$</td>
<td>212±16</td>
<td>88±12</td>
<td>210±16</td>
<td>75±11</td>
</tr>
<tr>
<td>$S_8$</td>
<td>219±17</td>
<td>81±12</td>
<td>203±16</td>
<td>81±12</td>
</tr>
<tr>
<td>$A_{\text{FB}}$</td>
<td>212±16</td>
<td>83±12</td>
<td>210±16</td>
<td>80±12</td>
</tr>
</tbody>
</table>

Figure 7.20: Results of the measurement of the $S_4$, $S_5$, $S_7$, $S_8$, and $A_{\text{FB}}$ observables of the $B^0 \rightarrow K^{*0} \mu^+ \mu^-$ decay in the low (left) and central (right) $q^2$ bins, compared to the expected sensitivity described in Fig. 7.13. The data points are shown in green.

The data points are shown in green.

larger than the expected sensitivity due to the fact that only the signal was taken into account in the pseudo-experiments. The results are compatible with both SM and NP predictions within the uncertainties for all angular observables of interest. The agreement with the results of the pseudo-experiment studies discussed in Section 7.3.1 is shown in Fig. 7.22 where the measurement is represented by the green error bars.
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7.4. SYSTEMATIC UNCERTAINTIES

The evaluation of the systematic uncertainties for the measurement of the $S_i$ observables is still ongoing. This section describes the contributions that are being taken into account and the strategy to assign a systematic uncertainty to the final measurement. Two classes of systematic uncertainties are described in the following. The first addresses the systematic uncertainties associated to parameters constrained in the fit to values obtained from simulation and to the model used for the nominal fit. The second describes the systematic uncertainties related to the corrections applied to the simulated candidates.

Table 7.17: Results of the measurement of the $S_i$ observables of the $B^0 \to K^{*0} \mu^+ \mu^-$ decay in the $q^2$ bin from 0.045 GeV$^2$/c$^4$ to 1.1 GeV$^2$/c$^4$ and in the $q^2$ bin from 0.1 GeV$^2$/c$^4$ to 1.1 GeV$^2$/c$^4$.

<table>
<thead>
<tr>
<th>$S_i$</th>
<th>[0.045, 1.1] GeV$^2$/c$^4$</th>
<th>[0.1, 1.1] GeV$^2$/c$^4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_4$</td>
<td>0.03±0.10</td>
<td>−0.03±0.12</td>
</tr>
<tr>
<td>$S_5$</td>
<td>0.23±0.09</td>
<td>0.26±0.10</td>
</tr>
<tr>
<td>$S_7$</td>
<td>0.03±0.09</td>
<td>0.04±0.10</td>
</tr>
<tr>
<td>$S_8$</td>
<td>−0.08±0.10</td>
<td>−0.02±0.12</td>
</tr>
<tr>
<td>$A_{FB}$</td>
<td>−0.07±0.07</td>
<td>−0.05±0.08</td>
</tr>
</tbody>
</table>

Table 7.18: Results of the measurement of the $S_i$ observables of the $B^0 \to K^{*0} \mu^+ \mu^-$ decay in the $q^2$ bin from 1.1 GeV$^2$/c$^4$ to 7.0 GeV$^2$/c$^4$ and in the $q^2$ bin from 1.1 GeV$^2$/c$^4$ to 6.0 GeV$^2$/c$^4$, compared to the LHCb measurement reported in Ref. [35].

<table>
<thead>
<tr>
<th>$S_i$</th>
<th>[1.1, 7.0] GeV$^2$/c$^4$</th>
<th>[1.1, 6.0] GeV$^2$/c$^4$</th>
<th>LHCb measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_4$</td>
<td>−0.20±0.09</td>
<td>−0.24±0.10</td>
<td>−0.155±0.057 ± 0.004</td>
</tr>
<tr>
<td>$S_5$</td>
<td>−0.14±0.00</td>
<td>−0.04±0.08</td>
<td>−0.023±0.049 ± 0.005</td>
</tr>
<tr>
<td>$S_7$</td>
<td>−0.03±0.07</td>
<td>−0.05±0.08</td>
<td>−0.077±0.050 ± 0.006</td>
</tr>
<tr>
<td>$S_8$</td>
<td>0.05±0.09</td>
<td>0.11±0.10</td>
<td>0.028±0.058 ± 0.008</td>
</tr>
<tr>
<td>$A_{FB}$</td>
<td>0.02±0.05</td>
<td>0.00±0.06</td>
<td>−0.075±0.034 ± 0.007</td>
</tr>
</tbody>
</table>

Figure 7.21: Results of the measurement of the $S_4$, $S_5$, $S_7$, $S_8$, and $A_{FB}$ observables of the $B^0 \to K^{*0} e^+ e^-$ decay in the low (left) and central (right) $q^2$ bins, compared to the expected sensitivity described in Fig. 7.13. The data points are shown in green.

7.4 Systematic uncertainties

The evaluation of the systematic uncertainties for the measurement of the $S_i$ and $\Delta S_i$ observables is still ongoing. This section describes the contributions that are being taken into account and the strategy to assign a systematic uncertainty to the final measurement. Two classes of systematic uncertainties are described in the following. The first addresses the systematic uncertainties associated to parameters constrained in the fit to values obtained from simulation and to the model used for the nominal fit. The second describes the systematic uncertainties related to the corrections applied to the simulated candidates.
Table 7.19: Results of the fit to the $B^0 \rightarrow K^{*0} e^+ e^-$ data candidates in the low $q^2$ bin from 0.1 GeV$^2$/c$^4$ to 1.1 GeV$^2$/c$^4$, obtained from the samples with the selection on the constrained $q^2$.

<table>
<thead>
<tr>
<th>$S_i$</th>
<th>$N^+_{\text{sig}}$</th>
<th>$N^+_{\text{comb bkg}}$</th>
<th>$N^+_{\text{part reco}}$</th>
<th>$N^-_{\text{sig}}$</th>
<th>$N^-_{\text{comb bkg}}$</th>
<th>$N^-_{\text{part reco}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_1$</td>
<td>46±11</td>
<td>94±30</td>
<td>40±25</td>
<td>32±11</td>
<td>106±32</td>
<td>60±27</td>
</tr>
<tr>
<td>$S_2$</td>
<td>37±11</td>
<td>107±31</td>
<td>54±26</td>
<td>42±11</td>
<td>89±34</td>
<td>49±28</td>
</tr>
<tr>
<td>$S_3$</td>
<td>32±10</td>
<td>118±30</td>
<td>37±25</td>
<td>48±11</td>
<td>74±37</td>
<td>68±32</td>
</tr>
<tr>
<td>$S_4$</td>
<td>48±10</td>
<td>63±30</td>
<td>77±28</td>
<td>29±11</td>
<td>135±30</td>
<td>26±25</td>
</tr>
<tr>
<td>$A_{FB}$</td>
<td>34±9</td>
<td>108±32</td>
<td>88±29</td>
<td>44±12</td>
<td>89±26</td>
<td>16±21</td>
</tr>
</tbody>
</table>

Table 7.20: Results of the fit to the $B^0 \rightarrow K^{*0} e^+ e^-$ data candidates in the central $q^2$ bin from 1.1 GeV$^2$/c$^4$ to 7.0 GeV$^2$/c$^4$, obtained from the samples with the selection on the constrained $q^2$.

<table>
<thead>
<tr>
<th>$S_i$</th>
<th>$N^+_{\text{sig}}$</th>
<th>$N^+_{\text{bkg}}$</th>
<th>$N^+_{\text{part reco}}$</th>
<th>$N^-_{\text{sig}}$</th>
<th>$N^-_{\text{bkg}}$</th>
<th>$N^-_{\text{part reco}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_1$</td>
<td>82±18</td>
<td>555±60</td>
<td>116±50</td>
<td>100±21</td>
<td>714±70</td>
<td>217±60</td>
</tr>
<tr>
<td>$S_2$</td>
<td>86±20</td>
<td>582±60</td>
<td>118±50</td>
<td>95±19</td>
<td>687±70</td>
<td>214±60</td>
</tr>
<tr>
<td>$S_3$</td>
<td>89±19</td>
<td>646±70</td>
<td>178±50</td>
<td>93±20</td>
<td>621±60</td>
<td>156±50</td>
</tr>
<tr>
<td>$S_4$</td>
<td>100±19</td>
<td>622±70</td>
<td>183±50</td>
<td>80±19</td>
<td>646±60</td>
<td>150±50</td>
</tr>
<tr>
<td>$A_{FB}$</td>
<td>94±22</td>
<td>1016±80</td>
<td>228±60</td>
<td>87±16</td>
<td>243±50</td>
<td>114±38</td>
</tr>
</tbody>
</table>

Figure 7.22: Results of the measurement of the $\Delta S_1$, $\Delta S_2$, $\Delta S_3$, $\Delta S_4$, and $\Delta A_{FB}$ observables of the $B^0 \rightarrow K^{*0} \mu^+ \mu^-$ and $B^0 \rightarrow K^{*0} e^+ e^-$ decays in the low (left) and central (right) $q^2$ bins, compared to the expected sensitivity described in Fig. 7.13. The data points are shown in green.

7.4.1 Mass model and fit strategy

Systematic uncertainties are assigned according to one of the two procedures:

- An ensemble of pseudo-experiments is generated according to an alternative model and is then fitted according to the nominal strategy;

- A different method is used to compute the observables of interest directly in data.

The first procedure can be used to probe different models for the signal and background components in the mass fit, for example by replacing the DCB of the signal with a CB or the
exponential distribution of the combinatorial background with a linear distribution or a Chebyshev polynomial.

In the mass fit to the $B^0 \rightarrow K^{*0} e^+ e^-$ data candidates, the shift of the mean and the scale factor of the width of the mass template are obtained from a fit to the PV-constrained $B^0$ invariant mass distribution of the $B^0 \rightarrow K^{*0} J/\psi \rightarrow e^+ e^-$ data candidates, under the implicit assumption that these parameters have the same values for the rare and the resonant mode. A systematic uncertainty to account for this choice can be determined by applying a Gaussian constraint on these two parameters instead of fixing them in the mass fit. Another systematic uncertainty can be assigned to the fact that the template for the partially reconstructed decays is obtained from simulation, in which a 2:1 combination of $K^{*+}_1$ and $K^{*+}_2(1430)$ decays is used. Since the invariant mass differs from one $K^*$ resonance to another, a systematic uncertainty can be assigned by considering different proportions between $K^{*+}_1$ and $K^{*+}_2(1430)$. For each fraction, pseudo-experiments with the statistics observed in data can be generated and then fitted using the default mass model. Alternatively, the template for the partially reconstructed decays can be obtained directly from data, by applying the sPlot technique \cite{127} to the $B^+ \rightarrow K^+ \pi^+ \mu^+ \mu^-$ sample. In addition, a systematic uncertainty due to the mass template of the partially reconstructed decays and of the $J/\psi$ decays leaking to the central $q^2$ region can be determined by modifying the kernel parameter of the non-parametric PDFs. In the central $q^2$ bin, the yield of $B^0 \rightarrow K^{*0} J/\psi \rightarrow e^+ e^-$ decays leaking to the central $q^2$ region is partially obtained from simulation. A systematic uncertainty can be assigned by leaving this value free to vary in the mass fit.

Another systematic uncertainty can be assigned due to the fact that in the fit to the data some parameters are fixed to the values obtained from the simulation. One possible way to assign a systematic uncertainty would be to generate pseudo-experiments with different values of these

---

### Table 7.21: Results of the $S_i$ measurement for the $B^0 \rightarrow K^{*0} e^+ e^-$ decay in the low $q^2$ bin. The relative uncertainty of the measurement and the expected sensitivity based on pseudo-experiments are also shown.

<table>
<thead>
<tr>
<th>$S_i$</th>
<th>Observable value</th>
<th>Relative uncertainty</th>
<th>Expected sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_4$</td>
<td>0.26±0.32</td>
<td>1.23</td>
<td>0.32</td>
</tr>
<tr>
<td>$S_5$</td>
<td>-0.23±0.26</td>
<td>1.13</td>
<td>0.27</td>
</tr>
<tr>
<td>$S_7$</td>
<td>-0.24±0.26</td>
<td>1.08</td>
<td>0.26</td>
</tr>
<tr>
<td>$S_8$</td>
<td>0.38±0.31</td>
<td>0.82</td>
<td>0.33</td>
</tr>
<tr>
<td>$A_{FB}$</td>
<td>-0.14±0.19</td>
<td>1.36</td>
<td>0.20</td>
</tr>
</tbody>
</table>

### Table 7.22: Results of the $S_i$ measurement for the $B^0 \rightarrow K^{*0} e^+ e^-$ decay in the central $q^2$ bin. The relative uncertainty of the measurement and the expected sensitivity based on pseudo-experiments are also shown.

<table>
<thead>
<tr>
<th>$S_i$</th>
<th>Observable value</th>
<th>Relative uncertainty</th>
<th>Expected sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_4$</td>
<td>-0.10±0.24</td>
<td>2.40</td>
<td>0.24</td>
</tr>
<tr>
<td>$S_5$</td>
<td>0.03±0.20</td>
<td>6.67</td>
<td>0.21</td>
</tr>
<tr>
<td>$S_7$</td>
<td>-0.03±0.20</td>
<td>6.67</td>
<td>0.20</td>
</tr>
<tr>
<td>$S_8$</td>
<td>0.18±0.24</td>
<td>1.33</td>
<td>0.24</td>
</tr>
<tr>
<td>$A_{FB}$</td>
<td>0.01±0.15</td>
<td>15.00</td>
<td>0.15</td>
</tr>
</tbody>
</table>
parameters, generated according to their correlation matrix, and fit them with the default mass template. The difference between results of the pseudo-experiments and nominal fit can be fitted with a Gaussian function and a systematic uncertainty can be assigned as the linear sum of the absolute value of the corresponding mean and width.

An additional source of systematic uncertainty comes from the fact that the double semileptonic $B^0 \rightarrow D^- (\rightarrow K^{*0} \ell^- \nu \ell^+ \nu)$ background is not taken into account in the mass fit and can be determined by adding another component in the fit to the $B^0 \rightarrow K^{*0} e^+ e^-$ data, based on the studies in Section 6.7.2.

The $A_0^6 \rightarrow pK^- J/\psi (\rightarrow \ell^+ \ell^-)$ and $A_0^6 \rightarrow pK^- \ell^+ \ell^-$ backgrounds are not included in the mass fit to the $B^0 \rightarrow K^{*0} J/\psi (\rightarrow \ell^+ \ell^-)$ data candidates. This results in a systematic uncertainty that can be evaluated by adding these components to the mass fit and by comparing the results with those of the nominal fit.

### 7.4.2 Corrections to simulation

In addition to provide a template for the mass fit to the data samples, the simulation is used to compute the efficiencies in Eq. (6.1) and hence the values of the $S_i$ and $\Delta S_i$ observables. Since the simulation is corrected, a systematic uncertainty due to the applied corrections is assigned to the measurement. The three corrections applied to the simulation are described in detail in Section 6.6 and consist in resampling the PID distributions of the simulated candidates and assigning a weight and a correction factor to each event, the first to correct the modelling of the kinematics of the

---

**Table 7.23:** Results of the measurement of the $\Delta S_i$ observables in the low $q^2$ bin. The expected sensitivity and the SM and NP predictions are also shown. The predictions for $S_4$ and $A_{FB}$ have the opposite sign with respect to the values reported in Section 7.3.1 in order to correctly compare the experimental results to the predicted values.

<table>
<thead>
<tr>
<th>$\Delta S_i$</th>
<th>Measurement</th>
<th>SM</th>
<th>NP</th>
<th>Expected sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta S_4$</td>
<td>0.29 ± 0.34</td>
<td>0.010</td>
<td>0.039</td>
<td>0.20</td>
</tr>
<tr>
<td>$\Delta S_5$</td>
<td>-0.49 ± 0.28</td>
<td>0.015</td>
<td>-0.034</td>
<td>0.17</td>
</tr>
<tr>
<td>$\Delta S_7$</td>
<td>-0.29 ± 0.27</td>
<td>0.000</td>
<td>0.000</td>
<td>0.18</td>
</tr>
<tr>
<td>$\Delta S_8$</td>
<td>0.40 ± 0.33</td>
<td>0.000</td>
<td>0.000</td>
<td>0.20</td>
</tr>
<tr>
<td>$\Delta A_{FB}$</td>
<td>-0.08 ± 0.20</td>
<td>-0.006</td>
<td>0.011</td>
<td>0.12</td>
</tr>
</tbody>
</table>

**Table 7.24:** Results of the measurement of the $\Delta S_i$ observables in the central $q^2$ bin. The expected sensitivity and the SM and NP predictions are also shown. The predictions for $S_4$ and $A_{FB}$ have the opposite sign with respect to the values reported in Section 7.3.1 in order to correctly compare the experimental results to the predicted values.

<table>
<thead>
<tr>
<th>$\Delta S_i$</th>
<th>Measurement</th>
<th>SM</th>
<th>NP</th>
<th>Expected sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta S_4$</td>
<td>0.10 ± 0.25</td>
<td>-0.001</td>
<td>-0.001</td>
<td>0.20</td>
</tr>
<tr>
<td>$\Delta S_5$</td>
<td>0.18 ± 0.22</td>
<td>-0.002</td>
<td>-0.125</td>
<td>0.17</td>
</tr>
<tr>
<td>$\Delta S_7$</td>
<td>-0.01 ± 0.22</td>
<td>0.000</td>
<td>0.000</td>
<td>0.18</td>
</tr>
<tr>
<td>$\Delta S_8$</td>
<td>0.13 ± 0.26</td>
<td>0.000</td>
<td>0.000</td>
<td>0.20</td>
</tr>
<tr>
<td>$\Delta A_{FB}$</td>
<td>0.03 ± 0.16</td>
<td>0.001</td>
<td>0.101</td>
<td>0.12</td>
</tr>
</tbody>
</table>
event and the second to correct the trigger efficiency. The PID correction affects which simulated candidates pass the selection requirements, while the other two corrections modify the sum of the weights that appears in the numerator of the efficiency.

Two systematic uncertainties can be assigned to the PID correction, one due to the limited size, using bootstrapping [137], and another due to the modelling of the data calibration sample used to determine the correction, using different kernel density estimations. The systematic uncertainty due to the multidimensional reweighting can be evaluated by neglecting the corresponding weights in the efficiency calculation. For the trigger efficiency correction, a systematic uncertainty can be assigned by producing new weights based on the largest uncertainties seen in the correction tables and then computing the corresponding efficiency.

It is important to note that, since the $S_i$ observables are computed from an asymmetry between two mass fits, the only effects that are relevant in the evaluation of the systematic uncertainties are those that are not symmetric in $S_i^+$ and $S_i^-$. The three corrections to the simulation samples described here should modify in the same way the efficiency of the $S_i^+$ and $S_i^-$ categories. Therefore, their systematic uncertainties are expected to be negligible compared to the statistical uncertainty of the measurement.

### 7.5 Future prospects

The analysis described in this thesis is the first attempt at measuring the $\Delta S_4$, $\Delta S_5$, $\Delta S_7$, $\Delta S_8$, and $\Delta A_{FB}$ observables of the $B^0 \rightarrow K^{*0}e^+e^-$ and $B^0 \rightarrow K^{*0}\mu^+\mu^-$ decays at LHCb. This measurement opens the way to further measurements of angular observables, including the $Q_i$ and $D_i$ angular asymmetries, that will allow to probe NP effects involving LFU breaking between electrons and muons.

The measurement shows that it is feasible to increase the upper bound of the central $q^2$ bin from $6.0\text{GeV}^2/c^4$ to $7.0\text{GeV}^2/c^4$ by adopting a novel selection based on the constrained $q^2$. This allows to increase the statistics available and to reduce the contamination from $B^0 \rightarrow K^{*0}J/\psi$ ($\rightarrow e^+e^-$) decays leaking in the central $q^2$ region.

As anticipated in Section 7.4, the evaluation of the systematic uncertainties of the $S_i$ and $\Delta S_i$ measurements is still ongoing and is expected to be completed in the next months. However, the systematic uncertainties are expected to be small compared to the large statistical uncertainties. For this reason, it would be advantageous to repeat the same measurement using the full LHC Run I and Run II datasets collected by LHCb. With the increased statistics, a measurement of the angular distribution of the decay products of the $B^0 \rightarrow K^{*0}e^+e^-$ decay similar to what was already done for the muon mode [35] would also become realistic. This would allow to measure the $P'_i$ observables of the electron mode and hence the $Q_i$ angular asymmetries. The $Q_i$ observables are expected to have a larger sensitivity to NP effects compared to the $\Delta S_i$ observables, as reported in Ref. [55]. Even if the $Q_i$ angular observables are not directly accessible using the counting method approach, the latter would provide a strong cross-check of the full angular maximum likelihood fit, given its robustness and stability. In addition, further measurements will greatly profit from this first measurement, since the selection requirements, the corrections to the simulation, and the understanding of the experimental challenges related to the reconstruction of electrons in LHCb can be addressed as discussed in this work.
Conclusions

“We do not know what the rules of the game are; all we are allowed to do is to watch the playing. Of course, if we watch long enough, we may eventually catch on to a few of the rules. The rules of the game are what we mean by fundamental physics.” – Richard P. Feynman

If one has to take the sentence above as reference, the measurements described in the first part of this thesis focused on how physicists “watch the playing”, while the analysis presented in the second part aimed at “catching on to a few of the rules”.

The first part of this work presented the test beam measurements performed in view of the upgrade of the LHCb detector. These measurements aimed at characterising the performances of prototype $p^+\text{-}n$ silicon microstrip sensors for the UT, the tracking detector that will replace the TT after the Long Shutdown II. Irradiated and unirradiated sensors were tested at the SPS at CERN and allowed to understand the performances of two key features of the proposed design. The first feature is the presence of an embedded pitch adapter, that is, a second metallisation layer that allows to adapt the 190 $\mu$m pitch of the readout strips to the 80 $\mu$m pitch of the input pads of the readout electronics. Two different geometries of the embedded pitch adapter were compared to each other in terms of radiation hardness, efficiency above the full depletion voltage, charge sharing, and cross talk. An efficiency loss localised in the pitch adapter region was observed for the geometry with metal traces and bond pads inside the active area of the sensor. Since this region is small compared to the active area of the sensor, the inefficiency is negligible (at the per mille level) when integrating over the whole sensor. Simulation studies confirmed this effect and showed that the inefficiency can be significantly reduced by increasing the thickness of the silicon oxide layer between readout strips and second metallisation layer. These changes were implemented in the final design of the UT sensors. The second feature is the top-side biasing scheme, that is, the possibility to propagate the high voltage to the backplane through the low-resistivity region of the bulk in the periphery of the sensor. This choice simplifies the routing of the high voltage to the UT modules but can induce a degradation in the signal performance, especially after irradiation. Since high voltage instabilities were observed for the top-side biasing scheme, an improved design was proposed, in which the routing lines are located further from the metal traces of the pitch adapter. The test beam measurements allowed to finalise the design of the UT sensors and showed that the latter can
be operated for the expected run time of the UT.

The second part of this work presented the first measurement of the CP-averaged angular observables $A_{FB}$, $S_4$, $S_5$, $S_7$, and $S_8$ of the $B^0 \to K^{*0}e^+e^-$ decay with the full LHC Run I dataset collected by the LHCb experiment. The differences between these observables and the corresponding observables of the $B^0 \to K^{*0}\mu^+\mu^-$ decay were also measured. These differences are sensitive to NP effects in the $b \to s\ell^+\ell^-$ transition and can deviate from zero if LFU breaking occurs. Their measurement is particularly interesting given the tensions with respect to the SM predictions observed in recent years in the $P'_5$ observable of the $B^0 \to K^{*0}\mu^+\mu^-$ decay [35] and in the branching fraction ratios between muons and electrons, like $R_K$ [33] and $R_K^{*}$ [34]. In the measurement presented in this thesis, a counting method approach derived from the symmetry properties of the CP-averaged differential decay width of the $B^0 \to K^{*0}\ell^+\ell^-$ decay was used to determine the values of the $A_{FB}$, $S_4$, $S_5$, $S_7$, and $S_8$ observables. This procedure has the advantage of being robust even with limited statistics and does not strongly rely on the knowledge of the angular distribution of the backgrounds.

The measurement required a good understanding of the reconstruction effects of electrons and muons in the LHCb detector, which is helpful in view of future measurements of the same type. The angular observables were measured in two regions of $q^2$: in the low $q^2$ region from 0.1 GeV$^2$/c$^4$ to 1.1 GeV$^2$/c$^4$ and in the central $q^2$ region from 1.1 GeV$^2$/c$^4$ to 7.0 GeV$^2$/c$^4$. While previous measurements at LHCb [34] considered an upper bound of the central $q^2$ region of 6.0 GeV$^2$/c$^4$, the adoption of a novel selection in this measurement allowed to extend the central $q^2$ region up to 7.0 GeV$^2$/c$^4$, with a consequent significant increase in the statistics available. This was achieved by applying a combined selection in the normal $q^2$ and in the constrained $q^2$. The latter was obtained by constraining the mass of the $B^0$ candidate to the nominal mass of the $B^0$ meson. This additional requirement suppressed the contamination from $B^0 \to K^{*0}J/\psi \to e^+e^-$ decays leaking in the central $q^2$ region. This study also showed that it is feasible to increase the lower bound of the low $q^2$ region from 0.045 GeV$^2$/c$^4$, as in previous LHCb measurements [34], to 0.1 GeV$^2$/c$^4$. This is preferred because it allows to easily compare measurements with muons and electrons in the final state, since both leptons can be considered massless above this threshold. The results of the measurement are compatible with the SM predictions and are dominated by the statistical uncertainties. For this reason, it would be advantageous to repeat the measurement including the LHC Run II data. The increased statistics will also allow to perform a full angular maximum likelihood fit of the $B^0 \to K^{*0}e^+e^-$ decay, similarly to what done in Ref. [35] for the muon mode. In view of this measurement, the counting method approach would offer a strong cross-check, given its robustness. With the statistics collected in the LHC Run I and Run II, a measurement of the $Q_i$ and $D_i$ observables would become feasible at LHCb, thus allowing to extend our knowledge on potential NP effects that violate LFU and hopefully shading some light on the intriguing anomalies observed in recent years.
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This appendix provides some additional details on the uniform classifiers described in Chapter 6. In particular, the ROC curve of the uniform classifiers is shown in Fig. A.1, while Fig. A.2 shows the classifier response for the training and testing samples of signal and background. The efficiency as a function of the uniform variables is shown in Fig. A.3 for the classifiers with uniformity along the $B^0$ invariant mass only and in Fig. A.4 for the classifiers with uniformity along the $B^0$ invariant mass and the decay angles $\theta_\ell$, $\theta_K$, and $\phi$.

Figure A.1: ROC curve of the uBoost (left), UGBknnAda (center), and UGBFlatnessLoss (right) uniform classifiers with uniformity along the $B^0$ invariant mass only (top) and along the $B^0$ invariant mass and the decay angles $\theta_\ell$, $\theta_K$, and $\phi$ (bottom).
Figure A.2: Classifier response for the training and testing samples of signal and background for the uBoost (left), UGBknnAda (center), and UGBFlatnessLoss (right) uniform classifiers with uniformity along the $B^0$ invariant mass (top) and along the $B^0$ invariant mass and the decay angles $\theta_\ell$, $\theta_K$, and $\phi$ (bottom).
Figure A.3: Efficiency as a function of the $B^0$ invariant mass on the background (left) and signal (right) samples for the uBoost (top), UGBknnAda (middle), and UGBFlatnessLoss (bottom) uniform classifiers with uniformity along the $B^0$ invariant mass.
Figure A.4: Efficiency as a function of the $B^0$ invariant mass on the background (left) and signal (right) samples for the uBoost (top), UGBknnAda (middle), and UGBFlatnessLoss (bottom) uniform classifiers with uniformity along the $B^0$ invariant mass and the decay angles $\theta_\ell$, $\theta_K$, and $\phi$. 