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1 Introduction

Precision mapping of the material within the tracking volume of the CMS detector [1] is important for the experiment’s measurement goals. The material affects the reconstruction of events through multiple scattering, energy loss, electron bremsstrahlung, photon conversions, and nuclear interactions (NIs), of the particles produced in proton-proton collisions. The analysis presented here uses reconstructed NIs to precisely measure the positions of inactive elements surrounding the proton-proton collision point, such as the beam pipe and the inner mechanical structures of the pixel detector. This information is needed to validate simulations of the CMS detector and to identify any shifts in the positions of inactive elements. It can also be used in searches for long-lived particles with displaced vertices [2, 3].

An accurate simulation of the effects of inactive material is necessary for a proper reconstruction of all particles produced in a proton-proton collision event. In particular, the material closest to...
the interaction region affects the track position resolution, which, in turn, strongly affects the 
b tagging performance [4]. Substantial effort has been invested into the implementation of the
detailed Geant4 [5, 6] geometry used to simulate the detector response. Previous studies have
addressed the systematic uncertainties related to the tracker material simulation [7], validation of
the simulation with early data [8], and more accurate calibrations based on the data to improve the
resolution of calorimeter-based observables [9].

Identifying shifts in the positions of inactive elements is important not only for accurate
detector response simulation, but also for CMS tracker upgrade designs. Since the pixel detectors
are installed with the beam pipe already in place, an accurate measurement of the beam pipe position
is of paramount importance. As a consequence of the beam pipe mechanical characteristics and
support structure design, its final position can be different from the nominal one at the millimeter
level [10]. For the design of the Phase-1 upgrade of the pixel detector, which was installed in Spring
2017, NI imaging was used to conclude that the sagging of the beam pipe between the supports was
small enough to be of no concern. Both the original and new versions of the CMS pixel detector
are split into two half-cylinders and inserted by sliding these two halves into place by means of
appropriate rails. This installation method does not provide accuracy and reproducibility of the pixel
detector positioning below the level of a few millimeters. The evaluation and understanding of these
position uncertainties, which are comparable with mechanical clearances between the pixel detector
and the beam pipe, were important inputs for the design of the new support system and helped to
establish reliable installation procedures for the Phase-1 upgrade of the pixel detector. Clearances
may change during detector operation because of deformation due to gravity, and variations in
vacuum pressure, temperature, and magnetic field [10]. The innermost layer of the Phase-1 upgrade
of the pixel detector is even closer to the beam pipe than the previous innermost pixel layer [10],
but the clearances were well understood from the NI imaging of the pixel detector support tube.

Nuclear interaction reconstruction has been developed in the past [8, 11–13] as a powerful
tool for investigating inactive material in a tracking detector. Reconstructed NIs profit from higher
multiplicity and larger scattering angles of secondary tracks emerging from the NI vertex, resulting
in better vertex position resolution along the direction of the impinging particle compared to photon
conversion vertices [8]. Thus, the vertex resolution of reconstructed NIs is typically sub-millimeter,
and the large number of NIs leads to a precision of the order of 100 $\mu$m in determining the positions
of inactive elements of the detector. The position resolution has negligible statistical uncertainties
and is limited by systematic uncertainties.

In the alignment procedure, reconstructed tracks are used to measure the positions of the pixel
detector layers relative to the outer tracking system [14]. However, the only way to accurately
measure the positions of the inactive elements (such as the beam pipe) with respect to the tracking
detectors is to use NIs. This paper describes their effective use for a post-installation survey of the
critical detector region surrounding the interaction point.

The paper is organized as follows. In section 2 a brief description of the CMS detector and
its coordinate system is given. Section 3 summarizes the data sets used in the analysis and the
reconstruction method for the NIs is presented. Section 4 describes the position measurement
method, while in section 5 the actual measurements for the original pixel detector are presented.
In section 6 the systematic uncertainties are addressed. In section 7 the comparison of these
measurements with technical surveys is discussed, followed by a summary in section 8.
2 CMS detector

The CMS detector is one of two general-purpose detectors operating at the LHC facility at CERN. One of the central features of the CMS detector is a superconducting solenoid of 6 m internal diameter, providing a magnetic field of 3.8 T, which enables the measurement of charged particle momenta by reconstructing their trajectories as they traverse the CMS tracking system. The CMS experiment uses a right-handed coordinate system, with the origin at the nominal interaction point, the $x$ axis pointing to the center of the LHC ring, the $y$ axis pointing up (perpendicular to the LHC plane), and the $z$ axis along the counterclockwise beam direction. The azimuthal angle $\phi$ is measured in the $x$-$y$ plane, with $\phi = 0$ along the positive $x$ axis, and $\phi = \pi/2$ along the positive $y$ axis. The radial coordinate in this plane is denoted by $r$.

The CMS tracking system, shown in figure 1 (upper), consists of two main detectors: the smaller inner pixel detector and the larger silicon strip detector. The original pixel detector had three barrel pixel (BPIX) layers and two endcap disks per side, covering the region from 4 to 15 cm in radius, and spanning 98 cm along the LHC beam axis. The silicon strip tracking system has ten barrel layers and twelve endcap disks per side, covering the region from 25 to 110 cm in radius, and spanning 560 cm along the LHC beam axis. The tracking system acceptance extends up to a pseudorapidity of $|\eta| = 2.5$. The silicon strip tracking system has four subsystems. The innermost four barrel layers comprise the tracker inner barrel (TIB) detector, and the outer six barrel layers form the tracker outer barrel (TOB) detector. The three endcap disks to either side of the TIB detector form the tracker inner disks (TID− and TID+), and the nine endcap disks at each end constitute the tracker endcap (TEC− and TEC+).

The particular structural elements studied in this paper are the inactive elements that surround the BPIX detector, shown in figure 1 (lower): the pixel detector support tube, the BPIX detector outer and inner shields, three BPIX detector layers, and the beam pipe. The beam pipe is the innermost structure and, proceeding outward, the next structure is the BPIX detector inner shield. The BPIX detector and its inner shield are composed of two semi-circular halves, which are called ‘far’ for the structure outside the LHC ring ($x < 0$) and ‘near’ for the structure inside of the LHC ring ($x > 0$). Photographs of one of the halves of the BPIX detector are shown in figure 2. The BPIX detector support rails are located on the outer edge of the BPIX detector, and hold its layers in place. The pixel detector support tube encloses the BPIX detector and the support rails.

3 Data sample and nuclear interaction reconstruction

The data set used in this analysis was recorded in 2015 from proton-proton collisions at a center-of-mass energy of 13 TeV at the LHC, and corresponds to an integrated luminosity of $2.5 \text{ fb}^{-1}$. Studies were also performed using Monte Carlo (MC) simulations with PYTHIA 8 [15–17] based on single charged pions generated uniformly in $\eta$ and $\phi$ at different fixed momenta. The resulting single-pion samples are processed through a GEANT4-based detector simulation.

The data sample was selected using two main criteria. First, the density of particles should not be too large because tracks coming from the primary interaction may be mismeasured and the NI reconstruction algorithm may assign them to an NI vertex. These random combinations of primary tracks are the main source of background, and what we label “misreconstructed” NIs. Second,
the sample should have a sufficient number of events to compensate for the low efficiency of the 
NI reconstruction. The set of events obtained using a collection of triggers [18] that require at
least one high $p_T$ muon fulfills both of these criteria since these events tend to have fewer areas of
high-density hadronic activity than events triggered only by jets.

Previous studies show that the overall material thickness of the silicon tracking system varies
between 0.1–0.5 $\lambda_I$, where $\lambda_I$ is the characteristic nuclear interaction length [19]. Simulations show
that approximately 5% of charged pions with transverse momentum $p_T \approx 5$ GeV interact in the
tracking system [8]. Each NI can create a displaced vertex within the tracking volume, with an
incoming particle and a few outgoing particles. In this analysis we look for NI vertices that have at
least three associated charged particles, as discussed in more detail below.
In the methodology used to reconstruct NI vertices, the first step is to find the tracks using the CMS iterative tracking algorithm [20, 21]. This algorithm proceeds with a sequence of ten iterations. For each iteration, a specific seeding pattern is identified requiring two or three hits from pixel detector layers or strip detector stereo layers [20]. Those seeds are forward propagated within the tracking volume and the tracks are retained if quantities such as the total number of hits, $p_T$, quality of the fit, the transverse impact parameter with respect to the primary vertex, $d_0$, and the number of missing hits, $n_{\text{lost}}$, fulfill certain quality criteria. This last variable is obtained by extrapolating the track’s trajectory outward toward the calorimeters and inward toward the beam axis. The value of $n_{\text{lost}}$ is then the number of strip and pixel detector layers crossed by the trajectory that have no measured hits.

At the end of each iteration, the hits associated with the identified tracks are masked to reduce the combinatorics of the next step. The highest-quality tracks are identified in the earliest iterations, while subsequent iterations select tracks with lower quality and larger combinatorics.

Tracks considered for NI reconstruction benefit from all ten iterations and are required to have $p_T > 200$ MeV to reduce the number of misreconstructed NIs. They are classified into three categories according to their position relative to the NI vertex:

- **Incoming tracks**: we require $d_0 < 0.2$ cm, and at least three hits, with at most one hit after the NI vertex.
- **Outgoing tracks**: we require $d_0 > 0.2$ cm, at least six hits, with at most one hit before the NI vertex, and $n_{\text{lost}} < 10$.  

---

**Figure 2.** (Left) Photograph of one half of the BPIX detector showing longitudinal support, three layers, and inner shield. (Right) Photograph showing an end of the BPIX detector while standing on the installation cassette. Optical targets, indicated by the numbers 2001, 2002, and 2003, are used to locate the BPIX detector within the CMS cavern. Photographs by Antje Behrens, CERN.
Figure 3. Schematic view of NI vertex reconstruction: (left) a cluster of $P_C$ positions ($P_{C1}$, $P_{C2}$, and $P_{C3}$) with the distance of closest approach $d_m$ (labeled $d_{m1}$), shown for $P_{C1}$; (center) the algorithm uses the three $P_C$ points to identify an aggregate position $P_G$; (right) after refitting the track helices, the best vertex $P'_G$ is found with indicated incoming direction from the primary vertex position, $P_V$, and outgoing system. Black curves correspond to reconstructed charged particle tracks.

- Merged tracks: we require $d_0 < 0.2$ cm, at least four hits, with at least two hits before, and two after the NI vertex, and $n_{\text{lost}} < 10$.

For an NI in the strip detector, the incoming charged particles may be reconstructed as short tracks seeded from pixel detector triplets or pairs of hits. For an NI in the pixel detector the incoming charged particle leaves too few hits to be reconstructed. It can happen, though, that the hits from the incoming charged particle are assigned by the tracking algorithm to an outgoing track that is much longer. In that case, a merged track is obtained. The tracking of the outgoing charged particles typically uses strip-only or mixed pixel-strip detector seeding. Finally, in NI cases where most of the momentum of the incoming charged hadron is transferred to an outgoing one, the trajectories of the incoming and outgoing tracks may be assigned by the tracking algorithm to a single merged track.

A vertex reconstructed from the list of selected tracks identifies the position of the NI. For each pair of tracks the points of closest approach are identified. The length of the segment connecting these two points provides the distance of closest approach, $d_m$ [20]. If $d_m < 0.5$ cm, we consider the possibility that both tracks come from the same vertex. The center, $P_C$, of the segment is then considered as the best estimate of the position of this vertex. This step is sketched in figure 3 (left).

A three-dimensional (3D) clustering procedure is used to iteratively aggregate the $P_C$ positions of vertex candidates. In practice, we start from the innermost $P_C$ (labeled $P_{C1}$) with respect to the primary vertex position, $P_V$, and look for the presence of points within a cylinder of ±5 cm along the direction of the vector $P_V P_C$ and 1 cm in radius. The dimensions of this cylinder are defined to take into account the resolution of the track parameters. If several points are found, the closest to $P_{C1}$ is selected, and the barycenter position ($P_G$) between this point and $P_{C1}$ is calculated. The algorithm is iterated starting from $P_G$. The search stops when no additional points are found within the cylinder. This step is sketched in figure 3 (center). All points selected during the search are removed from the list of $P_C$ values and the algorithm is restarted.
Each $P_G$ with its associated tracks is passed to the adaptive vertex fitter (AVF) [20], which refits the helices of the tracks assuming a point close to $P_G$ as the common vertex. An example is sketched in figure 3 (right). The AVF provides a list of vertex candidates with their best position estimates, $P'_G$, as its output.

The set of outgoing tracks from a vertex candidate is referred to as the outgoing system. The Lorentz four-vectors of those tracks, assuming a pion mass for each track, define the kinematic properties of the outgoing system. The incoming or merged track is referred to as the incoming system. It provides the direction and kinematic properties of the impinging particle. In case no incoming or merged track is present, the vector $-\vec{P_V}$ defines the incoming direction.

This list of vertex candidates is filtered with the following quality criteria designed to select NI vertices and reject conversions, decays in flight, and misreconstructed NI vertices:

- At least three tracks are required, including incoming, merged, or outgoing tracks.
- An NI candidate with more than one incoming and/or merged track is rejected.
- The outgoing system must have an invariant mass of at least 1 GeV and $p_T > 500$ MeV.
- The angle between the incoming and outgoing directions shall not exceed 15°.
- Vertex candidates located well inside the nominal beam pipe radius are removed since there is no material in that region.

With these criteria, 5.40 million events are found with at least one NI and these events yield a total of 5.71 million NIs.

The position resolution of the reconstructed NI vertices is estimated using the single-pion simulation. The positions of the actual NI and its reconstruction are recorded and the differences are compared in different regions of the detector. Within the beam pipe, the typical resolution perpendicular to the direction of the particle’s propagation is of the order of 50 $\mu$m. The resolution degrades at larger radius due to the smaller number of pixel detector hits included in the tracking. Within the pixel detector volume, the resolution is approximately 100 $\mu$m, and it increases to 200 $\mu$m within the pixel detector support tube. The perpendicular vertex position resolution is the main factor in determining how well the centers of the different structures can be located. The vertex position resolution along the direction of propagation of the incoming track is worse than in the perpendicular direction because the combining of the individual track locations is less precise in this direction. The resolutions along the track direction are 300 $\mu$m within the beam pipe, 500 $\mu$m within the pixel detector, and 1000 $\mu$m within the pixel detector support tube. These resolutions are smaller than the element thicknesses in the different structures under consideration and the impact on the uncertainties associated with the measurement procedure remains limited.

The purity of the NI sample depends on the region under consideration and the signal-over-background ratio is about 1.5, 0.5, and 8 for the beam pipe, BPIX detector inner shield, and pixel detector support tube, respectively. The misreconstruction rate decreases as track density decreases and so it is smaller at higher radius. The misreconstruction rate for each measurement is estimated from data by looking at a region to the side of the structure under consideration, where no material is expected.
The “hadrography” in the $x$-$y$ plane of the tracking system in the barrel region ($|z| < 25$ cm) is provided in figure 4. The signatures of the beam pipe, the BPIX detector with its support, and the first layer of the TIB detector can be seen.

4 Analysis method

In this analysis we focus on the measurement of the positions of the inactive elements within the inner tracking system. All the inactive elements under consideration except for the support rails have a cylindrical geometry with their axes being collinear to the beam axis. For all the structures but the support rails, the axis position is within a few millimeters of $(0,0)$, the origin of the CMS offline coordinate system, which is discussed in section 7.1. By design, the thicknesses of the structures do not exceed a few millimeters to keep the amount of material within the inner tracking system to a minimum. These properties of the components under consideration allow a significant simplification of the fitting technique. Instead of a complex fit of a 3D structure, we fit the parameters of a function in the $x$-$y$ plane using shapes such as circles, half-circles, or ellipses.

The slight displacement of the structures’ axes with respect to the beam axis induces differences in the azimuthal hadron fluxes seen by different elements of the structure. We correct for that effect...
locally by reweighting events [8] using a geometric factor for each bin $i$, $F_i$, that accounts for the small flux effect. To a first approximation we can write $F_i = 1/r_{bs}^2$, where $r_{bs}$ is the radial distance calculated with respect to the average over the data-taking period of the beam spot position that was computed using the method from ref. [20]. For the 2015 data-taking period, the average beam spot position in the transverse plane was $x_{bs} = 0.8$ mm and $y_{bs} = 0.9$ mm [22]. The beam spot position varied during the year by distances of less than 0.1 mm.

The measurement of each cylindrical structure follows the same steps:

1. The NI vertices are selected within a ring of a few centimeters around the structure and a binned position distribution in $i$ is made in the $x$-$y$ plane. The chosen bin sizes are smaller than the thicknesses of the objects being studied, but large enough to allow for stable fitting procedures. The two-dimensional (2D) bin size in the $x$-$y$ plane used for the beam pipe and BPIX detector inner shield measurements is $500 \times 500 \mu$m$^2$. For the pixel detector support tube the bin size is $1700 \times 1700 \mu$m$^2$, and for the BPIX detector support rails a bin size of $800 \times 800 \mu$m$^2$ is used.

2. The resulting distribution is sliced into 40 regions in $\phi$. The slices where additional structures such as cooling pipes or collars, are visible near the main structure are rejected from the analysis.

3. In each slice, the 2D distribution is projected along the $\phi$ coordinate and the distribution of $\rho_i(x_0, y_0)$ values is considered, where $\rho_i(x_0, y_0) = \sqrt{(x_i - x_0)^2 + (y_i - y_0)^2}$ is the radial position of the center of bin $i$ in the relative coordinates of the structure, with origin $(x_0, y_0)$. The signal region is defined using $\rho_{\min}$ and $\rho_{\max}$ values chosen around the expected position of the structure. The combinatorial background is estimated using signal sidebands in $\rho_i(x_0, y_0)$, which are fit by an exponential function, yielding a value $B_i$ of background events under the signal in the $x$-$y$ plane for each bin $i$.

4. A $\chi^2$ is defined for a circular shape:

$$\chi^2 = \sum_{i: \rho_{\min} < \rho_i(x_0, y_0) < \rho_{\max}} \frac{\max[0, (N_i - B_i - n_{cr} \sqrt{B_i})] F_i / F_{\text{ref}} (\rho_i(x_0, y_0) - R)^2}{\sigma_{\text{NI}}^2},$$

(4.1)

where $\sigma_{\text{NI}} = 100 \mu$m is the typical NI vertex resolution, $N_i$ is the number of events in bin $i$, $n_{cr}$ is the number of standard deviations above the nominal background, and $R$ is the radius of the structure. In the case of an ellipse, $R$ becomes dependent on $x_i$ and $y_i$ through a relation parametrized by the semi-minor axis ($R_x$) and semi-major axis ($R_y$). The correction factor $F_i / F_{\text{ref}}$ is defined to mitigate the small differences in hadron flux between bins. To keep this factor as close as possible to 1, we take $F_{\text{ref}}$ to be the value of the flux at the expected radius $R$ around the beam spot position. During the minimization procedure we do not recalculate $F_{\text{ref}}$. The overall impact of the flux factor on the final result is small.

5. We subtract the mean background plus twice the expected background uncertainty (using $n_{cr} = 2$) to maximize the signal purity and improve the visibility of the structures.

6. A minimization of the $\chi^2$ is subsequently performed with $R$, $x_0$, and $y_0$, as free parameters.
Figure 5. The beam pipe region viewed in the $x$-$y$ plane for $|z| < 25$ cm before background subtraction. The density of NI vertices is indicated by the color scale. (0,0) is the origin of the CMS offline coordinate system, which is discussed in section 7.1. The blue point in the center of the distribution corresponds to the average beam spot position of $x_{bs} = 0.8$ mm and $y_{bs} = 0.9$ mm in 2015.

5 Measurements of pixel detector positions

5.1 Measurement of the beam pipe position

The density of NI vertices before background subtraction, reconstructed in the BPIX detector ($|z| < 25$ cm) in the region of the beam pipe ring, projected onto the $x$-$y$ plane, is shown in figure 5. The section of the pipe observed in the figure is machined as a thin beryllium cylinder, 0.8 mm thick. The pipe is maintained by collars located at $z = \pm 1.5$ m, which are outside of the region that is investigated by this analysis. The structure is therefore modeled by a simple circle in the $x$-$y$ plane. The combinatorial background appears in blue in the figure. Since the axis of the pipe is shifted by approximately 1 mm with respect to the coordinate system, we consider the whole region between $\rho_{\text{min}} = 2.0$ and $\rho_{\text{max}} = 2.4$ cm for the fit.

An example of a $\phi$ slice is shown in figure 6. We clearly see a peak at around $\rho(x_0, y_0) = 2.25$ cm that represents the location of the beam pipe. The combinatorial background under the peak is estimated from the right sideband defined by $2.4 < \rho(x_0, y_0) < 3.0$ cm. An exponential function is fitted to the sideband region and extrapolated into the signal region.

In figure 7, the fit results for a circle of radius $R$ and center $(x_0, y_0)$ are shown in the $x$-$y$ plane (upper), and $r$-$\phi$ coordinates (lower). The radius is measured with a precision of 30 $\mu$m, well below the thickness of the beam pipe. The radius measurement matches exactly the design value of the beam pipe, which is 22.1 mm [10]. The center of the beam pipe is shifted by 1.24 mm in $x$ and 0.27 mm in $y$. The effect of this shift is visible in the sinusoidal modulation of the $r$-$\phi$ distribution, which is well modeled by the fit.
Figure 6. The density of NI vertices versus $\rho(x_0, y_0)$ for a $\phi$ slice of the beam pipe located near $\phi = 0$ (black line) for $|z| < 25$ cm before background subtraction. The green hatched area corresponds to the signal region, the red hatched area corresponds to the sideband region used to fit the background, and the blue hatched area corresponds to the estimated background in the signal region.

5.2 Measurement of the BPIX detector inner shield position

Figure 8 shows the density of reconstructed NI vertices in the region of the BPIX detector inner shield for $|z| < 25$ cm as projected onto the $x$-$y$ plane. The inner shield can be identified at around $r = 3.8$ cm and protects the sensitive modules of the first BPIX detector layer visible in the region around $r = 4$ cm. The small bumps around the shield that are visible in figure 8 correspond to the cables connected to the first BPIX detector layer. The twelve $\phi$ sectors that contain the cables are removed from the fit described below.

The background for the remaining $\phi$ sectors is estimated from the left sideband defined by $3.00 < \rho(x_0, y_0) < 3.55$ cm. This region between the beam pipe and the BPIX detector inner shield is empty of any structure, while the region between the inner shield and first BPIX detector layer is very small and occupied by cables. The signal-over-background ratio for the BPIX detector inner shield is less favorable than for the beam pipe because the shield has a smaller amount of material.

In figure 9, the result of the fit to the BPIX detector inner shield with two half-circles is shown in the $x$-$y$ plane (upper), and $r$-$\phi$ coordinates (lower). The radii of the halves are assumed to be equal and represented by the parameter $R$. The possibilities that the radii could be different and that we have two half-ellipses instead of circles were tested and represent the dominant systematic uncertainty, which amounts to $170$ $\mu$m. The centers of each half-circle, $(x_{0,\text{far}}, y_{0,\text{far}})$ and $(x_{0,\text{near}}, y_{0,\text{near}})$, are determined from the fit. The fit values for $y_{0,\text{far}}$ and $y_{0,\text{near}}$ show that the halves are vertically aligned to within $100$ $\mu$m. The geometric shapes of the two half-circles used in the fit overlap, as
Figure 7. The beam pipe region with the fitted values for a circle of radius $R$ and center $(x_0, y_0)$ for $|z| < 25$ cm. The $x$-$y$ plane after background subtraction (upper), and the $r$-$\phi$ coordinates before background subtraction (lower), are shown. The density of NI vertices is indicated by the color scale. The red line shows the fitted circle. The blue point in the center of the $x$-$y$ plane corresponds to the average beam spot position of $x_{bs} = 0.8$ mm and $y_{bs} = 0.9$ mm in 2015.
Figure 8. The BPIX detector inner shield region viewed in the x-y plane for |z| < 25 cm before background subtraction and removal of the φ regions with additional structures. The density of NI vertices is indicated by the color scale. The inner shield itself is the visible circle of radius r = 3.8 cm. Modules in the first BPIX detector layer are visible at larger radius. The small bumps that can be seen around the shield correspond to cables connected to the first BPIX detector layer.

seen in figure 9 (upper). However, each half of the actual BPIX detector inner shield spans less than a half-circle in arc length, resulting in a small gap between the halves that can be seen in figures 8 and 9 (lower).

5.3 Measurements of the positions of the pixel detector support tube and the BPIX detector support rails

The density of NI vertices, reconstructed in the barrel tracking detector (|z| < 25 cm), in the region of the pixel detector support tube, projected onto the x-y plane, is shown in figure 10. The BPIX detector is placed within the cylinder of the pixel detector support tube using the top and bottom rails visible at y ≈ ±19 cm. The region around the rails (twelve φ sectors) is removed from the fitting procedure for the pixel detector support tube.

When the pixel detector support tube was manufactured, it was circular, but it was deformed into an ellipse under its own weight after installation. The pixel detector support tube was fitted with an ellipse because of this deformation, and a difference of 1.0 mm is seen between the two semi-axes. In figure 11, the result of the fit to the pixel detector support tube is shown in the x-y plane (upper), and r-φ coordinates (lower). The semi-minor axis appears to be aligned with the x axis and the semi-major axis with the y axis. The position of the center of the pixel detector support tube is shifted by a few millimeters with respect to the coordinate system.

The method used to measure the positions of the BPIX detector support rails is different than for the other inactive elements since the rails are more complex structures to model. The rails are mounted on support structures that are aligned with the x axis, therefore we can identify the y
Figure 9. The BPIX detector inner shield with the fitted values for two half-circles of common radius $R$ and centers $(x^\text{far}_0, y^\text{far}_0)$ and $(x^\text{near}_0, y^\text{near}_0)$ for $|z| < 25$ cm. The $x$-$y$ plane after background subtraction (upper), and the $r$-$\phi$ coordinates before background subtraction (lower), are shown. The density of NI vertices is indicated by the color scale. The red and black lines at around $r = 3.8$ cm show the fitted half-circles on the far and near sides, respectively. The blue point at the center of the $x$-$y$ plane corresponds to the average beam spot position of $x_{bs} = 0.8$ mm and $y_{bs} = 0.9$ mm in 2015. Modules in the first BPIX detector layer are visible in (lower) at larger radius.
Figure 10. The region of the pixel detector support tube viewed in the $x$-$y$ plane for $|z| < 25$ cm before background subtraction and removal of the $\phi$ regions with additional structures. The density of NI vertices is indicated by the color scale. Two circular structures are visible. The circle with the smaller radius corresponds to the BPIX detector outer shield, while the one with the larger radius is the pixel detector support tube (also visible in figure 4).

cordinate (top rail $y$ and bottom rail $y$) of this support structure. In practice we define top and bottom rail $y$ as the inner coordinate of the support structure, estimated by finding the position with the maximum $y$ derivative in figure 12. The measurement is performed separately for the $y < 0$ and $y > 0$ sides. Since the support structure is very thin, it is included in a single bin of width 800 $\mu$m. The uncertainty for a uniform/flat distribution is $1/\sqrt{12}$ of the bin size, i.e., 0.02 cm. This uncertainty includes effects from the fitting procedure and from small structures within the rails. The results are shown in figure 12 for the combined tracking detector barrel and endcap regions. We also performed separate measurements for the barrel and endcap regions, and the results were consistent with those obtained from the combined regions.

5.4 Results

Table 1 summarizes the results of the fits. The values of the parameters are tabulated for the fits to the beam pipe with a circle, the BPIX detector inner shield with two half-circles, and the pixel detector support tube with an ellipse. Only systematic uncertainties are provided since the statistical uncertainties are negligible (below 10 $\mu$m). Table 2 summarizes the final results where the BPIX detector support rails were fitted with a horizontal line. As an estimate of the systematic uncertainty we take half the bin width in $y$; the statistical uncertainties are once again negligible.

6 Systematic uncertainties

The precision of the measurements presented in table 1 is determined by the systematic uncertainties. These uncertainties are associated with the procedures for the background subtraction, the shape assumptions, parameter fitting, and NI vertex reconstruction.
Figure 11. The pixel detector support tube with the fitted values for an ellipse with semi-minor axis $R_x$, semi-major axis $R_y$, and center $(x_0, y_0)$ for $|z| < 25$ cm. The $x$-$y$ plane after background subtraction (upper), and the $r$-$\phi$ coordinates before background subtraction (lower), are shown. The density of NI vertices is indicated by the color scale. The red line shows the fitted ellipse. The blue point in the center of the $x$-$y$ plane corresponds to the average beam spot position of $x_{bs} = 0.8$ mm and $y_{bs} = 0.9$ mm in 2015.
Figure 12. The BPIX detector support rails after background subtraction in the x-y plane for the combined tracking detector barrel and endcap regions. Horizontal red lines correspond to the fit of the BPIX detector support rails. The density of NI vertices is indicated by the color scale.

Table 1. Results of the fit to the beam pipe with a circle, the BPIX detector inner shield with two half-circles, and the pixel detector support tube with an ellipse. Only systematic uncertainties are provided since the statistical uncertainties are negligible.

<table>
<thead>
<tr>
<th>Object</th>
<th>R (cm)</th>
<th>$x_0$ (mm)</th>
<th>$y_0$ (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beam pipe</td>
<td>2.211 ± 0.003</td>
<td>1.24 ± 0.03</td>
<td>0.27 ± 0.03</td>
</tr>
<tr>
<td>BPIX detector inner shield, far</td>
<td>3.774 ± 0.017</td>
<td>0.44 ± 0.17</td>
<td>−0.98 ± 0.17</td>
</tr>
<tr>
<td>BPIX detector inner shield, near</td>
<td>3.774 ± 0.017</td>
<td>−0.93 ± 0.17</td>
<td>−0.91 ± 0.17</td>
</tr>
<tr>
<td>Pixel detector support tube</td>
<td>$R_x$: 21.703 ± 0.007</td>
<td>−0.75 ± 0.07</td>
<td>−3.15 ± 0.07</td>
</tr>
<tr>
<td></td>
<td>$R_y$: 21.803 ± 0.007</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Results of the fitted y coordinate of the bottom and top BPIX detector support rails with a horizontal line. Only systematic uncertainties are provided since the statistical uncertainties are negligible.

<table>
<thead>
<tr>
<th>Bottom rail y (cm)</th>
<th>Top rail y (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>−19.72 ± 0.02</td>
<td>19.08 ± 0.02</td>
</tr>
</tbody>
</table>

Uncertainties arising from the subtraction and estimation of the background are determined by varying the shape and normalization of the background, and refitting the resulting signal. As a cross-check, instead of using an exponential fit, a simple horizontal line is fit in the sideband region and extrapolated into the signal region to determine the combinatorial background under the signal peak. The largest difference seen in the fitted values for each structure is taken as the systematic uncertainty due to the background shape. The normalization of the background was also varied. The number of background events in each bin was varied by two standard deviations in the statistical uncertainty and the resulting signal was refitted. The maximum difference in the fitted
Table 3. Systematic uncertainties in the position and radius measurements of three inactive detector elements.

<table>
<thead>
<tr>
<th>Source of systematic uncertainty</th>
<th>Beam pipe (mm)</th>
<th>BPIX detector inner shield (mm)</th>
<th>Pixel detector support tube (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Background shape variation</td>
<td>0.02</td>
<td>0.02</td>
<td>0.04</td>
</tr>
<tr>
<td>Background subtraction</td>
<td>&lt;0.01</td>
<td>0.06</td>
<td>0.01</td>
</tr>
<tr>
<td>Average background in three neighbor φ bins</td>
<td>&lt;0.01</td>
<td>0.02</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Structure shape variation</td>
<td>&lt;0.01</td>
<td>0.07 (position) —</td>
<td>0.14 (R^{near}, R^{far})</td>
</tr>
<tr>
<td>Fit procedure</td>
<td>0.01</td>
<td>0.01</td>
<td>0.04</td>
</tr>
<tr>
<td>Vertex reconstruction resolution</td>
<td>0.01</td>
<td>0.01</td>
<td>0.04</td>
</tr>
<tr>
<td>Total</td>
<td>0.03</td>
<td>0.17</td>
<td>0.07</td>
</tr>
</tbody>
</table>

values is taken as the systematic uncertainty associated with the estimated size of the background subtraction. A third background variation was performed by using the background estimated from neighboring φ bins. Again, the difference in fitted values is taken as a systematic uncertainty. The uncertainties from these variations on the background are listed in table 3. The combined effect of these three sources does not exceed 60 µm.

The uncertainties in the measurements that were introduced by the assumptions made about the shapes of the beam pipe and BPIX detector inner shield are also estimated by refitting the data using different shapes. The uncertainties in the shapes of the beam pipe and BPIX detector inner shield are estimated by fitting the beam pipe with an ellipse, instead of a circle, and the BPIX detector inner shield with two half-ellipses, instead of two half-circles. In the case of the beam pipe, it is observed that the two semi-axes of the ellipse are equal to within 10 µm, which supports the use of a circular shape, and this difference is added to the systematic uncertainty of the radius measurement. The value of $R_x$ was fixed for the BPIX detector inner shield fits to the half-ellipse, because otherwise the fit was not stable. The results from the ellipse and half-ellipse fits were compared with the results from the circle and half-circle fits. The largest difference was taken as the systematic uncertainty from the shape of the structure. The pixel detector support tube is already modeled with an ellipse, and therefore no extra systematic uncertainty is assigned to the modeling of its shape. The systematic uncertainties determined by varying the assumed shapes of the structures are listed in table 3.

The systematic uncertainties associated with the fit procedure are determined using pseudo-data where the shapes and positions of the objects are fixed from the experimentally measured values. Uncertainties for the fits to a circular shape are measured by generating a beam pipe centered at (0, 0), a beam pipe centered at the measured $(x, y)$, a BPIX detector inner shield generated with the values measured from the near side, and a BPIX detector inner shield generated with the values measured from the far side. The largest difference between the input parameters and the fit results was taken as the systematic uncertainty for the circle fit. The systematic uncertainty from the fit to an elliptical shape was determined similarly. Two pixel detector support tubes were generated.
One was centered at \((0,0)\) with the semi-axes similar to the measured values, and the other was centered at the measured center of the pixel detector support tube with semi-axes similar to the measured values. The uncertainties found from fitting the simulated data are listed in table 3 in the “Fit procedure” row.

Another source of systematic uncertainty comes from the reconstruction of the secondary vertex position for the NI. The finite position resolution of the reconstructed vertices and the fitting procedure itself may introduce biases in the position measurements. The effects of these potential biases are estimated by measuring the structure properties in MC simulations based on single pions generated where a cylindrical model is assumed for the beam pipe, BPIX detector inner shield and pixel detector support tubes centered on the beam axis. Pions with momenta of 10 and 100 GeV are simulated. The simulated beam pipe, BPIX detector inner shield, and pixel detector support tube are centered at \((0,0)\). The largest deviations from \((0,0)\) in the fits are taken as the systematic uncertainties, and are presented in table 3 in the “Vertex reconstruction resolution” row.

The systematic uncertainty in the position measurements for the BPIX detector support rails is conservatively estimated to be \(1/\sqrt{12}\) of the bin size.

During the 2015 data taking, CMS had cooling problems with its magnet, resulting in the magnet being cycled on and off several times. Since the changes in magnetic field could potentially affect the position of the beam pipe, the data were split into two halves chronologically to see if the position in the later data differed from that in the earlier data. Within the measurement uncertainties, no change in position was observed.

7 Comparison with technical surveys

After the installation of the new CMS central beam pipe [23] during the 2013–2015 LHC shutdown, a number of measurements were taken in order to better understand the position and stability under different supporting configurations of the central beam pipe itself and later also of the BPIX detector. The pixel detector support tube was not surveyed at this time because NI measurements had shown no motion of it with respect to earlier surveys and it is not possible to adjust its position in any case.

7.1 CMS survey coordinate system

The CMS coordinate system used by the surveyors is the same as that described in section 2. The local geometry of the CMS cavern is a local transformation from the global geometry of the LHC. The coordinate system used for offline analysis in CMS is based on a 3D best fit reconstruction from high \(p_T\) tracks coming from the interaction region of the TOB centroid. The reconstructed TOB centroid defines the CMS detector central axis and, based on measurements taken by the surveyors at CMS after the installation of the tracking system in 2009 in the CMS coordinate system, is made to coincide with the latter in the offline code via simple rigid translations and rotations. The two coordinate systems (CMS offline system and CMS coordinate system) should then coincide within the uncertainties that are dominated by the surveyors measurements. The systematic uncertainty is estimated to be \(\pm0.75\) mm and it should be added to any other quoted uncertainties when comparing results obtained within the two systems.
7.2 Central beam pipe

The CMS central beam pipe spans the central detector region over 6.2 m and is held vertically and horizontally by metal wires attached to collars positioned at $\pm 1.6$ m from the center and at the two extremities ($\pm 3.1$ m) by flanges connected to the endcap sections of the beam pipe.

Measurements of the position of the beam pipe were taken using a theodolite and measuring four points for each collar and flange. A best fit to a circle gives the position of the center of the beam pipe in the four positions along the $z$ axis. The accuracy of this measurement is estimated to be $\pm 0.5$ mm. Table 4 summarizes the results of the measurements of the CMS central beam pipe on January 12, 2015 after the re-installation of the original pixel detector (both barrel and endcaps parts) and with all supports in their final configuration.

<table>
<thead>
<tr>
<th>Support</th>
<th>$x$ (mm)</th>
<th>$y$ (mm)</th>
<th>$z$ (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flange $+z$ (+3.1 m)</td>
<td>0.2</td>
<td>0.2</td>
<td>3131.7</td>
</tr>
<tr>
<td>Collar $+z$ (+1.6 m)</td>
<td>0.8</td>
<td>0.2</td>
<td>—</td>
</tr>
<tr>
<td>Collar $-z$ (-1.6 m)</td>
<td>0.7</td>
<td>0.1</td>
<td>—</td>
</tr>
<tr>
<td>Flange $-z$ (-3.1 m)</td>
<td>-0.8</td>
<td>0.2</td>
<td>-3136.9</td>
</tr>
</tbody>
</table>

Although these results should be directly compared with the NI measurements taken shortly thereafter during 2015 data taking, there are several considerations to be made, potentially leading to a somewhat different position of the beam pipe during data taking:

- The CMS endcaps needed to be closed, and in the process, various beam pipe supports are temporarily removed and exchanged.

- The magnetic field was turned on, compressing the endcaps inside the solenoid toward the interaction point (hence the need for various supports along the beam pipe).

- Vacuum was created inside the beam pipe before the beam can circulate.

- The ambient temperature in the tracking system and central beam pipe volume went down to around 0°C during data taking.

Notwithstanding these differences, the survey coordinates of the center of the beam pipe are compatible with the NI measurements. The $x$ and $y$ coordinates in table 1 for $|z| < 25$ cm agree within uncertainties with the inner beam pipe (collar) positions given in table 4.

7.3 BPIX detector

In order to be able to measure the position of the BPIX detector right after installation, optical targets were glued onto the end flanges of the detector, which are visible from outside the pixel detector support tube using a theodolite positioned on the pixel detector installation platform at each end. The BPIX detector is divided into two separate parts labeled far and near as discussed in section 2. The detector itself spans the interaction region over about 50 cm in the $z$ direction, but
the services, running along the outside surface of the pixel detector supply tube, extend to the end of the pixel detector volume at $z = \pm 3.0\,\text{m}$.

Three survey target points, indicated by the numbers 2001, 2002, and 2003, are visible in figure 2 (right): one survey mark and two mechanical flat screws were used to define the plane of the end flange of the detector, and the positions are measured using photogrammetry techniques in the laboratory before installation. The three points on each of the four end flanges of the detector (near $+z$, near $-z$, far $+z$, and far $-z$) were then referenced to the center axis of the BPIX detector with an estimated accuracy of $\pm 0.2\,\text{mm}$. The detector was installed on December 11, 2014 and its position measured with the theodolite. The three points at each end define a plane and a center, and the two planes combined define a center line in 3D space. Each side (far and near) is treated independently yielding two center lines in 3D space, one extrapolated from measurements of the far side and one from measurements of the near side. The accuracy of the two extrapolated center lines is estimated to be $\pm 1.0\,\text{mm}$. From these measurements the survey determined that the overall detector center is low by $1.1\,\text{mm}$ ($y = -1.1\,\text{mm}$ for both the far and near halves), in good agreement with the $y_0$ results shown in table 1. In the $x$ direction, the average of the far and near center positions is $-0.7\,\text{mm}$ in the survey, which agrees within the uncertainties with the average value of $-0.2\,\text{mm}$ from the NI measurements.

8 Summary

Nuclear interactions have a reputation of being undesirable events that degrade the quality of the reconstruction of charged and neutral hadrons. In this analysis, it has been demonstrated that they can be used to produce a high-precision map of the material inside the tracking system. Such maps can be useful for validating detector simulations and identifying any shifts in detector elements during operation.

Using a data set that corresponds to an integrated luminosity of $2.5\,\text{fb}^{-1}$ of proton-proton collisions at a center-of-mass energy of 13 TeV, a large sample of secondary hadronic interactions was collected. After background subtraction, the positions of the secondary vertices were used to determine the locations of inactive elements with a precision of the order of $100\,\mu\text{m}$. The positions of the beam pipe and the inner tracking system structures (pixel detector support tube, and BPIX inner shield and support rails) were determined with a precision that depends on the structure under study. No significant position bias was identified through the technique, and statistical uncertainties were negligible. The positions of the structures under consideration were probed with a precision better than the typical installation tolerances and are found to be compatible with previous survey measurements.
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