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Abstract

A search for narrow, low-mass, scalar and pseudoscalar resonances decaying to bottom quark-antiquark pairs is presented. The search is based on events recorded in $\sqrt{s} = 13$ TeV proton-proton collisions with the CMS detector at the LHC, collected in 2016, and corresponding to an integrated luminosity of 35.9 fb$^{-1}$. The search selects events in which the resonance would be produced with high transverse momentum because of the presence of initial- or final-state radiation. In such events, the decay products of the resonance would be reconstructed as a single large-radius jet with high mass and two-prong substructure. A potential signal would be identified as a narrow excess in the jet invariant mass spectrum. No evidence for such a resonance is observed within the mass range from 50 to 350 GeV, and upper limits at 95% confidence level are set on the product of the cross section and branching fraction to a bottom quark-antiquark pair. These constitute the first constraints from the LHC on exotic bottom quark-antiquark resonances with masses below 325 GeV.
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1 Introduction

Many models of physics beyond the standard model (SM) require new particles that couple to quarks and gluons and can be observed as dijet resonances. One example is a model in which dark matter particles ($\chi$) couple to SM particles through a spin-0 scalar ($\Phi$) or pseudoscalar ($A$) mediator, which decays preferentially to a bottom quark-antiquark ($b\bar{b}$) pair [1–5]. As the mass of such a mediator is an unknown parameter of the model, it is important to search in as broad a mass range as possible.

Because of the overwhelming background of events from jets produced through the strong interaction, referred to as quantum chromodynamics (QCD) multijet events, inclusive searches for dijet resonances at the CERN LHC have historically been limited to dijet invariant masses greater than 1 TeV. Several techniques have been explored to evade this limitation. Trigger-level analyses, also known as “data scouting,” increase the number of events collected at lower dijet invariant masses by recording a minimal subset of the total event content. The ATLAS and CMS experiments have used this technique to search for resonances with masses as low as 450 GeV [6–9]. The invariant mass threshold can also be lowered by performing bottom quark tagging at the trigger level, enabling masses as low as 325 GeV to be probed [10, 11]. The analysis presented here uses a different technique, requiring that the dijet resonances be produced with significant initial- or final-state radiation. The technique has been employed in searches for low mass resonances decaying to quark-antiquark pairs [12–14], which have provided the best sensitivity to date for resonances with masses between 50 and 300 GeV. This technique has also been used to search for SM Higgs bosons (H) produced through gluon fusion and decaying to $b\bar{b}$ pairs [15], with an observed significance of 1.5 standard deviations.

This paper presents the first LHC search for new particles that decay to $b\bar{b}$ resonances with masses as low as 50 GeV. Spin-0 scalar and pseudoscalar resonances, which may mediate interactions between dark matter particles and SM particles, are considered. Minimal flavor violation is assumed, to ensure consistency with flavor constraints [1–5]. Under this assumption, the $\Phi$ or $A$ particles decay only to fermion-antifermion pairs of the same flavor. Further, the SM couplings are assumed to be proportional to the SM Yukawa couplings with a single universal constant of proportionality, $g_{\chi\Phi}$ or $g_{\chi A}$. The two interaction Lagrangians are

\begin{align*}
L_{\Phi} &= g_{\chi\Phi} \Phi \bar{\chi} + \frac{\Phi}{\sqrt{2}} \sum_f g_{q\Phi} y_f \bar{t}_f, \\
L_A &= i g_{\chi A} A \bar{\chi} \gamma_5 \chi + i \frac{A}{\sqrt{2}} \sum_f g_{qA} y_f \bar{t}_f \gamma_5 f,
\end{align*}

where the sum is over all charged SM fermions, $g_{\chi\Phi}$ and $g_{\chi A}$ are the couplings to the dark matter particle, the Yukawa couplings of fermions $y_f$ are normalized to the Higgs vacuum expectation value as $y_f = \sqrt{2} m_f / v$ with $v = 246$ GeV and $m_f$ the corresponding fermion mass. For resonance masses below twice the dark matter particle mass ($m_\chi$), $\Phi$ and $A$ couple preferentially to heavier quarks. Consequently, the resonances are predominantly produced via a loop-induced coupling to gluons, and, for resonance masses below twice the top quark mass ($m_t$), decay mostly to $b\bar{b}$ pairs. This search is also sensitive to extensions of the SM that include a new gauge boson that couples to the right-handed components of the bottom and charm quarks [16].

This paper reports the results of a search for narrow $b\bar{b}$ resonances with masses between 50 and 350 GeV in events collected in $\sqrt{s} = 13$ TeV proton-proton (pp) collisions with the CMS detector at the LHC. The data sample corresponds to an integrated luminosity of 35.9 fb$^{-1}$. We search for resonances produced with high transverse momentum $p_T$ because of significant
initial- or final-state radiation (ISR or FSR). This ISR or FSR ensures the events pass stringent trigger restrictions set by bandwidth limitations, allowing resonance masses as low as 50 GeV to be probed. The resonance decay products are merged into a single wide jet. Two wide-jet algorithms are considered: the anti-$k_T$ algorithm [17] with distance parameter $R = 0.8$ (AK8), and the Cambridge–Aachen algorithm [18, 19] with distance parameter $R = 1.5$ (CA15). The AK8 algorithm provides better sensitivity at signal masses below 175 GeV, while the CA15 algorithm provides better sensitivity at higher masses because of the increased acceptance of decay products with wider angular separation [20]. Jet substructure [21] techniques and dedicated $b$ tagging [22] algorithms are used to distinguish the signal from the QCD background.

2 The CMS detector

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diameter, providing a magnetic field of 3.8 T. A silicon pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter, and a brass and scintillator hadron calorimeter, each composed of a barrel and two endcap sections, reside within the solenoid. Forward calorimeters extend the pseudorapidity ($\eta$) coverage provided by the barrel and endcap detectors. Muons are detected in gas-ionization chambers embedded in the steel flux-return yoke outside the solenoid.

Events of interest are selected using a two-tiered trigger system [23]. The first level, composed of custom hardware processors, uses information from the calorimeters and muon detectors to select events at a rate of around 100 kHz within a time interval of less than 4 $\mu$s. The second level, known as the high-level trigger, consists of a farm of processors running a version of the full event reconstruction software optimized for fast processing, and reduces the event rate to around 1 kHz before data storage.

A more detailed description of the CMS detector, together with a definition of the coordinate system used and the relevant kinematic variables, can be found in Ref. [24].

3 Simulated samples

Simulated samples of signal and background events are produced using various Monte Carlo (MC) event generators, with the CMS detector response modeled by GEANT4 [25]. The benchmark $\Phi$ and $A$ signal events, produced primarily via gluon fusion, are simulated using the MadGraph5_aMC@NLO 2.4.2 generator [26] for various mass hypotheses in the range 50–500 GeV. The events are generated with a parton-level filter requiring total hadronic transverse energy $H_T > 400$ GeV; events failing this requirement fall outside the acceptance of the analysis selection, discussed in the following section. Figure 1 shows representative one-loop Feynman diagrams producing a boosted jet originating from a $b\bar{b}$ pair (double-$b$ jet).

In accordance with the recommendations of the ATLAS-CMS Dark Matter Forum [1] and the LHC Dark Matter Working Group [5], the $\Phi$ and $A$ signal samples are normalized to their production cross sections at leading order (LO) accuracy calculated with the MadGraph5_aMC@NLO 2.4.2 generator using the DMSimp package [27]. The total cross sections, which are compared to the upper limits obtained with this analysis, are calculated using the LO diagram with no additional partons and no cuts applied to the final state kinematics. The production cross section at next-to-leading order (NLO) accuracy including the finite $m_t$ has only been calculated for a scalar with a mass of 125 GeV, where it is approximately a factor of 2 greater [28]. This NLO correction is not used in this analysis; applying it would not affect the sensitivity of the search to the signal production cross section, but it would improve the sensitivity to the couplings $g_{q\Phi}$.
Figure 1: One-loop Feynman diagrams of processes exchanging a scalar $\Phi$ (left) or pseudoscalar $A$ (right) mediator, leading to a boosted double-$b$ jet signature.

or $g_{qA}$ by a factor of approximately $\sqrt{2}$.

The MadGraph5_aMC@NLO 2.3.3 [25] generator is used for the diboson, $W+$jets, $Z+$jets, and QCD multijet samples, at LO accuracy with matching [29] between jets from the matrix element calculation and the parton shower description, while POWHEG 2.0 [30–32] at NLO precision is used to model the $t\bar{t}$ and single top processes. The Higgs boson signal samples are produced using the POWHEG+ MiNLO [31,33] event generator with $m_H = 125$ GeV. For the gluon fusion production mode, the POWHEG generated sample with up to one extra jet in matrix element calculations is normalized to the inclusive cross section at next-to-next-to-next-to-leading order (N$^3$LO) accuracy [34–37], with a $p_T$-dependent correction to account for the effects of the finite $m_t$ and associated higher-order QCD corrections [15].

For parton showering and hadronization, the POWHEG and MadGraph5_aMC@NLO samples are interfaced with PYTHIA 8.212 [38]. The PYTHIA parameters for the underlying event description are set to the CUETP8M1 tune [39]. The production cross sections for the diboson samples are calculated to next-to-next-to-leading order (NNLO) accuracy with the MCFM 7.0 program [40]. The cross section for top quark pair production is computed with Top++ 2.0 [41] at NNLO including soft-gluon resummation to next-to-next-to-leading-log order. The cross sections for $W+$jets and $Z+$jets samples include higher-order QCD and electroweak (EW) corrections improving the modeling of high-$p_T$ $W$ and $Z$ bosons events [42–45]. The parton distribution function set NNPDF3.0 [46] is used to produce all simulated samples, with the accuracy (LO or NLO) corresponding to that of the matrix elements used for generation.

4 Event reconstruction and selection

Event reconstruction is based on a particle-flow algorithm [47], which aims to reconstruct and identify each individual particle with an optimized combination of information from the various elements of the CMS detector. The algorithm identifies each reconstructed particle as an electron, a muon, a photon, or a charged or neutral hadron. The missing transverse momentum vector is defined as the negative vector sum of the transverse momenta of all the particles identified in the event, and its magnitude is referred to as $p_T^{miss}$. Particles are clustered into AK8 [17] or CA15 [18] jets, depending on the signal mass hypothesis. The clustering algorithms are implemented by the FASTJET package [48]. To mitigate the effect from the contributions of extraneous pp collisions (pileup), the pileup per particle identification algorithm [49] assigns a weight to each particle prior to jet clustering based on the likelihood of the particle to originate
from the hard scattering vertex. Further corrections are applied to the jet energy as a function of jet $\eta$ and $p_T$ to bring the measured response of jets to that of particle level jets on average \[50\].

A combination of several event selection criteria is used to trigger on events, all imposing minimum thresholds either on $H_T$ or on the AK8 jet $p_T$. In addition, a minimum threshold on the trimmed jet mass, where remnants of soft radiation are removed before computing the mass \[51\], is imposed to reduce the $H_T$ or $p_T$ thresholds and improve the signal acceptance. The trigger selection is greater than 95% efficient at selecting events with at least one AK8 jet with $p_T > 450$ GeV, $|\eta| < 2.5$, and mass greater than 40 GeV or events with at least one CA15 jet with $p_T > 500$ GeV and $|\eta| < 2.5$. We also define six (five) $p_T$ categories from 450 (500) GeV to 1 TeV for AK8 (CA15) jets with variable width from 50 to 200 GeV. To reduce backgrounds from SM EW processes, events containing isolated electrons \[52\] or muons \[53\], or hadronically decaying $\tau$ leptons with $p_T > 10$, 10, or 18 GeV and $|\eta| < 2.5$, 2.4, or 2.3, respectively, are vetoed. For electrons or muons, the isolation criteria require that the pileup-corrected sum of $p_T$ from charged hadrons and neutral particles surrounding the lepton divided by the lepton $p_T$ be less than approximately 15 or 25%, respectively, depending on $\eta$ \[52\] \[53\]. Events with $p_T^{\text{miss}} > 140$ GeV are vetoed in order to reduce the top quark background contamination. For each event, the leading jet in $p_T$ is assumed to be the $\Phi(b\bar{b})$ or $\Lambda(b\bar{b})$ candidate. The soft-drop algorithm \[54\] with angular exponent $\beta = 0$ is applied to the jet to remove soft and wide-angle radiation with a soft radiation fraction $z$ less than 0.1. The parameter $\beta$ controls the grooming profile as a function of subjet separation; when $\beta = 0$, the grooming threshold is independent of subjet separation, and the algorithm is equivalent to the modified mass-drop tagger \[55\]. For background QCD multijet events where large jet masses arise from soft gluon radiation, the soft-drop jet mass $m_{SD}$ is reduced relative to the ungroomed jet mass. On the other hand, for signal events $m_{SD}$ is primarily determined by the $\Phi(b\bar{b})$ decay kinematics, and the distribution peaks at the mass of the $\Phi(b\bar{b})$ signal.

Dedicated $m_{SD}$ corrections are derived from a comparison of simulated and measured samples in a region enriched with merged $W(q\bar{q})$ decays from $t\bar{t}$ events \[56\]. The $m_{SD}$ corrections remove a residual dependence on the jet $p_T$, and match the simulated jet mass scale and resolution to those observed in data. A lower $m_{SD}$ bound of 40 GeV is applied in the search with AK8 jets to ensure that the trigger has greater than 95% efficiency, while a lower $m_{SD}$ bound of 82 GeV is applied in the search with CA15 jets to ensure the background model described in Section \[5\] is robust. The resulting $m_{SD}$ distributions are binned with a bin width of 7 GeV, corresponding to the $m_{SD}$ resolution near the W and Z resonances.

The dimensionless mass scale variable for QCD multijet jets, $\rho = \ln(m_{SD}^2/p_T^2)$ \[55\] \[57\], is used to characterize the correlation between the jet $b$ tagging discriminator, jet mass, and jet $p_T$. Its distribution is roughly invariant in different ranges of jet $p_T$. Only events in the range $-6.0 < \rho < -2.1 (-4.7 < \rho < -1.0)$ are considered for AK8 (CA15) jets, effectively defining different $m_{SD}$ ranges depending on jet $p_T$. The upper bound is imposed to avoid instabilities at the edges of the distribution due to finite cone limitations from the jet clustering, while the lower bound avoids the nonperturbative regime of the $m_{SD}$ calculation. This requirement is about 98% efficient for the $\Phi(b\bar{b})$ signal at low masses (50–125 GeV) when reconstructed as an AK8 jet, and 60–85% efficient at high masses (200–350 GeV) when reconstructed as a CA15 jet.

The $N_2^I$ variable \[21\] is used to determine how consistent a jet is with having a two-prong substructure. It is based on a ratio of 2-point ($e_2$) and 3-point ($e_3$) generalized energy correlation
functions \[58\],

\[ 1e_2 = \sum_{1 \leq i < j \leq n} z_i z_j \Delta R_{ij}, \quad (3) \]

\[ 2e_3 = \sum_{1 \leq i < j < k \leq n} z_i z_j z_k \min\{\Delta R_{ij} \Delta R_{ik}, \Delta R_{ij} \Delta R_{jk}, \Delta R_{ik} \Delta R_{jk}\}, \quad (4) \]

where \( z_i \) represents the energy fraction of the constituent \( i \) in the jet and \( \Delta R_{ij} \) is the angular separation between constituents \( i \) and \( j \). These generalized energy correlation functions are sensitive to correlations of \( v \) pairwise angles among \( n \)-jet constituents \[21\]. For a two-prong structure, signal jets have a stronger 2-point correlation than a 3-point correlation. The discriminant variable \( N_1^2 \) is then constructed via the ratio:

\[ N_1^2 = \frac{2e_3}{(1e_2)^2}. \quad (5) \]

The calculation of \( N_1^2 \) is based on the jet constituents after application of the soft-drop grooming algorithm to the jet. It provides excellent discrimination between two-prong signal jets and QCD background jets. However, imposing requirements on \( N_1^2 \), or other similar variables, distorts the jet mass distributions differently depending on the \( p_T \) of the jet \[59\]. To minimize this distortion, a transformation is applied to \( N_1^2 \) following the designed decorrelated tagger (DDT) technique \[57\] to reduce its correlation with \( \rho \) and \( p_T \) in multijet events. The transformed variable is defined as \( N_1^{2,\text{DDT}} \equiv N_1^2 - X(26\%) \), where \( X(26\%) \) is the 26th percentile of the \( N_1^2 \) distribution in simulated QCD events as a function of \( \rho \) and \( p_T \). The transformation is derived in bins of \( \rho \) and \( p_T \), separately for AK8 and CA15 jets. This ensures that the selection \( N_1^{2,\text{DDT}} < 0 \) yields a constant QCD background efficiency across the \( \rho \) and \( p_T \) range considered in this search. The chosen background efficiency of 26\% maximizes the signal sensitivity, independent of the signal mass.

A dedicated double-b tagger is used to select jets likely to originate from two b quarks \[22\]. Events where the selected wide jet is double-b-tagged constitute the “passing,” or signal, region, while events failing the double-b tagger form the “failing” region, which is used to estimate the QCD multijet background in the signal region. The multivariate algorithm, based on a boosted decision tree, takes as inputs several observables that characterize the distinct properties of b hadrons and their flight directions in relation to the jet substructure. A wide jet is considered double-b tagged if its double-b tagger discriminator value exceeds a threshold corresponding to a 1\% misidentification rate for QCD jets and a 33\% efficiency for \( \Phi(b\bar{b}) \) candidates with a mass of 125 GeV reconstructed as AK8 jets.

For CA15 jets, because of the larger cone with radius parameter of 1.5, it is often possible to resolve two subjets within the wide jet; hence additional background discrimination can be obtained by incorporating the individual subjet b tagging probabilities. The subjets are constructed using the soft-drop algorithm, and assigned b tagging scores using the combined secondary vertex algorithm (CSVv2) \[22\] that combines information from displaced tracks and vertices using a multilayer perceptron. The second highest CSVv2 score is then used as an additional input to the boosted decision tree of the double-b tagger. For the chosen discriminator threshold, the double-b tagger algorithm has a misidentification rate of about 4\%, and a signal efficiency which decreases with mass, equalling 25 (13\%) for a signal mass of 200 GeV (350 GeV).

The efficiency (in percent) of the cumulative selection criteria for the scalar \( \Phi(b\bar{b}) \) signal benchmark is shown in Table 1. The efficiencies for the \( A(b\bar{b}) \) signal are consistent within the statistical uncertainties.
Table 1: The selection efficiencies in percent for simulated $\Phi(b\bar{b})$ signal events with parton-level $H_T > 400$ GeV, at different stages of the event selection, shown for different mass hypotheses and for AK8 and CA15 jets. The statistical uncertainties due to the simulated sample size are also shown.

<table>
<thead>
<tr>
<th>$m_\Phi$ (GeV)</th>
<th>$p_T^{miss} &lt; 140$ GeV</th>
<th>$N_2^{DDT} &lt; 0$</th>
<th>$-6 &lt; \rho &lt; 2.1$</th>
<th>double-b tag</th>
</tr>
</thead>
<tbody>
<tr>
<td>$&gt; 450$ GeV</td>
<td>50</td>
<td>75.0 ± 0.1</td>
<td>14.7 ± 0.1</td>
<td>7.3 ± 0.1</td>
</tr>
<tr>
<td>$&gt; 400$ GeV</td>
<td>75.4 ± 0.1</td>
<td>37.5 ± 0.2</td>
<td>10.0 ± 0.1</td>
<td>7.1 ± 0.1</td>
</tr>
<tr>
<td>$&gt; 350$ GeV</td>
<td>75.5 ± 0.2</td>
<td>42.3 ± 0.2</td>
<td>18.1 ± 0.1</td>
<td>6.1 ± 0.1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$m_\Phi$ (GeV)</th>
<th>$p_T^{miss} &lt; 140$ GeV</th>
<th>$N_2^{DDT} &lt; 0$</th>
<th>$-4.7 &lt; \rho &lt; -1.0$</th>
<th>double-b tag</th>
</tr>
</thead>
<tbody>
<tr>
<td>$&gt; 500$ GeV</td>
<td>200</td>
<td>61.0 ± 0.1</td>
<td>13.9 ± 0.1</td>
<td>3.3 ± 0.1</td>
</tr>
<tr>
<td>$&gt; 82$ GeV</td>
<td>300</td>
<td>63.4 ± 0.1</td>
<td>13.2 ± 0.1</td>
<td>1.9 ± 0.1</td>
</tr>
<tr>
<td>$&gt; 35$ GeV</td>
<td>350</td>
<td>64.3 ± 0.1</td>
<td>13.0 ± 0.1</td>
<td>1.1 ± 0.1</td>
</tr>
</tbody>
</table>

5 Background estimation

The $W$, $Z$, and $H+\text{jets}$ backgrounds are modeled using MC simulation. Their overall contribution is less than 5% of the total SM background. The normalization and shape of the simulated $W/Z+\text{jets}$ backgrounds are corrected for NLO QCD and EW effects. Other EW processes, such as diboson, triboson, and $t\bar{t}+W/Z$, are estimated from simulation and found to be negligible.

The contribution of $t\bar{t}$ production to the total SM background, estimated to be less than 3%, is obtained from simulation corrected with scale factors derived from a $t\bar{t}$-enriched control sample in which an isolated muon [53] is required. Scale factors correct the overall $t\bar{t}$ normalization and the double-b mistag efficiency for jets originating from top quark decays. The control sample is included in the global fit used to extract the signal, with the scale factors treated as unconstrained parameters.

The main background in the passing region, QCD multijet production, has a nontrivial jet mass shape that is difficult to model parametrically and depends on jet $p_T$. Therefore, we constrain it using the background-enriched failing region, i.e., events failing the double-b tagger selection. Since the double-b tagger discriminator and the jet mass are largely uncorrelated, the passing and failing regions have similar QCD jet mass distributions, and their ratio, the “pass-fail ratio” $R_{p/f}$, is expected to be nearly constant as a function of jet mass and $p_T$. To account for the residual difference between the shapes of passing and failing events, $R_{p/f}$ is parametrized as a Bernstein polynomial in $\rho$ and $p_T$:

$$R_{p/f}(\rho, p_T) = \sum_{k=0}^{n_{p_f}} \sum_{\ell=0}^{n_{p_T}} a_{k,\ell} b_{k,\ell}(\rho) b_{\ell,n_{p_T}}(p_T),$$

where $n_p$ is the degree of the polynomial in $\rho$, $n_{p_T}$ is the degree of the polynomial in $p_T$, $a_{k,\ell}$ is a Bernstein coefficient, and

$$b_{\nu,n}(x) = \binom{n}{\nu} x^\nu (1-x)^{n-\nu}$$

is a Bernstein basis polynomial of degree $n$.

The coefficients $a_{k,\ell}$ have no external constraints, but are determined from a simultaneous binned fit to data in passing and failing regions across the whole jet mass and $p_T$ range. The $p_T$ binning, varying from 50 to 200 GeV, is chosen to provide enough data points to constrain
the shape of $R_{p/f}$. To determine the degree of polynomial necessary to fit the data, a Fisher $F$-test \[60\] is performed. Based on its results, a polynomial of second (fifth) degree in $\rho$ and first degree in $p_T$ is selected for the AK8 (CA15) analysis category. The fitted pass-fail ratios $R_{p/f}$ as functions of $\rho$ and $p_T$ under the background-only hypothesis are shown in Fig. 2 for the AK8 and CA15 selections.

Figure 2: The fitted pass-fail ratio $R_{p/f}$ as a function of $p_T$ and $\rho$ for the AK8 selection (left) and the CA15 selection (right).

Figures 3 and 4 show the $m_{SD}$ distributions in the full data set for the passing and failing regions with fitted SM background for AK8 and CA15 selections, respectively. Note that the different $\rho$ boundaries define different $m_{SD}$ ranges for the AK8 and CA15 selections as well as within each $p_T$ category, giving rise to the features at 166, 180, 201, 215, and 250 GeV in Fig. 3 and at 285, 313, 341, 376, and 432 GeV in Fig. 4. The bottom panels of Figs. 3 and 4 show the difference between the data and the prediction from the nonresonant background, composed of the QCD multijet and $t\bar{t}$ processes, divided by the statistical uncertainty in the data. These highlight the agreement between the data and the contributions from $W$ and $Z$ boson production, which are clearly visible in the failing and passing regions, respectively. The remaining $W$ boson contribution in the passing region is due to the misidentification of $W(\ell\nu)$ decays. No significant deviations from the background-only expectations are observed. In Figs. 3 and 4, the $m_{SD}$ distributions are reported for each $p_T$ category for AK8 and CA15 jets, respectively.

In order to validate the background estimation method and associated systematic uncertainties, bias studies are performed on simulated samples and on the background-only fits. Pseudo-experiment data sets are generated, with and without the injection of signal events, and then fit with the signal plus background model. No significant bias in the fitted signal strength is observed; specifically, the means of the differences between the fitted and injected signal strengths divided by the fitted uncertainty are found to be less than 15%.

In addition, to validate the corrections and uncertainties related to the $W(\ell\nu)$ and $Z(\ell\nu)$ resonances, we perform a consistency check by directly measuring a combined signal strength for those contributions assuming the SM background-only hypothesis. We find agreement with the SM expectation within the measured uncertainties.

6 Systematic uncertainties

The systematic uncertainties associated with the jet mass scale, the jet mass resolution, and the $N_{1,DDT}$ selection efficiency are correlated among the $W$, $Z$, $H(\ell\nu\nu)$, and $\Phi(\ell\ell\nu)$ or $A(\ell\ell\nu)$
Figure 3: The observed and fitted background $m_{SD}$ distributions for the AK8 selection for the failing (left) and passing (right) regions, combining all the $p_T$ categories. The background fit is performed under the background-only hypothesis. A hypothetical $\Phi(b\bar{b})$ signal at a mass of 140 GeV is also indicated. The features at 166, 180, 201, 215, and 250 GeV in the $m_{SD}$ distribution are due to the $\rho$ boundaries, which define different $m_{SD}$ ranges for each $p_T$ category. The shaded blue band shows the systematic uncertainty in the total background prediction. The bottom panel shows the difference between the data and the nonresonant background prediction, divided by the statistical uncertainty in the data.

Figure 4: The observed and fitted background $m_{SD}$ distributions for the CA15 selection for the failing (left) and passing (right) regions, combining all the $p_T$ categories. The background fit is performed under the background-only hypothesis. A hypothetical $A(b\bar{b})$ signal at a mass of 260 GeV is also indicated. The features at 285, 313, 341, 376, and 432 GeV in the $m_{SD}$ distribution are due to the $\rho$ boundaries, which define different $m_{SD}$ ranges for each $p_T$ category. The shaded blue band shows the systematic uncertainty in the total background prediction. The bottom panel shows the difference between the data and the nonresonant background prediction, divided by the statistical uncertainty in the data.
Figure 5: The observed and fitted background $m_{SD}$ distributions in each $p_T$ category for the AK8 selection in the passing regions. The fit is performed under the background-only hypothesis. A hypothetical $\Phi(b\bar{b})$ signal at a mass of 140 GeV is also indicated. The shaded blue band shows the systematic uncertainty in the total background prediction. The bottom panel shows the difference between the data and the nonresonant background prediction, divided by the statistical uncertainty in the data.
Figure 6: The observed and fitted background $m_{SD}$ distributions in each $p_T$ category for the CA15 selection in the passing regions. The fit is performed under the background-only hypothesis. A hypothetical $A(b\bar{b})$ signal at a mass of 260 GeV is also indicated. The shaded blue band shows the systematic uncertainty in the total background prediction. The bottom panel shows the difference between the data and the nonresonant background prediction, divided by the statistical uncertainty in the data.
processes. These uncertainties are estimated using an independent sample of merged W jets in semileptonic tt events in data. To select a sample of merged W jets from semileptonic tt production, events are required to have an energetic muon with $p_T > 100$ GeV, $p_T^{\text{miss}} > 80$ GeV, a high-$p_T$ AK8 or CA15 jet with $p_T > 200$ GeV, and an additional jet separated from the AK8 (CA15) jet by $\Delta R > 0.8$ ($1.5$). Using the same $N_2^{\text{DDT}}$ requirements that define the signal regions, we define samples with events that pass and fail the selection for merged W boson jets in data and simulation. A simultaneous fit to the two samples is performed in order to extract the selection efficiency of a merged W jet in simulation and in data. This is performed separately for AK8 and CA15 selections. We measure the data-to-simulation scale factor for the $N_2^{\text{DDT}}$ selection to be $0.99 \pm 0.04$ for AK8 jets and $0.97 \pm 0.06$ for CA15 jets. The jet mass scales in data and simulation are found to be consistent within 1%. The jet mass resolution data-to-simulation scale factor is $1.08 \pm 0.09$ for AK8 jets and $0.99 \pm 0.08$ for CA15 jets. As the semileptonic tt sample does not contain a large population of jets with very high $p_T$, an additional systematic uncertainty is included to account for the extrapolation to very high $p_T$ jets. The jet mass scale uncertainty is allowed to vary in the signal extraction differently depending on the jet $p_T$, and ranges from 2% at 450 GeV to 4% at 1 TeV.

The efficiency of the double-b tagger is measured in data and simulation in a sample enriched in b\bar{b} pairs from gluon splitting [22]. Scale factors relating data and simulation are then computed and applied to the simulation. The measured double-b tagger efficiency scale factor is found to be $0.86 \pm 0.07$ for CA15 jets and $0.91 \pm 0.04$ for AK8 jets, where the uncertainty accounts for various systematic effects including the calibration of the jet probability tagger algorithm used in the method, the modeling of the track reconstruction efficiency, the modeling of b quark fragmentation, and others [22].

The scale factors described above determine the initial distributions of the jet mass for the $W(q\bar{q})$, $Z(q\bar{q})$, $H(b\bar{b})$, and $\Phi(b\bar{b})$ or $A(b\bar{b})$ processes and are further constrained in the fit to data by the presence of the W and Z resonances in the jet mass distribution.

To account for potential $p_T$-dependent deviations due to missing higher-order corrections, uncertainties are applied to the $W(q\bar{q})$ and $Z(q\bar{q})$ yields that are $p_T$ dependent and correlated per $p_T$ bin [42,43,61,65]. An additional systematic uncertainty is included to account for potential differences between the W and Z higher-order corrections (EW W/Z decorrelation) [61]. Finally, additional systematic uncertainties are applied to the $W(q\bar{q})$, $Z(q\bar{q})$, tt, $H(b\bar{b})$, and $\Phi(b\bar{b})$ or $A(b\bar{b})$ yields to account for the uncertainties due to the jet energy scale and resolution [65], variations in the amount of pileup, the integrated luminosity determination [67], and the limited simulation sample sizes. A quantitative summary of the systematic effects considered is shown in Table 2.

7 Results

The search results are interpreted in the context of the scalar and pseudoscalar signal models described in Section 1. The signals are modeled using MC simulation. For the search with AK8 (CA15) jets, a binned maximum likelihood fit to the observed $m_{SD}$ distributions in the range 40 to 201 (82 to 399) GeV with a 7 GeV bin width is performed using the sum of the signal, $H(b\bar{b})$, $W$, $Z$, tt, and QCD multijet contributions. The fit is performed simultaneously in the passing and failing regions of the six (five) $p_T$ categories within 450(500) < $p_T$ < 1000 GeV for AK8 (CA15) jets, as well as in the passing and failing components of the tt-enriched control region.
Table 2: Summary of the systematic uncertainties affecting the signal, W and Z+ jets processes. Instances where the uncertainty does not apply are indicated by a dash. The reported percentages reflect a one standard deviation effect on the product of acceptance and efficiency of each process. For the uncertainties related to the jet mass scale and resolution, which affect the mass distribution shapes, the reported percentages reflect a one standard deviation effect on the nominal jet mass.

<table>
<thead>
<tr>
<th>Uncertainty source</th>
<th>W or Z (AK8)</th>
<th>W or Z (CA15)</th>
<th>Φ or A (AK8)</th>
<th>Φ or A (CA15)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Integrated luminosity</td>
<td>2.5%</td>
<td>2.5%</td>
<td>2.5%</td>
<td>2.5%</td>
</tr>
<tr>
<td>Trigger efficiency</td>
<td>2%</td>
<td>2%</td>
<td>2%</td>
<td>2%</td>
</tr>
<tr>
<td>Pileup</td>
<td>&lt;1%</td>
<td>&lt;1%</td>
<td>&lt;1%</td>
<td>&lt;1%</td>
</tr>
<tr>
<td>N_{DDT} selection efficiency</td>
<td>4.3%</td>
<td>6%</td>
<td>4.3%</td>
<td>6%</td>
</tr>
<tr>
<td>Double-b tag</td>
<td>4% (Z)</td>
<td>8% (Z)</td>
<td>4%</td>
<td>8%</td>
</tr>
<tr>
<td>Jet energy scale / resolution</td>
<td>5–15%</td>
<td>5–15%</td>
<td>5–15%</td>
<td>5–15%</td>
</tr>
<tr>
<td>Jet mass resolution</td>
<td>8%</td>
<td>8%</td>
<td>8%</td>
<td>8%</td>
</tr>
<tr>
<td>Jet mass scale (% / (pT [GeV] / 100))</td>
<td>0.4%</td>
<td>1%</td>
<td>0.4%</td>
<td>1%</td>
</tr>
<tr>
<td>Simulation sample size</td>
<td>2–25%</td>
<td>2–25%</td>
<td>4–20%</td>
<td>4–20%</td>
</tr>
<tr>
<td>NLO QCD corrections</td>
<td>10%</td>
<td>10%</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>NLO EW corrections</td>
<td>15–35%</td>
<td>15–35%</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>NLO EW W/Z decorrelation</td>
<td>5–15%</td>
<td>5–15%</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

The chosen test statistic, used to determine how signal- or background-like the data are, is based on the profile likelihood ratio [68] using the CLs criterion [69, 70]. Systematic uncertainties are incorporated into the analysis via nuisance parameters and treated according to the frequentist paradigm. Upper limits at 95% confidence level (CL) are obtained using asymptotic formulae [68, 71, 72].

The 95% CL upper limits on the Φ(bb) and A(bb) production as a function of resonance mass are shown in Figs. 7 and 8, respectively. Based on the expected sensitivity, the AK8 jet selection is used for signal masses below 175 GeV, and the CA15 jet selection is used above. We exclude Φ or A production with a product of the cross section and branching fraction (σB(bb)) as low as 79 or 86 pb, respectively, at a resonance mass of 175 GeV. The exclusions are converted to upper limits on the coupling g_{qΦ} for the scalar model and the coupling g_{qA} for the pseudoscalar model. The abrupt loss in sensitivity to the coupling constants for resonance masses greater than 2m_t is because the branching fraction to t̄b falls steeply as the decay to t̄t becomes kinematically allowed. For a resonance mass of 175 GeV, the exclusion corresponds to an upper limit on g_{qΦ} or g_{qA} of 3.9 or 2.5, respectively.

For the search with AK8 jets, the maximum local significance [73] corresponds to 0.5 standard deviations from the background-only expectation at a Φ(bb) mass of 140 GeV. The hypothetical Φ(bb) signal is indicated in Figs. 3 and 5 with g_{qΦ} = 4.7, which is equivalent to the 95% CL upper limit. Similarly, for the CA15 search, the maximum local significance is 1.2 standard deviations at an A(bb) mass of 260 GeV. The hypothetical A(bb) signal is indicated in Figs. 4 and 6 with g_{qA} = 4.6, which is equivalent to the 95% CL upper limit. The largest downward fluctuation in the limits occurs at an A(bb) mass of 175 GeV in the AK8 search, corresponding to a local significance of −2.9 standard deviations and a global significance [73], calculated over the probed mass range (50–350 GeV), of approximately −1.7 standard deviations. A corresponding deficit is not seen in CA15 search, as the events used in the AK8 and CA15 searches are largely independent; approximately 20 (37)% of events in the CA15 search are selected in the AK8 search, while conversely, approximately 37% of events in the AK8 search are selected in the CA15 search.
Figure 7: Upper limits at 95% CL on the product of the $\Phi$ production cross section and the branching fraction to $b\bar{b}$ (left) and on $g_{q\Phi}$ (right), as a function of the resonance mass $m_{\Phi}$. The blue dash-dotted line indicates the theoretical scalar production cross section assuming $g_{q\Phi} = 1$ as a chosen benchmark [5]. The vertical line at 175 GeV corresponds to the transition between the AK8 and CA15 jet selections.

Figure 8: Upper limits at 95% CL on the product of the $A$ production cross section and the branching fraction to $b\bar{b}$ (left) and on $g_{qA}$ (right), as a function of the resonance mass $m_A$. The blue dash-dotted line indicates the theoretical pseudoscalar production cross section assuming $g_{qA} = 1$ as a chosen benchmark [5]. The vertical line at 175 GeV corresponds to the transition between the AK8 and CA15 jet selections.
8 Summary

A search for a low-mass resonance decaying into a bottom quark-antiquark pair and reconstructed as a single wide jet has been presented, using a data set of proton-proton collisions at $\sqrt{s} = 13$ TeV corresponding to an integrated luminosity of 35.9 fb$^{-1}$. Dedicated substructure and double-b tagging techniques were employed to identify jets containing a resonance candidate over a smoothly falling soft-drop jet mass distribution in data. No significant excess above the standard model prediction was observed for signal masses between 50–350 GeV. Upper limits at 95% confidence level are set on the product of the resonance production cross section and the branching fraction to bottom quark-antiquark pairs, as well as on the coupling $g_{q\Phi}(g_{qA})$ of a scalar (pseudoscalar) boson decaying to quarks. The search excludes the production through gluon fusion of a scalar (pseudoscalar) decaying to $b\bar{b}$ with a product of the cross section and branching fraction as low as 79 (86) pb at a resonance mass of 175 GeV, corresponding to an upper limit on $g_{q\Phi}(g_{qA})$ of 3.9 (2.5). This constitutes the first LHC constraint on exotic bottom quark-antiquark resonances below 325 GeV.
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