Axion-like particles (ALPs) are hypothetical pseudoscalars found in many proposed extensions to the Standard Model (SM), since they naturally address the Strong CP [1-4] and Hierarchy problems [5]. Furthermore, ALPs may explain the muon magnetic moment anomaly [6,7], and could connect SM particles to dark matter by providing a portal [8-11]. The couplings of ALPs to the SM are highly suppressed at low energies by a large cut-off scale \( \Lambda \); however, since ALPs, \( a \), are pseudo-Nambu-Goldstone bosons, their mass \( (m_a) \) can be much smaller than the scale that controls their dynamics, \( i.e. m_a \ll \Lambda \). Recently, ALPs with MeV-to-GeV scale masses, henceforth QCD-scale, have received considerable interest [7,12-21] (see, in addition, Refs. [22-26] for recent ALP reviews).

In this Letter, we explore the discovery potential of photon-beam experiments for ALPs with QCD-scale masses. Specifically, we consider two cases: ALPs whose dominant coupling to SM particles is to photons or gluons. For the former, the best sensitivity involves coherent Primakoff production off a nuclear target (see Fig. 1 top). While ALP production using the Primakoff process has been studied before [7,27], our work is novel in three aspects: (i) we introduce a fully data-driven ALP normalization method, which eliminates the need for knowledge of nuclear form factors or the photon-beam flux; (ii) we show that data collected by the PrimEx experiment at Jefferson Lab in 2004 could improve the sensitivity to ALPs with \( 0.03 \lesssim m_a \lesssim 0.3 \text{ GeV} \) by an order of magnitude. Furthermore, we explore the potential sensitivity of running the GlueX experiment with a nuclear target and its planned PrimEx-like calorimeter. For the case where the dominant coupling is to gluons, we study photoproduction for the first time, and predict the future sensitivity of the GlueX experiment using its nominal proton target. Finally, we set world-leading limits for both the ALP-gluon coupling and the ALP-photon coupling based on public mass plots.

The effective Lagrangian describing the interactions of ALPs with photons and gluons is

\[
\mathcal{L}_{\text{eff}} \supset \frac{c_5}{4\Lambda} a F_{\mu\nu} \tilde{F}_{\mu\nu} - \frac{4\pi \alpha_s c_g}{\Lambda} a G_{\mu\nu} \tilde{G}_{\mu\nu}, \tag{1}
\]

where \( F_{\mu\nu}(G_{\mu\nu}) \) is the photon (gluon) field strength tensor with \( \tilde{F}_{\mu\nu} = \frac{1}{2} \epsilon_{\mu\nu\alpha\beta} F^{\alpha\beta} \) (\( G_{\mu\nu} \) satisfies a similar expression). Our approach to studying ALP-hadron interactions follows Refs. [30-32], and we take the ALP-
pseudoscalar mixing, along with the ALP lifetime and branching fractions, directly from Ref. [29]. The two scenarios considered in this Letter correspond to $c_\gamma = 0$, $c_\eta = 1$ and $c_\gamma = 1$, $c_\eta = 0$; however, we stress that our results can be generalized to any other set of ALP couplings to the SM particles (see Ref. [29]).

First, we consider the case where the dominant ALP-SM coupling is to photons. When a photon beam is incident on a nuclear target, the production of pseudoscalars—either the mesons $P = \pi^0$, $\eta$ or ALPs—at forward angles is dominantly via the coherent Primakoff process for $m_{a,P} \lesssim 1$ GeV. The differential cross section for elastic coherent Primakoff production from a nucleus, $N$, is given by

$$\frac{d\sigma^{\text{elastic}}}{dt} = \alpha Z_N^2 F_N^2(t) \Gamma_{\gamma\gamma a \rightarrow a N} \mathcal{H}(m_N, m_a, s, t),$$

(2)

where $t$ and $s$ are the Mandelstam variables, $F_N$ is the nuclear form factor (see the Supplemental Material to this Letter), $\Gamma_{\gamma\gamma a} = c_\gamma^2 m_a^2/(64\pi\Lambda^2)$ is the partial decay width of the decay $a \rightarrow \gamma\gamma$, and

$$\mathcal{H}(m_N, m_a, s, t) = \frac{128\pi m_N^4}{m_a^4} \times \frac{m_a^2 t(m_N^2 + s) - m_a^4 m_N^2 - t((s - m_N^2)^2 + st)}{t^2(s - m_N^2)^2(t - 4m_N^2)^2}.$$  

(3)

For pseudoscalar mesons, the corresponding differential cross section is obtained by the replacement $a \rightarrow P$.

For small values of $t$ (forward angles), where elastic coherent Primakoff production is dominant, the nuclear form factor dependence can be canceled by forming the ratio of the ALP and $P$ differential cross sections as follows:

$$\frac{d\sigma^{\text{elastic}}_{\gamma N \rightarrow a N}}{dt} = \frac{\Gamma_{\gamma a \rightarrow \gamma \gamma} \mathcal{H}(m_N, m_a, s, t)}{\Gamma_{\gamma a \rightarrow \gamma \gamma} \mathcal{H}(m_N, m_P, s, t)} \frac{d\sigma^{\text{elastic}}_{\gamma N \rightarrow P N}}{dt}.$$  

(4)

Therefore, the ALP yield—up to a factor of the model parameters ($c_\gamma/\Lambda^2$)—can be determined from the observed $\pi^0$ and/or $\eta$ Primakoff yields, making this a completely data-driven search. The nuclear form factor does not need to be known, and the photon flux also cancels using our approach. A correction must be applied to account for any mass dependence in the detector efficiency at fixed $t$ and $s$, though this should be easy to obtain from simulation given that the $a \rightarrow \gamma\gamma$ decay distribution is known (it must be uniform in the rest frame).

Finally, we note that quasi-elastic ALP Primakoff production can be estimated using a similar approach; however, this production mechanism is negligible in the $m_a$ range considered here (see the Supplemental Material).

The first run of the PrimEx experiment was in Hall B at Jefferson Lab in 2004 [28]. Data were collected on both C and Pb targets using a 4.9–5.5 GeV photon beam and a high-resolution multichannel calorimeter, which allowed PrimEx to make the most precise measurement to date of the $\pi^0 \rightarrow \gamma\gamma$ decay width. The integrated luminosities were 1.9/pb for C and 0.14/pb for Pb. A follow-up run of PrimEx was performed in 2010, which collected 4.3/pb on C and 6.5/pb on Si, though only preliminary results have been produced thus far from this data set.

Reference [28] published the diphoton mass spectrum near the $\pi^0$ peak for one small forward angular bin from the C data obtained in the first PrimEx run (see Fig. 2 of Ref. [28]). This data corresponds to lab-frame angles $0.02^\circ < \theta_{\gamma\gamma} < 0.04^\circ$ and masses $0.1 < m_{\gamma\gamma} < 0.17$ GeV. The diphoton efficiency is roughly constant within such a small angular and mass window; therefore, using the observed $\pi^0$ yield in the published peak ($\approx 5100$) and the background yield at each $m_{\gamma\gamma}$, we can use Eq. (4) to place constraints on $\Lambda$ for $c_\gamma = 1$ and $c_\eta = 0$. For example, at $m_a = 0.11$ GeV the background in a $\pm 2\sigma$ window is \approx 300 giving a rough estimate of the sensitivity to the ALP yield of $\approx 2\sqrt{300}$. Using Eq. (4) we estimate this corresponds to $\Lambda \approx 0.6$ TeV, which is comparable to the world-leading constraint from LEP at this mass [13, 33]. In the Supplemental Material, we perform a more rigorous analysis of this spectrum, the results of which are shown in Fig. 2 and confirm that this small fraction of the PrimEx data sample provides competitive sensitivity to LEP and even gives world-leading constraints at a few masses.

To estimate the sensitivity of each PrimEx data sample, i.e. not just the one shown in Fig. 2 of Ref. [28], we need to determine the mass dependence of the effi-
ciency and to estimate the background versus $m_{\gamma\gamma}$ in each sample. A detailed description of this part of the analysis is provided in the Supplemental Material, and briefly summarized here. We assume that the same selection criteria applied in Ref. [28] are used for the ALP search and take the PrimEx calorimeter acceptance and resolution from Refs. [39, 40]. Furthermore, we assume that the ALP bump hunt will only use candidates with $\theta_{\gamma\gamma} < 0.5^\circ$, where $\pi^0$ production is dominated by the Primakoff process for all targets.

Using the known nuclear form factors and Primakoff differential cross section [41, 42], we generate Primakoff $\pi^0$ Monte Carlo events for the PrimEx photon beam energy. We require that both photons from the $\pi^0 \rightarrow \gamma\gamma$ decay are in the PrimEx calorimeter fiducial acceptance region [28] and apply the required smearing to account for resolution. The width of our Monte Carlo $\pi^0$ peak is consistent with the data in Ref. [28]. We then apply the full selection of Ref. [28] and compare our predicted $\pi^0$ Primakoff yields to those of Ref. [28], which are in agreement assuming a reconstruction efficiency of about 90% per photon. We assume that this average per-photon efficiency is independent of the ALP mass in the search region. In addition, we discard the low-$m_\pi$ region where the photon clusters begin to overlap and the acceptance has strong mass dependence. Lower masses can likely be explored in an analysis of the actual PrimEx data with access to a full detector simulation.

As in any bump hunt, obtaining a data-driven background estimate is straightforward using the $m_{\gamma\gamma}$ sidebands at each $m_\pi$ (see, e.g., Refs. [44, 45]). However, estimating the background without the data is considerably more difficult, so we adopt a conservative approach. We considered many possible backgrounds, e.g., $\gamma N \rightarrow N\omega(\pi^0[\gamma\gamma]\gamma)$ where one photon is not reconstructed or the $\pi^0$ photons are merged into a single cluster, though we found that no hadronic reactions are capable of contributing background at a rate comparable to that observed in Fig. 2 of Ref. [28] in the mass range probed by PrimEx. Thus, we conclude that the PrimEx background is dominantly due to electromagnetic interactions of the photon beam with the target that produce either additional photons or $e^+e^-$ pairs. Figure 2 of Ref. [28] shows the forward-most angular bin with a nonnegligible production cross section. Given that the beam backgrounds should decrease moving away from the beam line, using this angular bin—and assuming a uniformly distributed background—provides a conservative background estimate. We also conservatively assume that the background density above (below) the $m_{\gamma\gamma}$ region shown in Fig. 2 of Ref. [28] takes on the value at the upper-most (lower-most) bin of the published $m_{\gamma\gamma}$ spectrum. Finally, we scale the beam-induced background, which is shown for the first C run, by the product of the target radiation length and the number of photons on target for other PrimEx runs.

Our projected sensitivity for each PrimEx data sample is shown in Fig. 2. The Pb data from the first PrimEx run, which provides the best sensitivity, would be an order of magnitude better than LEP for $0.03 < m_\alpha < 0.3$ GeV and provide world-leading sensitivity up to about 0.5 GeV. In principle, all PrimEx runs could be combined, though we do not explore that possibility here. We stress again that the PrimEx Pb data is already on tape, and is well calibrated and understood. All that is needed is to perform a bump hunt on the forward-angle data in the region dominated by Primakoff production. Following the approach we proposed above, the normalization can be done in a purely data-driven way using the observed $\pi^0$ Primakoff yield differentially versus $t$.

An updated version of the PrimEx experiment is currently running in Hall D at Jefferson Lab using the GlueX detector with an additional small-angle calorimeter [46]. This new experiment has the potential to explore higher masses than PrimEx due to the higher photon-beam energy of 11 GeV and the larger acceptance of the GlueX forward calorimeter; however, the use of a helium target in the current run makes it less sensitive than PrimEx for ALPs. There are several proposals for future GlueX running with heavy nuclear targets [47]. As in any bump hunt, obtaining a data-driven background estimate of the projected reach for ALPs of such runs. Specifically, we consider a Pb target here. We take the GlueX acceptance, efficiency, and resolution from Refs. [48, 49], and the corresponding values for the small-angle calorimeter from Ref. [40]. For $m_\pi < m_\omega$, we rescale the expected beam background from the PrimEx Pb run. There are three additional backgrounds that contribute to the GlueX run at higher masses: Primakoff production of $\eta$ and $\eta'$ mesons, and coherent nuclear production of $\gamma N \rightarrow N\omega(\pi^0[\gamma\gamma]\gamma)$ (as described above). The cross sections for these processes are well known, making it straightforward to estimate their yields using Monte Carlo.

An additional complication arises when projecting the sensitivity of GlueX. The GlueX experiment could explore regions of ALP parameter space where the ALP flight distance becomes nonnegligible. Using Monte Carlo, we estimate that the impact on the ALP mass resolution and acceptance is small provided that its lab-frame flight distance is $< 30$ cm (the length of the nominal liquid hydrogen target cell). For simplicity, we apply a fiducial cut on the flight distance at 30 cm, which is conservative since ALPs that decay after this distance could still be detected and a detailed study could determine the appropriate signal shape for each value of $A$. Our estimate of the projected reach for GlueX including the PrimEx-like calorimeter is shown in Fig. 2. The larger data set assumes that as much data is collected as is expected in the full GlueX proton-target run. The smaller data set corresponds to collecting $O$(one month) of Pb-target data at the nominal GlueX data-taking rate (see the Supplemental Material).

Figure 2 shows that Primakoff production using photon beams can provide unique sensitivity to ALPs. The Pb data from PrimEx, which has been on tape since 2004, could provide an order of magnitude better sen-
respectively, the $a,\eta$ to the one we proposed above for Primakoff production. In principle, ALP searches at GlueX could look for hadronic final states like $a \to 3\pi$ and $a \to \eta\pi\pi$; however, we studied these and found that the mass resolution at GlueX makes ALP peaks comparable in width to $\omega,\eta',\phi \to 3\pi$ and $\eta',f_2 \to \eta\pi\pi$, making it likely that large mass regions need to be vetoed in such searches. Furthermore, the sensitivity at higher masses would not be competitive with $b$-hadron decays \cite{32}. Therefore, we choose to focus on the $a \to \gamma\gamma$ decay in the region between the $\pi^0$ and $\eta$ mesons, where its branching fraction is close to unity and diphoton backgrounds are small. For $\gamma\gamma < m_a < m_\eta$, the ALP-gluon coupling can be replaced by ALP-pseudoscalar-meson mixing by performing a chiral transformation of the light-quark fields \cite{30,31}. Following Ref. \cite{39}, we denote the mixing of the ALP with the $\pi^0$ and $\eta$ as $\langle a\pi^0 \rangle$ and $\langle a\eta \rangle$, respectively, and we take these $m_a$-dependent mixings directly from Ref. \cite{39}. For $|t| \lesssim 1$ GeV$^2$ in this $m_a$ region, at fixed $s$ and $t$ the following approximation is valid to $\mathcal{O}(1)$, which is roughly the same fidelity with which the ALP-pseudoscalar mixing terms are known:

$$\frac{d\sigma_{p \to \pi p}}{dt} \approx \left(\frac{f_\pi}{f_a}\right)^2 \left[|\langle a\pi^0 \rangle|^2 \frac{d\sigma_{\pi p \to \pi p}}{dt} + |\langle a\eta \rangle|^2 \frac{d\sigma_{\eta p \to \eta p}}{dt}\right],$$

where $f_\pi$ and $f_a = \Lambda/(32\pi^2 c_g)$ are the pion and ALP decay constants. This approximation works well in this mass range due to the dominance of the contributions from $\pi^0$ or $\eta$ mixing to the ALP $U(3)$ representation.

Ref. \cite{50} published the $m_{\gamma\gamma}$ spectrum, along with the yields and efficiencies versus $t$ of both the $\pi^0$ and $\eta$ mesons. In the Supplemental Material, we perform a bump hunt of the $m_{\gamma\gamma}$ spectrum to obtain upper limits on the ALP yield at each $m_a$. The expected ALP yield in a small bin of $[s, t]$ is related to $\Lambda$ (or $f_a$) using Eq. \ref{eq:5} according to

$$n_a(s, t) \approx \left(\frac{f_\pi}{f_a}\right)^2 \left[|\langle a\pi^0 \rangle|^2 \frac{n_{\pi^0}(s, t)\epsilon(m_a, s, t)}{B(\pi^0 \to \gamma\gamma)\epsilon(m_\pi, s, t)} + |\langle a\eta \rangle|^2 \frac{n_{\eta}(s, t)\epsilon(m_a, s, t)}{B(\eta \to \gamma\gamma)\epsilon(m_\eta, s, t)}\right] B(a \to \gamma\gamma),$$

where $\epsilon$ denotes the product of the detector acceptance and efficiency. We linearly interpolate the efficiencies given in Ref. \cite{50} at $m_{\pi^0}$ and $m_{\eta}$ for $m_a$, and confirm this approach is valid to $\mathcal{O}(10\%)$ using toy Monte Carlo as described in the Supplemental Material (additionally, the same ALP lifetime correction is applied here, though this is a small correction). The total expected ALP yield is simply the sum of $n_a(s, t)$ over all bins. By comparing the expected ALP yields to the upper limits obtained from the bump hunt of the $m_{\gamma\gamma}$ spectrum, we place constraints on $c_\eta/\Lambda$ (see Fig. \ref{fig:3}). These limits are the best over most of the $0.15 < m_a < 0.46$ GeV region. Finally, we also provide the expected sensitivity from a $1/fb$ GlueX data set, which is an order of magnitude better than any existing limits in this mass region.

In summary, we explored the sensitivity of photon-beam experiments to ALPs with QCD-scale masses whose dominant coupling is to gluons. For the photon-dominant coupling scenario, we introduced a novel data-driven method that eliminates the need for knowledge of nuclear form factors or the photon-beam flux when considering coherent Primakoff production off of a nuclear target, and showed that data collected by PrimEx in 2004 could improve the sensitivity to ALPs with $0.03 \lesssim m_a \lesssim 0.3$ GeV by an order of magnitude. We also explored the potential sensitivity of running the GlueX experiment with a nuclear target. For the case where the dominant coupling is to gluons, we studied photoproduction for the first time, and predicted the future sensitivity of the GlueX experiment using its nominal proton target. For both scenarios, we set world-leading limits based on public mass plots.
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Photoproduction of axion-like particles
Supplemental Material
Daniel Aloni, Cristiano Fanelli, Yotam Soreq, and Mike Williams

I. ALP PRIMAKOFF PRODUCTION

This section considers the ALP Primakoff production process shown in Fig. 1 (top)
\[ \gamma(k_\gamma) + N(k_N) \rightarrow a(p_a) + X(p_X), \]  
(S1)
where \( N \) is a nucleus at rest and \( X \) is a generic final state with invariant mass \( m_X \). We begin by defining the kinematical variables, and then explore the quasi-elastic (QE) production on a heavy nuclear target, and the limiting cases of elastic production on both a heavy nuclear target and on a proton target.

A. Kinematics

The momenta in the lab frame are
\[ k_\gamma = (k, 0, 0, k), \]  
(S2)
\[ k_N = (m_N, 0, 0, 0), \]  
(S3)
\[ p_a = \left(p, \sin \theta \sqrt{p^2 - m_a^2}, 0, \cos \theta \sqrt{p^2 - m_a^2}\right), \]  
(S4)
\[ p_X = k_N + k_\gamma - p_a, \]  
(S5)
where \( \theta \) is the scattering angle. The transferred momentum is
\[ q = k_\gamma - p_a = (\omega, \vec{q}). \]  
(S6)

We use the standard Mandelstam variables
\[ s = (k_\gamma + k_N)^2 = (p_a + p_X)^2 = m_N^2 + 2m_N k, \]  
(S7)
\[ t = (k_\gamma - p_a)^2 = (k_N - p_X)^2, \]  
(S8)
\[ u = (k_\gamma - p_X)^2 = (p_a - k_N)^2, \]  
(S9)
with \( u + t + s = m_a^2 + m_N^2 + m_X^2 \). By using the above definitions we get that
\[ m_X^2 = (k_N + q)^2 = m_N^2 + 2m_N \omega + t \geq m_N^2. \]  
(S10)
The elastic limit is \( m_X^2 = m_N^2 \).

B. Quasi-elastic double differential cross section

We start from the most general case of Primakoff quasi-elastic production on a heavy nucleus. The generic structure of the amplitude can be written as
\[ iM = e^2 \frac{c_\gamma}{\Lambda^2} J_{\text{had}}^\mu J_{\gamma-a,\mu}, \]  
(S11)
where \( J_{\text{had}}^\mu (J_{\gamma-a,\mu}) \) is the hadronic (\( \gamma \)-ALP) current. The spin averaged squared amplitude is given by
\[ |M|^2 = e^2 \frac{c_\gamma^2}{\Lambda^2} \frac{1}{t^2} L_{\mu\nu} W^{\mu\nu}. \]  
(S12)
Above, we adopt the standard parameterization of the hadronic tensor (see, for example, Ref. [1]),

\[ W^{\mu\nu} = \sum_{\text{had,avg}} J_{\text{had}}^\mu J_{\text{had}}^\nu = -\bar{W}_1 \left( g^{\mu\nu} - \frac{q^\mu q^\nu}{t} \right) + \bar{W}_2 V_i^\mu V_i^\nu, \]  

(S13)

where the response functions \( \bar{W}_1 (\bar{W}_2) \) are only functions of \( t \) and \( x = -\frac{t}{2q^2 + m^2_N} \), the Bjorken parameter (or, alternatively, \( m_X^2 \)), and

\[ V_i^\mu = \frac{1}{m_N} \left[ k_N^\mu - \frac{q \cdot k_N}{t} q^\mu \right] = \frac{1}{m_N} \left[ k_N^\mu + \frac{q^\mu}{2x} \right]. \]  

(S14)

The ALP production tensor can be calculated perturbatively using the effective interaction of Eq. (1), which gives

\[ L^{\mu\nu} = -\frac{1}{8} (t - m_a^2)^2 g^{\mu\nu} - \left( \frac{t - m_a^2}{4} \right) (k_a^\mu p_a^\nu + k_a^\nu p_a^\mu) - \frac{m_a^2}{2} k_a^\mu k_a^\nu. \]  

(S15)

Finally, the double differential cross section is given by

\[ \frac{d^2\sigma}{dm_N^2 dt} = \frac{-t}{2(t + m_N^2 - m_X^2)^2} \frac{d^2\sigma}{dx dt} = \frac{1}{(s - m_N^2)^2} \left| \mathcal{M} \right|^2/16\pi. \]  

(S16)

The integration boundaries are

\[ m_X^2 \in \left[ m_N^2, (\sqrt{s} - m_a)^2 \right], \quad t_0 (t_1) = \left[ \frac{m_X^2 - m_N^2 - m_N^2}{2\sqrt{s}} \right]^2 - (k_{cm} + p_{cm})^2, \]  

(S17)

with

\[ k_{cm} = \frac{km_N}{\sqrt{s}}, \quad p_{cm} = \sqrt{\left( \frac{s + m_a^2 - m_X^2}{2\sqrt{s}} \right)^2 - m_X^2}. \]  

(S18)

We estimate the nuclear response functions \( \bar{W}_{1,2} \) in terms of the single nucleon response functions \( W_{1,2} \) using the relativistic Fermi gas model as in Ref. [12] and the normalization of Ref. [11]:

\[ W_T = m_N R_T = -\left( g_{ij} + \frac{q_i q_j}{|q|^2} \right) W^{ij}, \quad W_L = m_N R_L = W^{00}. \]  

(S19)

The transverse and longitudinal response functions are related to those of Eq. (S13) via

\[ W_T = 2\bar{W}_1, \quad W_L = -\bar{W}_1 \left( 1 - \frac{t}{4x^2 m_N^2} \right) + \bar{W}_2 \left( 1 - \frac{t}{4x^2 m_N^2} \right)^2. \]  

(S20)

By using the above definition of \( \rho \) and inverting these relations we find

\[ \bar{W}_1 = \frac{1}{2} W_T, \quad \bar{W}_2 = \rho^2 W_L + \frac{\rho}{2} W_T. \]  

(S21)

The above equation should be understood to be the sum of the neutron and proton response functions,

\[ W_{T,L} = W_{T,L}^{(n)} + W_{T,L}^{(p)}. \]  

(S22)

The explicit forms of the longitudinal and transverse response functions are

\[ W_{L,T}^{(a)} = \frac{3N_c N_f}{4m_p \kappa H_F} (\epsilon_F - \Gamma) \theta(\epsilon_F - \Gamma) \times \left\{ \frac{e^2}{\tau} \left\{ \left[ (1 + \tau) W_2^{(a)}(\tau) - W_1^{(a)}(\tau) \right] + W_2^{(a)}(\tau) \Delta \right\} \right. \] 

\[ \left. + \left[ 2W_2^{(a)}(\tau) + W_1^{(a)}(\tau) \right] \Delta \right\} \quad \text{for } L \] 

\[ \left\{ \left[ (1 + \tau) W_2^{(a)}(\tau) - W_1^{(a)}(\tau) \right] + W_2^{(a)}(\tau) \Delta \right\} \quad \text{for } T. \]  

(S23)

---

1 This formalism is well known for the case of electron scattering, with the trivial replacements \( c_N/\Lambda \rightarrow e \), and \( L^{\mu\nu} = 2 (k^\mu p^\nu + k^\nu p^\mu - g^{\mu\nu}(k \cdot p - m^2)) \), see Ref. [11] for further details.
Above, the superscript \(a = p(n)\) stands for protons (neutrons) in the gas, \(m_p \approx m_n\) is the proton (neutron) mass, \(N^{(p)} = Z\), and \(N^{(n)} = A - Z\). We also define the dimensionless parameters

\[
\begin{align*}
\kappa &= \frac{|\vec{q}|}{2m_p} = \frac{1}{2m_p} \sqrt{-\frac{t}{\rho}}, \\
\lambda &= \frac{\omega}{2m_p} = -\frac{t}{4xm_pm_N}, \\
\tau &= \kappa^2 - \lambda^2 = -\frac{t}{4m_p^2}, \\
\eta_F &= \frac{p_F}{m_p}, \\
\varepsilon_F &= \sqrt{1 + \eta_F^2},
\end{align*}
\]  

where \(p_F \approx m_p/4 \approx 235\) MeV is the Fermi momentum \cite{42} and

\[
\Gamma = \max \left[ \varepsilon_F - 2\lambda, \kappa \sqrt{1 + \frac{1}{\tau} - \lambda} \right],
\]

\[
\Delta = \frac{\tau}{\kappa^2} \left[ \frac{1}{3} \left( \varepsilon_F^2 + \varepsilon_F \Gamma + \Gamma^2 \right) + \lambda \left( \varepsilon_F + \Gamma \right) + \lambda^2 \right] - (1 + \tau).
\]

Finally, the single nucleon response functions are related to the Sachs form factors Eqs. (S32)–(S33) by \cite{42}

\[
W_1^{(a)}(\tau) = \tau \left[ G_M^{(a)}(\tau) \right]^2, \quad W_2^{(a)}(\tau) = \frac{1}{1 + \tau} \left\{ \left[ G_E^{(a)}(\tau) \right]^2 + \tau \left[ G_M^{(a)}(\tau) \right]^2 \right\},
\]

where the Sachs form factors are given by \cite{53,54}

\[
\begin{align*}
G_E^{p}(t) &= \frac{1}{(1 - t/q_0^2)^2}, \\
G_M^{p}(t) &= \frac{\mu_p}{(1 - t/q_0^2)^2}, \\
G_E^{n}(t) &= \frac{-t}{4m_p^2 (1 - t/q_0^2)^2} \frac{1}{1 - 5.6t/m_p^2} \approx 0, \\
G_M^{n}(t) &= \frac{\mu_n}{(1 - t/q_0^2)^2},
\end{align*}
\]

with \(\mu_p = 2.793\) (\(\mu_n = -1.913\)) \cite{55} the magnetic moment of the proton (neutron) and \(q_0^2 = 0.71\) GeV\(^2\). The resulting QE cross section is given by

\[
\frac{d^2\sigma_{\gamma N \to aX}^{\text{QE}}}{dt \, dx} = \frac{\alpha g_{\gamma N}^2}{32\pi^2} \frac{w_1 \tilde{W}_1 + w_2 \tilde{W}_2}{m_N^2 t x^2 (m_N^2 - s)^2},
\]

where

\[
\begin{align*}
w_1 &= 2m_X^2(m_a^2 - t)^2, \\
w_2 &= m_N^2 m_a^2 (2t - m_a^2) - t \left[ (s - m_N^2)^2 + tm_N^2 \right] - \frac{t}{x} (s - m_N^2)(t - m_a^2).
\end{align*}
\]

C. Elastic scattering limit

Elastic scattering corresponds to the following limit (see discussion in Ref. 11):

\[
m_X^2 = m_N^2 \Rightarrow \omega = -\frac{t}{2m_N} \Rightarrow x = 1.
\]
The nuclear response function is obtained by integrating Eq. \((\text{S13})\), which gives
\[
F_{\mu\nu}^{\text{had}} = 16\pi m_N^2 \left( -F_1^2 \left( g_{\mu\nu} - \frac{q_{\mu} q_{\nu}}{t} \right) + F_2^2 V_{i\mu} V_{i\nu} \right),
\] \(\text{(S40)}\)
and
\[
F_1^2 = \frac{F_T^2}{2}, \quad F_2^2 = \frac{\rho}{2} \left( F_T^2 + 2\rho F_L^2 \right).
\] \(\text{(S41)}\)

The transverse and longitudinal response functions are approximately
\[
F_T^2(t) \simeq 0, \quad F_L^2(t) \simeq \frac{Z^2}{4\pi} F_0^2(t),
\] \(\text{(S42)}\)
where
\[
F_0(t) = \frac{1}{Z} \int d^3x \frac{\sin(|q| x)}{|q| x} \rho(x)_{00}, \quad \rho(x)_{00} = \frac{\rho_0}{1 + \exp \left( \frac{x - R}{a} \right)}.
\] \(\text{(S43)}\)

Above, \(|q| = \sqrt{t(t/4m_N^2 - 1)}\), \(a\) and \(R\) are determined from data using the two parameter Fermi model (see Ref. \([43]\)). Finally, \(\rho_0\) is defined by the normalization condition \(\int d^3x \rho(x)_{00} = Z\). Therefore, the amplitude squared is
\[
|\mathcal{M}|^2 = 2\pi \frac{8e^2 g_{\text{had}}^2}{t^2} \rho^2 L_{\mu\nu} \left( k_{\mu}^N + \frac{q_{\mu}}{2} \right) \left( k_{\nu}^N + \frac{q_{\nu}}{2} \right) \frac{Z^2}{4\pi} F_0^2(q),
\] \(\text{(S44)}\)
and the elastic cross section is
\[
\frac{d\sigma}{dt} = \frac{|\mathcal{M}|^2}{64\pi s k_{cm}^2},
\] \(\text{(S45)}\)
where the integration boundaries are given in Eq. \((\text{S17})\) for \(m_X = m_N\) and \(k_{cm}\) is defined in Eq. \((\text{S18})\). The resulting elastic cross section is
\[
\frac{d\sigma_{\text{ei}}^{\text{N\to N}}}{dt} = 2\alpha Z^2 g_{\gamma\gamma}^2 \frac{m_N^4}{\Lambda^2} \frac{m_p^4 t (m_N^2 + s) - m_N^4 m_p^2 - t \left( (m_N^2 - s)^2 + st \right)}{t^2 (m_N^2 - s)^2 (t - 4m_N^2)^2} F_0^2(q).
\] \(\text{(S46)}\)

### D. Proton target

A simple case is a proton target, where we consider elastic scattering. The proton effective vertex is
\[
\mathcal{L}_{\text{eff}} = e \bar{\psi}_p \left( \gamma_{\mu} F_1^p(t) + \frac{i\sigma_{\mu\nu}}{2m_p} F_2^p(t) q_{\nu} \right) \psi_p,
\] \(\text{(S47)}\)
where
\[
F_1^p(t) = \frac{4m_p^2 G_{E\gamma}^p(t) - t G_{M\gamma}^p(t)}{4m_p^2 - t}, \quad F_2^p(t) = \frac{4m_p^2 (G_{E\gamma}^p(t) - G_{M\gamma}^p(t))}{4m_p^2 - t}.
\] \(\text{(S48)}\)

and \(G_{E,M}^p\) are given in Eqs. \((\text{S32})\) and \((\text{S33})\). The cross section is
\[
\frac{d\sigma_{\gamma p \to a p}}{dt} = \frac{\alpha g_{\gamma\gamma}^2 f_1 F_1^{p,2}(t) + f_{12} F_1^p(t) F_2^p(t) + f_2 F_2^{p,2}(t)}{32\Lambda^2 m_p^2 t^2 (m_p^2 - s)^2},
\] \(\text{(S49)}\)
with
\[
f_1 = 2m_p^2 \left\{ 2m_a^2 t (m_p^2 + s + t) - m_a^4 (2m_p^2 + t) - t \left[ 2(m_p^2 - s)^2 + 2st + t^2 \right] \right\},
\] \(\text{(S50)}\)
\[
f_2 = t \left\{ t \left[ m_p^4 - 2m_a^2 (s + t) + s(s + t) \right] + t m_a^2 (3m_p^2 - s) - m_a^4 m_p^2 \right\},
\] \(\text{(S51)}\)
\[
f_{12} = 4m_p^2 t (m_a^2 - t)^2.
\] \(\text{(S52)}\)
E. Quasi-Elastic data-driven signal estimation

The ALP Primakoff signal is proportional to the Primakoff production yield of $\pi^0$, $\eta$ or $\eta'$. Therefore, by measuring these yields for different $s$, $t$, and $x$ one can preform data-driven signal estimation and normalize the ALP search to the data without relying on theory inputs for the form factors. In addition, the experimental photon flux does not need to be known, and only the response of the detector at $m_a$ relative to $m_P$ is required. Here, we discuss the general case of quasi-elastic scattering on a heavy nucleus. The elastic case is discussed in the Letter. In principle, this method can also be used to preform a measurement of the $\Gamma_{\gamma^0(1\gamma)}/\Gamma_{\pi^0(1\gamma)}$ ratio with reduced hadronic uncertainties.

For a given target, $N$, the ratio between ALP and $P = \pi^0, \eta, \eta'$ Primakoff production is

$$R_{aP}(s, t, x, m_a, m_P) = \frac{\langle \frac{d\sigma_{\gamma N \rightarrow aX}}{dt dx} \rangle}{\langle \frac{d\sigma_{\gamma N \rightarrow PX}}{dt dx} \rangle} = \frac{g^2_{\gamma a}/\Lambda^2}{64\pi \Gamma_{P \rightarrow \gamma^0}/m_P^3} \frac{(m_a^2 - t)^2}{(m_P^2 - t)^2} \frac{1 + w_{21}(s, t, x, m_a)W_{21}(t, x)}{1 + w_{21}(s, t, x, m_P)W_{21}(t, x)},$$

with

$$W_{21}(t, x) = \frac{\tilde{W}_2(t, x)/\tilde{W}_1(t, x)}{w_{21}(s, t, x, m_a) = w_2/w_1}. \tag{S53}$$

From Eq. (S53) we see that in order to normalize ALP production to pseudoscalar production one needs to know $W_{21}$. This can be achieved by measuring the differential cross section at two different $s$ values:

$$R_{PP}(s_1, s_2, t, x, m_P) = \frac{\langle \frac{d\sigma_{\gamma N \rightarrow PX}}{dt dx} \rangle_{s=s_1}}{\langle \frac{d\sigma_{\gamma N \rightarrow PX}}{dt dx} \rangle_{s=s_2}} = \frac{(s_2 - s)^2}{(s_2 - s)} \frac{1 + w_{21}(s_1, t, x, m_P)W_{21}(t, x)}{1 + w_{21}(s_2, t, x, m_P)W_{21}(t, x)}, \tag{S54}$$

which allows us to determine $W_{21}(t, x)$ and estimate the ALP Primakoff production cross section. We note that this should be done on the data around the Primakoff peak where strong pseudoscalar-meson production can be neglected.

II. ALP STRONG PHOTOPRODUCTION

In the Letter, we used an approximation to obtain the data-driven normalization for strong ALP photoproduction. This was because, as discussed in Ref. [50], $\eta$ production at GlueX energies, while clearly dominantly $t$-channel, is not yet fully understood. Here, we show that—once both $\pi^0$ and $\eta$ photoproduction are well understood—it is possible to derive a fully data-driven normalization strategy similar to the one we proposed above for Primakoff production.

We estimate this contribution using the vector-meson-dominance (VMD) model. The process begins with an insertion of $\gamma P (\gamma \omega)$ mixing, an interaction of the form $PVV$ where $P = \pi, \eta, \eta'$ or $P = a$ for the ALP and $V = \rho, \omega$ (see Ref. [56] and the Supplemental Material of Ref. [29] for further details). The ALP-gluon coupling can be replaced by an ALP $U(3)$ representation by performing a chiral transformation of the light-quark fields [30] [32]. Following Ref. [29], we denote this as $a$ and take this $m_a$-dependent representation directly from Ref. [29].

For the photon-meson mixing we define

$$\gamma_p = 3\gamma_\omega = e/g \approx 4.9 \times 10^{-2}, \tag{S56}$$

where $g \approx \sqrt{12\pi}$ is the VMD coupling [56]. As this factor is already at the percent level, we do not consider more than a single insertion. For the $\rho$ and $\omega$ couplings to the proton, we follow Ref. [57]. Comparing to our notations of the $F_{1,2}$ form-factors in Eq. (S47) we have

$$eF^\rho_1 \rightarrow g_{\rho NN} \approx 3.25, \tag{S57}$$

$$eF^\rho_2 \rightarrow g_{\rho NN} \kappa_{\rho NN} \approx 20.7, \tag{S58}$$

$$eF^\omega_1 \rightarrow g_{\omega NN} \approx 15.9, \tag{S59}$$

$$eF^\omega_2 \rightarrow g_{\omega NN} \kappa_{\omega NN} \approx 0. \tag{S60}$$

The $\gamma \rightarrow aP$ cross section from $\gamma V_1$ mixing and $t$-channel exchange of $V_2$, including the interference with $\gamma V_1'$ mixing and $t$-channel exchange of $V_2'$, is given by

$$\frac{d\sigma}{dt} = \sum_{V_1, V_2'} \frac{\gamma_1 \gamma_{V_1} g_{aV_1} g_{aV_2} g_{V_2} g_{V_2'} g_{NN} g_{V_2'} g_{NN}}{128\pi} \times P_{V_1} P_{V_2'} f_1 + f_{12} \left( \frac{\kappa_{V_2', NN} + \kappa_{V_2 NN}}{m_{V_2'}^2 (m_{V_2'}^2 - s)} \right)^2 + f_2 \kappa_{V_2', NN} \kappa_{V_2 NN}, \tag{S61}$$
where \( f_{1,2,12} \) are given in Eqs. (S50)–(S52). The Regge propagator, \( \mathcal{P}_V(t) \), replacing the vector meson Breit-Wigner propagator is

\[
\mathcal{P}_V(t) = \frac{\pi}{\Gamma(\alpha(t))} \frac{1 - e^{-i\pi\alpha(t)}}{2\sin(\pi\alpha(t))} \left( \frac{s}{\text{GeV}^2} \right)^{\alpha(t)-1},
\]

(S62)

with \( \alpha_V(t) = \alpha_V^0 + \alpha'_V t \), with \( \alpha_V^0 = 0.5 \), \( \alpha'_V = 0.9 \text{ GeV}^{-2} \) [58]. Finally, the ALP–vector-meson coupling in Eq. (S61) is given by

\[
g_{a\pi V} = -\frac{3 g^2}{8\pi^2 f_a} (aV_1V_2),
\]

(S63)

where \( (aV_1V_2) \) is the ALP-vector-vector effective interaction, see Ref. [29] (for a pseudoscalar meson, \( a \) is replaced by the appropriate \( U(3) \) representation, and \( f_a \to f_p \)). Under the assumption that this model adequately describes both \( \pi^0 \) and \( \eta \) production, it is straightforward to obtain the ratio of the ALP and \( P = \pi^0, \eta \) differential cross sections from the equations above and perform a fully data-driven normalization similar to what we proposed for Primakoff production. Similarly, this same procedure can be followed for any other pseudoscalar-meson photoproduction model.

To estimate the accuracy of the approximation made in the Letter, we assume that the model described above is valid for both \( \pi^0 \) and \( \eta \) photoproduction. To be conservative, we allow for an arbitrary phase between the \( \rho \) and \( \omega \) exchange amplitudes, and choose its value to maximize the discrepancy induced by the approximation used in the Letter. We find that the largest error is less than a factor of 2, and as expected, occurs near 0.4 GeV where \( \langle a\pi^0 \rangle \) and \( \langle a\eta \rangle \) are roughly equal in size.

### III. PRIMEX DETAILS

This section describes the PrimEx experiment and data-taking conditions, along with the details of our toy PrimEx Monte Carlo simulation and our bump hunt of the published \( m_{\gamma\gamma} \) spectrum from one angular bin of carbon-target data in Ref. [28].

#### A. PrimEx Description

The first run of the PrimEx experiment was in Hall B at Jefferson Lab in 2004 [28]. Data were collected on both C and Pb targets using a 4.9–5.5 GeV photon beam and a high-resolution multichannel calorimeter. The integrated luminosities were 1.9/pb for C and 0.14/pb for Pb. A follow-up run of PrimEx was performed in 2010, which collected 4.3/pb on C and 6.5/pb on Si. The target and beam properties for each run are given in Table S1. The PrimEx calorimeter was located 7.5 m downstream of the targets with an acceptance covering 0.03 \( \lesssim m_{\gamma} \lesssim 0.3 \text{ GeV}. We developed a simple toy Monte Carlo of this set up, including the acceptance, efficiency, and resolution of the calorimeter taken from Refs. [39, 40].

Ref. [28] used the following selection to measure \( \Gamma_{\pi^0\rightarrow\gamma\gamma} \) (we adopt this selection for the ALP search): the incident photon energy had to be in the range 4.9–5.5 GeV; the sum of the two decay photon energies was required to be larger than 2.5 GeV; and the \( \text{elasticity} \), defined as the sum of the two decay photon energies divided by the photon beam energy, had to be within 3 times the resolution of unity. The product of the acceptance and efficiency is \( \gtrsim 30\% \) in the region \( 0.03 < m_{\gamma} < 0.3 \text{ GeV} \), but drops quickly outside of this region due to the acceptance. We find that the resolution should be \( \approx 0.02 \times m_{\gamma} \) in this region, which agrees with the value of 0.017 \( \times m_{\pi^0} \) found in Ref. [28].

To estimate the sensitivity of each PrimEx data sample, we need to determine the mass dependence of the efficiency and to estimate the background versus \( m_{\gamma\gamma} \) in each sample. Using the known nuclear form factors and Primakoff differential cross section [41, 42], we generate Primakoff \( \pi^0 \) Monte Carlo events for the PrimEx photon-beam energy.

<table>
<thead>
<tr>
<th>PrimEx run</th>
<th>target</th>
<th>thickness ([X_0])</th>
<th>( n_\gamma ) on target</th>
<th>beam energy ([\text{GeV}])</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>(^{12}\text{C})</td>
<td>5%</td>
<td>(1.4\times10^{12})</td>
<td>4.9–5.5</td>
</tr>
<tr>
<td>I</td>
<td>(^{208}\text{Pb})</td>
<td>5%</td>
<td>(7.2\times10^{11})</td>
<td>4.9–5.5</td>
</tr>
<tr>
<td>II</td>
<td>(^{12}\text{C})</td>
<td>8%</td>
<td>(2.0\times10^{12})</td>
<td>4.4–5.3</td>
</tr>
<tr>
<td>II</td>
<td>(^{28}\text{Si})</td>
<td>10%</td>
<td>(5.3\times10^{12})</td>
<td>4.4–5.3</td>
</tr>
</tbody>
</table>

**TABLE S1: PrimEx data-taking conditions in both experimental runs.**
We require that both photons from the $\pi^0 \to \gamma\gamma$ decay are in the PRIMEx calorimeter fiducial acceptance region and apply the required smearing to account for resolution. We then apply the full selection of Ref. [28] and compare our predicted $\pi^0$ Primakoff yields to those of Ref. [28], which are in agreement assuming a reconstruction efficiency of about 90% per photon. We assume that this average per-photon efficiency is independent of the ALP mass in the search region. In addition, we assume that the ALP bump hunt will only use candidates with $\theta_{\gamma\gamma} < 0.5^\circ$, where $\pi^0$ production is dominated by the Primakoff process for all targets. We determine the efficiency at each $m_a$ using our toy Monte Carlo and these selection criteria.

Obtaining a data-driven background estimate will be straightforward for the PRIMEx collaboration using the $m_{\gamma\gamma}$ sidebands at each $m_a$ (see, e.g., Refs. [44, 45]). However, estimating the background for this study—without access to the data—is considerably more difficult. We considered many possible backgrounds, e.g., $\gamma N \to N \omega (\pi^0 \gamma \gamma \gamma)$ where one photon is not reconstructed or the $\pi^0$ photons are merged into a single cluster, though we found that no hadronic reactions are capable of contributing background at a rate comparable to that observed in Fig. 2 of Ref. [28]. Therefore, we conclude that the PRIMEx background is dominantly due to electromagnetic interactions of the photon beam with the target that produce either additional photons or $e^+e^-$ pairs. Figure 2 of Ref. [28] shows the forward-most angular bin with a nonnegligible production cross section. Given that the beam backgrounds should decrease moving away from the beam line, using this angular bin—and assuming a uniform $\theta_{\gamma\gamma}$ distribution—provides a conservative background estimate. We also conservatively assume that the backgrounds above (below) the $m_{\gamma\gamma}$ region shown in Fig. 2 take on the values at the upper (lower) edge of the plot, even though they appear to be decreasing in both directions (which is expected). The resulting predicted background—excluding the $\pi^0$ peak region—is between 600 and 4000 candidates per $\pm 2\sigma$ window for the first PRIMEx carbon-target run. We scale the beam-induced background, which is shown for the first C run, by the product of the target radiation length and the number of photons on target for each PRIMEx run (see Table S1).

B. Bump Hunt of Fig. 2 of Ref. [28]

Ref. [28] published the diphoton mass spectrum near the $\pi^0$ peak for one small forward angular bin from the C data obtained in the first PRIMEx run (see Fig. 2 of Ref. [28]). This data corresponds to $0.02^\circ < \theta_{\gamma\gamma} < 0.04^\circ$ and $0.1 < m_{\gamma\gamma} < 0.17$ GeV. We have digitized this plot (see Fig. S1). We scan the $m_{\gamma\gamma}$ spectrum in steps of roughly half the resolution (1 MeV steps). At each mass, a binned maximum likelihood fit is performed to the data in Fig. S1. The profile likelihood is used to determine the confidence interval of the number of $a \to \gamma\gamma$ decays observed, from which an upper limit at 95% confidence level is obtained. The confidence intervals are defined using the bounded likelihood approach, which involves taking the change in the likelihood relative to zero signal, rather than the best-fit value, if the best-fit signal value is negative. This enforces that only physical (nonnegative) upper limits are placed on the ALP yield, and prevents defining exclusion regions that are much better than the experimental sensitivity in cases where a large deficit in the background yield is observed.

The fit model contains contributions from $\pi^0 \to \gamma\gamma$, combinatorial diphoton combinations, a broad peak-like structure below the $\pi^0$ mass, and an $a \to \gamma\gamma$ signal component. The $\pi^0$ contribution is described by a double Gaussian function, where both Gaussians share the same mean. The combinatorial background is modeled by the ad hoc function $(c_0 + c_1 m_{\gamma\gamma}) \times (1 - \exp(c_2(m_{\gamma\gamma} - c_3)))$ (the $c_i$ are free parameters in the fit), which is observed to describe the data well. There is a broad peak-like structure in the background below the $\pi^0$ mass. We model this contribution using a single wide Gaussian. Finally, the signal is modeled using the same PDF as that of the $\pi^0$ except, of course, for the value of the mean mass which is fixed for each test mass value. Figure S1 shows the $m_{\gamma\gamma}$ spectrum fit to the background-only model, which describes the data well. The observed $\pi^0$ yield is $\approx 5100$. The constraints on $c_\gamma/\Lambda$ are obtained from the upper limit on the number of $a \to \gamma\gamma$ decays observed at each $m_a$ as described above. These are shown in Fig. S1 compared to their expected values. Near 115 and 160 MeV, these are the best limits set to date on the ALP-photon coupling. The sensitivity using the full Pb data set—rather than just one angular bin of the C data—is expected to be an order of magnitude better, and will cover a much larger mass region.

IV. GLUEX DETAILS

This section describes the GlueX experiment and data-taking conditions, along with the details of our toy GlueX Monte Carlo simulation and our bump hunt of the published $m_{\gamma\gamma}$ spectrum from $\approx 1/pb$ of proton-target data in Ref. [50].
The GLUEX experiment began taking data in Hall D at Jefferson Lab in 2016. In the spring 2016, ≈ 1/pb of data on a liquid-hydrogen target were collected with a linearly polarized 8.2–9.2 GeV photon beam. These data were used to measure the beam asymmetry Σ for both π^0 and η photoproduction [50]. The experiment has collected ≈ 50/pb thus far, and plans to collect O(1/fb) of data using its nominal liquid-hydrogen target [59]. GLUEX has both forward and central calorimeters. We take the GLUEX acceptance, efficiency, and resolution from Refs. [48, 49]. The most important component of the GLUEX detector to our studies is the forward calorimeter, which is located about 5.6 m downstream of the target and covers roughly from 2 to 11° in the lab frame. Its resolution is roughly 3.5% + 5.7%/√Eγ/GeV.

An updated version of the PrimEx experiment is currently running using the GLUEX detector with an additional small-angle calorimeter [46]. This new experiment is using a helium target, which makes it less sensitive than PrimEx for ALPs; however, several proposals have been made for future GLUEX running with heavy nuclear targets [47]. Specifically, we consider a Pb target here, though other targets are possible and it is simple to rescale our results for other nuclei. We take the acceptance, efficiency, and resolution for the small-angle calorimeter from Ref. [46]. The small-angle calorimeter is located about 4 m downstream of the nominal GLUEX forward calorimeter, and fully covers the acceptance hole in the nominal GLUEX forward calorimeter. As was done for PrimEx, a 4.1 cm × 4.1 cm square hole was left at the center to allow the beam to pass through.

For m_α < m_η, we rescale the expected beam background from the PrimEx Pb run. There are three additional backgrounds that contribute to the GLUEX run at higher masses: Primakoff production of η and η’ mesons, and coherent nuclear production of γN → Nω(π^0[γγγ]). The cross sections for these processes are well known, making it straightforward to estimate their yields using Monte Carlo. That said, these backgrounds are peaking, so we exclude the η and η’ regions, and apply a relative 1% systematic uncertainty on the background yield between the η and η’ masses. This systematic is the dominant effect in our prediction of the sensitivity in this mass region (this can likely be reduced in an actual search, improving the sensitivity greatly). The GLUEX experiment could explore regions of ALP parameter space where the ALP flight distance becomes nonnegligible. Using Monte Carlo, we estimate that the impact on the ALP mass resolution and acceptance is small provided that its lab-frame flight distance is ≲ 30 cm (the length of the nominal liquid hydrogen target cell). For simplicity, we apply a fiducial cut on the flight distance at 30 cm, which is conservative since ALPs that decay after this distance could still be detected and a detailed study could determine the appropriate signal shape for each value of Λ. We show projections for 2 luminosity values, though again it is easy to rescale these projections for other values. The smaller data set corresponds to collecting O(one month) of Pb-target data at the nominal GLUEX data-taking rate. The larger data set assumes that as much data is collected on a Pb target as is expected in the full GLUEX proton-target run. This would take several years to collect. A more likely scenario would involve collecting a total nuclear-target data sample of roughly this size that consists of several smaller samples using different nuclei. If this is the case, combining these samples using our data-driven approach is simple and the total sensitivity would be an O(1) factor worse than collecting only Pb data.

A. GLUEX Description

The GLUEX experiment began taking data in Hall D at Jefferson Lab in 2016. In the spring 2016, ≈ 1/pb of data on a liquid-hydrogen target were collected with a linearly polarized 8.2–9.2 GeV photon beam. These data were used to measure the beam asymmetry Σ for both π^0 and η photoproduction [50]. The experiment has collected ≈ 50/pb thus far, and plans to collect O(1/fb) of data using its nominal liquid-hydrogen target [59]. GLUEX has both forward and central calorimeters. We take the GLUEX acceptance, efficiency, and resolution from Refs. [48, 49]. The most important component of the GLUEX detector to our studies is the forward calorimeter, which is located about 5.6 m downstream of the target and covers roughly from 2 to 11° in the lab frame. Its resolution is roughly 3.5% + 5.7%/√Eγ/GeV.

An updated version of the PrimEx experiment is currently running using the GLUEX detector with an additional small-angle calorimeter [46]. This new experiment is using a helium target, which makes it less sensitive than PrimEx for ALPs; however, several proposals have been made for future GLUEX running with heavy nuclear targets [47]. Specifically, we consider a Pb target here, though other targets are possible and it is simple to rescale our results for other nuclei. We take the acceptance, efficiency, and resolution for the small-angle calorimeter from Ref. [46]. The small-angle calorimeter is located about 4 m downstream of the nominal GLUEX forward calorimeter, and fully covers the acceptance hole in the nominal GLUEX forward calorimeter. As was done for PrimEx, a 4.1 cm × 4.1 cm square hole was left at the center to allow the beam to pass through.

For m_α < m_η, we rescale the expected beam background from the PrimEx Pb run. There are three additional backgrounds that contribute to the GLUEX run at higher masses: Primakoff production of η and η’ mesons, and coherent nuclear production of γN → Nω(π^0[γγγ]). The cross sections for these processes are well known, making it straightforward to estimate their yields using Monte Carlo. That said, these backgrounds are peaking, so we exclude the η and η’ regions, and apply a relative 1% systematic uncertainty on the background yield between the η and η’ masses. This systematic is the dominant effect in our prediction of the sensitivity in this mass region (this can likely be reduced in an actual search, improving the sensitivity greatly). The GLUEX experiment could explore regions of ALP parameter space where the ALP flight distance becomes nonnegligible. Using Monte Carlo, we estimate that the impact on the ALP mass resolution and acceptance is small provided that its lab-frame flight distance is ≲ 30 cm (the length of the nominal liquid hydrogen target cell). For simplicity, we apply a fiducial cut on the flight distance at 30 cm, which is conservative since ALPs that decay after this distance could still be detected and a detailed study could determine the appropriate signal shape for each value of Λ. We show projections for 2 luminosity values, though again it is easy to rescale these projections for other values. The smaller data set corresponds to collecting O(one month) of Pb-target data at the nominal GLUEX data-taking rate. The larger data set assumes that as much data is collected on a Pb target as is expected in the full GLUEX proton-target run. This would take several years to collect. A more likely scenario would involve collecting a total nuclear-target data sample of roughly this size that consists of several smaller samples using different nuclei. If this is the case, combining these samples using our data-driven approach is simple and the total sensitivity would be an O(1) factor worse than collecting only Pb data.
Ref. [50] published the $m_{\gamma\gamma}$ spectrum (see Fig. 3 of Ref. [50]), along with the yields and efficiencies versus $t$ of both the $\pi^0$ and $\eta$ mesons (see Fig. 4 of Ref. [50]). We have digitized Fig. 3 (see Fig. S2). We use this data to place constraints on $c_g/\Lambda$ using Eq. (6). The ALP decay branching fraction is taken from Ref. [29], though it is close to unity throughout this mass range. Ref. [50] provides the efficiencies versus $t$ at $m_{\pi^0}$ and $m_{\eta}$. We discard the region $|t| < 0.1$ GeV$^2$ because the efficiency is small and sharply varying with $t$. We discard the region $|t| > 1$ GeV$^2$ because our approximation in Eq. (6) begins to break down here. Note that, by necessity, we keep the background from these regions, since we have no way of removing it from the $m_{\gamma\gamma}$ spectrum of Fig. 3 in Ref. [50]. We linearly interpolate the efficiencies given at each $t$ for $m_{\pi^0}$ and $m_{\eta}$ to each $m_a$, and confirm this approach is valid to $O(10\%)$ using toy Monte Carlo. In this toy Monte Carlo, we generate the ALPs using the Regge model discussed above and the GlueX fiducial region described in the previous subsection; however, since the $[s,t]$ bins are small, the production model has negligible impact on obtaining the efficiencies. Additionally, the same ALP lifetime correction is applied here as is applied for the Primakoff scenario, though this is a small correction in this case.

The approach used here is the same as for our PrimEx bump hunt. We scan the $m_{\gamma\gamma}$ spectrum in steps of 10 MeV, which is the bin width of Fig. 3 of Ref. [50]. At each mass, a binned maximum likelihood fit is performed to the data in Fig. S2. The profile likelihood is used to determine the upper limit on the number of $a \to \gamma\gamma$ decays observed using the bounded likelihood approach. The fit model contains contributions from $\pi^0 \to \gamma\gamma$, $\eta \to \gamma\gamma$, combinatorial diphoton combinations, and an $a \to \gamma\gamma$ signal component. The $\pi^0$ and $\eta$ contributions are described by double Gaussian functions. The combinatorial background is modeled by a linear function. The signal is modeled using a Gaussian PDF with a relative resolution fixed to the value observed for the $\eta$ peak of $\approx 3.5\% \times m_a$ (this constant relative resolution is confirmed by our toy Monte Carlo).

Figure S2 shows the $m_{\gamma\gamma}$ spectrum fit to the background-only model, which describes the data well. The constraints on $c_g/\Lambda$ are obtained from the upper limit on the number of $a \to \gamma\gamma$ decays observed at each $m_a$ as described above. These are shown in Fig. S2 compared to their expected values. Over most of this mass range, these are the best limits set to date on the ALP-gluon coupling. The sensitivity using the full GlueX data set—roughly 1000 times more luminosity—is expected to be about $1000^{+5} \approx 5$ times better.