Inverse Low Gain Avalanche Detectors (iLGADs) for precise tracking and timing applications
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Abstract

Low Gain Avalanche Detector (LGAD) is the baseline sensing technology of the recently proposed Minimum Ionizing Particle (MIP) end-cap timing detectors (MTD) at the Atlas and CMS experiments. The current MTD sensor is designed as a multi-pad matrix detector delivering a poor position resolution, due to the relatively large pad area, around 1 mm²; and a good timing resolution, around 20-30 ps. Besides, in his current technological incarnation, the timing resolution of the MTD LGAD sensors is severely degraded once the MIP particle hits the inter-pad region since the signal amplification is missing for this region. This limitation is named as the LGAD fill-factor problem. To overcome the fill factor problem and the poor position resolution of the MTD LGAD sensors, a p-in-p LGAD (iLGAD) was introduced. Contrary to the conventional LGAD, the iLGAD has a non-segmented deep p-well (the multiplication layer). Therefore, iLGADs should ideally present a constant gain value over all the sensitive region of the device without gain drops between the signal collecting electrodes; in other words, iLGADs should have a 100% fill-factor by design. In this paper, tracking and timing performance of the first iLGAD prototypes is presented.
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1. Introduction

The high-luminosity upgrade of the Large Hadron Collider (HL-LHC) is foreseen to start in 2026 with a delivery of an integrated luminosity up to 4000 fb⁻¹ during its 10 years of operation. The HL-LHC will operate at a stable luminosity of 5.0 × 10^(34) cm⁻² s⁻¹, with an ultimate scenario of 7.5 × 10^(34) cm⁻² s⁻¹. The pileup will be one of the main challenges of the HL-LHC, the interaction region will spread over about 50 mm in RMS along the beam axis, and produce an average of 1.6 collisions/mm for an average of 200 pp interactions per bunch crossing. In these conditions a major challenge is to reject the charged particles produced by the pileup. It is possible to determine if two tracks are coming from a single interaction or from different ones if their time is measured with enough precision.

In this context MIP timing detectors are proposed [1, 2]. Providing a time resolution of 30 ps in the forward region these detectors will be able to mitigate the high pileup and improve the performance of the ATLAS and CMS detectors.

The MTD sensors will be made of Low Gain Avalanche Detectors (LGAD) [3, 4]. LGADs are n-on-p silicon detectors with an internal gain. To obtain this gain an extra, highly doped, p-layer is added just below the p-n junction of a PIN diode. This highly doped region will create a very high electric field region. This electric field will induce an avalanche multiplication of the electrons and thus create additional electron-hole pairs. The LGAD structure is designed to exhibit a moderate gain with an almost linear evolution in a wide range of reverse voltage values. Moreover, microstrip and pixel detector layouts with fine segmentation pitches can be easily obtained with the LGAD approach with a high SNR value, when LGAD is compared with p-i-n detector. Therefore, precise measurements of position and time of arrival of the incident particles can be achieved with LGAD designs. The timing and position resolution of the LGAD sensors are severely degraded whenever a MIP particle hits the inter-pad region since the signal amplification is missing for this region, as can be seen on figure 1. This limitation is named the LGAD fill-factor problem.

To address this problem on the LGAD sensors, a p-in-p LGAD (iLGAD) was introduced. Contrary to the conventional LGAD design, the iLGAD has a non-segmented multiplication
layer, and it should ideally present a constant gain value over all the sensitive region of the device without gain drops between the signal collecting electrodes, see figure[1]. We have experimentally confirmed this feature on a strip-like segmented iLGAD and compare it against a conventional strip-like LGAD and PIN devices. First studies on timing and tracking performance of the first iLGAD prototype are presented here.

2. Sensor prototype description

In this work two different types of microstrip detectors fabricated at IMB-CNM (CSIC) are studied[5].

Microstrip LGAD detectors were initially designed to be fully compatible with the standard LGAD technology. The core LGAD microstrip schematic cross-section is plotted on figure[1] (left). Three strips are included with a P-stop diffusion in between to provide isolation. n-on-p microstrips are implemented with a shallow n+ diffusion overhanging the p-type multiplication diffusion. LGAD microstrips were fabricated on a 285 µm thick high resistivity FZ wafer, with a total detection area of 1 cm² and two different strip layouts: pitch of 80 µm (50 µm of strip width), n+ diffusion of 32 µm and multiplication diffusion of 20 µm and pitch of 160 µm (130 µm of strip width), n+ diffusion of 112 µm and multiplication diffusion of 100 µm.

The iLGAD structure is also based on the conventional LGAD process technology but with the difference that the segmentation is now located at the p+ side, according to the schematic cross-section of the core iLGAD depicted on figure[1] (right). Therefore, the multiplication diffusions are no longer locally performed and the gain is the same through the strip providing a position-sensitive detector with uniform amplification wherever a particle hits the detector.

Standard PIN microstrip detectors were produced for comparison too.

3. Tracking: the LGAD fill-factor problem

The tracking performance of one LGAD and one iLGAD strip detector was studied in a test beam at CERN-SPS and compared with a standard PIN strip detector[6][7]. These three strip detectors were unirradiated and consisted of 45 strips with a 160 µm pitch. The read out was done using the ALIBAVA DAQ. An EUDET-type beam telescope was used for the tracks reconstruction. All measurements were performed at room temperature.

The big advantage of the iLGAD technology was confirmed during the test beam. It was proved that while in the LGAD strip detector the signal is severely degraded in the inter-pad region, the iLGAD presents a very constant gain value over all the sensitive region of the device. These results are shown on figure[2].

We see that the charge distribution of the LGAD measured during the test beam presents two peaks. One around 24 ke, that corresponds to the MIP particles that cross the interstrip region and the signal that they generate is not amplified (same charge measure in the PIN strip). The second peak is around 77 ke, and it corresponds to the particles that cross the region where the signal is amplified. Notice that the amplification expected for these sensors operated at a voltage of 120 V is around 3. On the other hand, the same plot produced for the iLGAD detector presents only one peak in the charge distribution around 75 ke. In this case, the signals produced for all the MIP particles that cross the sensitive region of the device are amplified, resulting in a much better and uniform response along the sensitive region.

In addition, the spatial resolution was measured for the iLGAD detector. On figure[3] (left) the correlations obtained between the strip reference detector and the iLGAD strip detector are shown. The empty columns between 1 and 2 mm are due to non working strips on the iLGAD detector. On the same figure[3] (right) the spatial resolution measured on the iLGAD strip detector at 300 V is shown. Because of a non optimal read out system, where the electronics front-end was not ready to read large signals presenting saturation above 100 V, the value presented here of 72 µm is not the optimal.

4. Timing

After proving that the iLGAD structure presents a 100% fill-factor, the timing capabilities of these detectors were studied in the laboratory. The objectives and results of this part are described bellow.

4.1. Setup description

A dedicated timing setup was built for this purpose. The main idea was to avoid any external time reference in order to reduce the uncertainty in the measurements coming from its time resolution. The schematic of the setup is shown on
We used a picosecond pulsed infrared laser head (1060 nm). Each laser pulse is split in two lines, in one of which a fixed delay was introduced. Then, these two lines are recombined in one line that illuminates the Device Under Test (DUT). In this way, we have a fixed time interval between laser pulses arriving to the DUT and the use of an external reference is not needed. The time interval between pulses is ∼52 ns. The DUT signal is amplified using a miteq 1660 current amplifier with a gain of 60 dB and then this signal is digitized with a 25 GSa/s oscilloscope.

For the subsequent analysis some parameters are measured from each collected waveform: rise time, signal amplitude, charge and noise. The charge is estimated by the integral of the transient pulse. The gain is calculated as the ratio between the iLGAD collected charge over the PIN collected charge. The time resolution (σ_t) is obtained from the dispersion (standard deviation) of the time difference between the two pulses divided by √2, since both pulses should contribute equally to the time resolution. Moreover, the time resolution is going to be dominated by the jitter component, since the pulse shape and amplitude are very stable. Two examples of the pulse’s waveforms at different bias voltages are shown on figure 5 on the top graph for the PIN strip detector and on the bottom graph for the iLGAD strip detector. To show them with more clarity, the signals were averaged. For this part we used: a p-in-p PIN strip detector with a pitch of 80 µm and 50 µm p+ implant width; and an iLGAD strip detector with a pitch of 160 µm and an ohmic contact width of 130 µm. The laser spot is confined inside the strip width, inside an optical window where no Al was deposited on top of the ohmic contact.

4.2. Constant Fraction Discrimination method (CFD)

One of our goals is to emulate by software a real CFD electronic circuit, and the analysis of the data has been done in this way. CFD is a technique developed to provide information about the arrival time of an event with no dependency on the amplitude of the signal. The principle of operation is based on detecting the zero crossing of a bipolar signal obtained by subtracting a fraction of the input signal (0 < k < 1) to its delayed copy as it is illustrated on figure 6. This bipolar signal crosses the baseline at a fixed time (t_k) with respect to the start of the original signal.

4.3. Results

As it was introduced before, one parameter that can be tuned in this CFD method is the attenuation factor of the original signal (k). The optimal k value will depend on the shape of the signal to be analyzed. For a given pulse shape the delay of the original signal is determined by the k value; the signal delay (t_d) is the difference between the time of its maximum and the time where the signal crosses the fractional threshold (k). Thus, in order to check what will be the optimal k value in our system, different k values were tested for both detectors. The time resolution obtained (σ_t) is plotted as a function of this attenuation factor (k), the results are shown on figure 7.

It can be seen that in the case of the PIN strip detector any value of k will give the optimal value of the time resolution. Meanwhile, in the case of the iLGAD strip detector, three different zones can be observed, they can be identified with the shape of the pulse already described. The zone labeled as 1 is mainly influenced by the fast electron collection and it gives the optimal value in terms of time resolution. In this zone, the time resolution measure on the iLGAD detector reach a value of 20 ps, very similar to the one measured on the PIN detector. In the zone labeled as 2, the secondary holes start to contribute to the signal and we have a much more ripply and slower edge section, which implies a worse time resolution. Finally, close
Figure 6: Scheme of CFD principle of operation. In this example an attenuation value of $k = 0.5$ has been chosen. $t_d$ represents the time that the original signal is delayed and $t_k$ would be the reference time extracted with this method.

Figure 7: In the left hand plot is shown the time resolution measured as a function of the attenuation factor ($k$) at 700 V. For the PIN detector any value of $k$ gives the optimal time resolution; but in the case of the iLGAD detector there are three different zones related to the three different zones labeled in the pulse in the right hand plot.

to the maximum of the signal, zone 3, we have a stepper pulse edge with a faster slewing rate and in consequence a better time resolution. These measurements where done at 700 V and a room temperature, where the iLGAD presented a gain value of 4.8. The amount of primary carriers generated by the laser pulse were similar for both devices.

5. Conclusions and Outlook

In this work a detailed characterization of iLGAD strip detectors were presented. It is a very promising candidate to become a true 4-dimensional tracking technology. Test beam measurements demonstrated the homogeneity in the amplification over all the sensitive region of the device without gain drops between the signal collecting electrodes. Moreover, a comparison between the timing performance of one iLGAD strip detector with a similar PIN strip detector was presented. The time resolution was estimated using a dedicated laser setup without an external reference and it was computed emulating an electronic CFD method. Simulations show that these promising results can be improved further if thinner sensors are used. As shown in figure 8 they benefit from a much smaller rise time of the signal maintaining a good SNR. This feature will improve the time resolution with respect to the thicker devices studied here.
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