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Observations and discoveries in physics, especially since the 1930s, have provided a deep understanding of the fundamental structure of matter. Matter and energy, as of today, are best understood in terms of the kinematics and interactions of a set of elementary particles which are the basic building blocks of our universe. Theories and experiments over the last century have narrowed down the laws governing the interactions of these elementary particles to a small set of fundamental laws. The standard model (SM) of particle physics is a gauge theory describing three of the fundamental laws of physics – weak, strong and electromagnetic interactions. It includes the Glashow-Salam-Weinberg electroweak model [1–3] and quantum chromodynamics (QCD), the theory of strong interaction introduced by Gross, Wilczek, and Politzer [4–7]. The SM has been able to predict or explain a huge number of phenomena observed in high energy physics experiments with great accuracy over the last few decades.

As the name suggests, QCD is the quantum field theoretical description of strong interaction between the quarks and gluons that make up composite hadrons which are observed experimentally. It is a non-abelian gauge theory with the gauge group SU(3). The charge associated with this group is the colour charge, and the associated fundamental particles, the quarks and the gluons, are coloured objects. Two unique features of this theory are “colour confinement” which prevents occurrence of an isolated colour charge in nature, and “asymptotic freedom” which givers rise to a steady reduction in the strength of interaction between quarks and gluons as the energy scale of interactions increase (and the corresponding length scale decreases).

Beyond the conventional $qq'q''$ baryons or $qar{q}$ mesons, QCD does not forbid the existence of more complex (colour singlet) bound states like mesons with more than two quarks, baryons with more than three quarks, or hybrid combinations of quarks and gluons. During the search for orbital and radial excitations of charmonium (cc) and bottomonium (bb) states, different experiments found evidence of many resonances which cannot be directly placed into the spectrum of heavy quarkonia. These “exotic” mesons are usually classified as $XYZ$ states that decay into final states containing a
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pair of $D/B$ mesons or charmonium/bottomonium plus light mesons, despite being well above the open-charm or -bottom thresholds. The theoretical models proposed so far, viz. tetra- and penta-quark models, hadronic molecules, hadro-charmonium, quark-gluon hybrids, kinematically-induced threshold effects etc. have not yet been able to describe these quarkonium-like states in a uniform and self-consistent manner. Thus, the field of exotic spectroscopy needs to be driven forward by experimental observations of new states and a detailed study of the properties of existing states, like their quantum numbers.

Charged charmonium-like $Z$ states are manifestly exotic and particularly interesting as candidates for compact tetraquark states with a possible quark content of $|c\bar{c}d\bar{u}\rangle$. Recent studies by Belle [8, 9] and LHCb Collaborations [10] have established the $Z(4430)^-$ state as a $1^+$ resonance in the $B^0 \rightarrow (\psi(2S)\pi^-)K^+$ decay. Belle has also found evidence for $Z(4430)^-$ in the $B^0 \rightarrow (J/\psi\pi^-)K^+$ decay, along with a dominant new state, the $Z(4200)^-$ [11]. Very recently, LHCb demonstrated the potential contributions of exotic states to the $B^0 \rightarrow J/\psi K\pi$ signal via a model-independent moment analysis [12]. The $Z(3900)^-$ state was observed by both BESIII [13] and Belle [14] in the study of $e^+e^- \rightarrow \pi^+\pi^-J/\psi$ near the $\Upsilon(4260)$ region. However, it was not reported in Belle’s search in the $B^0 \rightarrow (J/\psi\pi^-)K^+$ channel.

The CMS experiment with its excellent muon identification and tracking systems, is suited for the study of final states containing $J/\psi$ and $\psi(2S)$ that can be well reconstructed in their decays to a $\mu^+\mu^-$ pair. Using large data samples of such dimuon events with a relatively low threshold on the muon transverse momentum ($p_T$), CMS can perform measurements and searches for new states in the field of exotic quarkonium spectroscopy.

The thesis is structured as follows. Chapter 1 gives an overview of the field of exotic hadron spectroscopy with an emphasis on charged charmonium-like $Z$ states. Chapter 2 comprises a description of the LHC accelerator complex followed by the CMS detector and its subsystems including the trigger system and software framework. The reconstruction and purification of the $B^0 \rightarrow J/\psi K\pi$ decay have been discussed in Chapter 3. It details the analysis workflow, the data samples and triggers used, studies of reflection backgrounds and application of kinematic fit. The amplitude analysis formalism has been described in Chapter 4 followed by the validation of its implementation in the GPU based GooFit. This chapter also contains the inclusion and validation of the fit models with the exotic $Z$ contributions as well as the description and implementation of the LASS parametrization. Chapter 5 is devoted to the fits on real data starting with the efficiency correction and background parametrization.
as well as their subsequent inclusion in the fitter. The fit performances on data under different conditions have been extensively discussed in this chapter followed by a summary of the analysis. Detailed calculations of some of the angular variables used in the analysis can be found in Appendices A and B.
CHAPTER 1

Exotic hadron spectroscopy

1.1 Exotic charmonia and XYZ states

With the development of QCD over the last few decades, it is clear that beyond the standard three-quark baryons and quark-antiquark mesons, it is in principle possible to have other combinations of quark and/or gluon bound states. Such exotic multi-quark states have long been predicted in the light scalar sector [15, 16] but it has been a challenge to distinguish them from the densely populated conventional states.

Charmonium states consisting of a charm and anticharm quark ($c\bar{c}$) are powerful tools for studying the strong interaction. The high mass of the charm quark ($m_c \approx 1.275$ GeV) implies that the constituent velocities in charmonium mesons are relatively small ($v \approx 0.45c$) and relativistic effects can be treated as perturbative corrections to ordinary quantum mechanical calculations [17, 18]. This allows for a possibility to describe dynamical properties of the $c\bar{c}$ system in terms of nonrelativistic potential models, in which the functional form of the potential is chosen to reproduce the known asymptotic properties of the strong interaction with the free parameters fixed from experimental results. The large $c$-quark mass heavily suppresses the production of $c\bar{c}$ pairs via quark→hadron fragmentation processes at low energies. If a newly observed state is found to decay into final states containing a $c\bar{c}$ pair, these quarks must be present in the original particle. If the state only consists of $c$ and $\bar{c}$ quarks, then the particle must be a charmonium and occupy one of the unassigned states (represented in gray) in the charmonium spectrum in Fig. 1.1.1. The limited number of unassigned charmonium states with masses below 4.5 GeV and the theoretical expectation...
that most of the unassigned states will be relatively narrow and have nonoverlapping
widths make the identification of nonstandard charmonium-like mesons less ambigu-
ous than the light-quark sector. Similar argument is also valid for states decaying to
a \( \bar{b}b \) pair and the bottomonium (\( \bar{b}b \)) spectrum. The spectrum of experimentally estab-
lished charmonium states is shown in yellow in Fig. 1.1.1.

Open-charm thresholds (\( D\bar{D}, D^{*}\bar{D}^{*}, \ldots \)) play a significant role in understanding
the charmonium spectrum. Below them, the states are predicted to be narrow reso-
nances slowly decaying into noncharmed mesons or dilepton pairs, whereas, above
them, the states are expected to be broad resonances decaying rapidly into charmed
mesons pairs. All expected states with mass below the \( D\bar{D} \) threshold have been ob-
served experimentally and found to have masses as well as other properties in agree-
ment with potential model expectations. Thus, the charmonium system provides
a clean environment with its well-predicted spectrum and distinct properties (zero-
charge, zero-strangeness, constrained decay transitions) and is suitable for investiga-
tion of different types of exotic states viz. charged (\( c\bar{c}u\bar{d} \)), strange (\( c\bar{c}d\bar{s} \)), or both (\( c\bar{c}u\bar{s} \)).

1.1.1 The XYZ mesons

The XYZ mesons are the recently discovered resonance-like structures with hadronic
final states that contain either a \( c\bar{c} \), or a \( \bar{b}b \) quark pair, with properties different from the
expectations for any of the currently unassigned charmonium or bottomonium states.
All the quantum numbers of each such state are still not experimentally determined.
In Fig. 1.1.1, they are represented in purple and red having been arranged according
to the best guesses of their \( J^{PC} \) quantum numbers. As far as their nomenclature is
concerned, the neutral states with \( J^{PC} = 1^{--} \) are denoted by \( Y \), the charged (isospin
= 1) ones are called \( Z \), and the rest as \( X \).

Starting with the observation of the \( X(3872) \), the first of the XYZ mesons by
Belle [20] in 2003, exotic hadron candidates have been discovered at a steady rate.
Some of the other notable unexpected states are as follows:

- \( X(3940) \) [21] and \( X(4160) \) [22] observed in the invariant mass distributions of
  the \( D\bar{D}^{*} \) and \( D^{*}\bar{D}^{*} \) systems, respectively, recoiling from the \( J/\psi \) in \( e^+e^- \rightarrow
  J/\psi D^{(*)}\bar{D}^{*} \) in Belle;

- \( Y(4260) \) [23] and \( Y(4360) \) [24] observed in the \( \pi^+\pi^- J/\psi \) and \( \pi^+\pi^- \psi(2S) \) mass
  spectra respectively, in the initial state radiation (isr) processes
  \( e^+e^- \rightarrow \gamma_{\text{isr}}\pi^+\pi^- J/\psi(\psi(2S)) \) in BaBar;
1.1. EXOTIC CHARMONIA AND XYZ STATES

Figure 1.1.1: The spectrum of charmonium and charmonium-like mesons. Figure is taken from Ref. [19].

- a set of charged states: $Z(4430)$, $Z(4200)$, $Z_1(4050)$, $Z_2(4250)$ and $Z(3900)$, discussed in detail in Sec. 1.2.
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Many of the experiments capable of discovering and studying the properties of these exotic states are in operation or being upgraded (e.g. LHCb, BESIII, CMS, ATLAS, JLab12, Belle II) or still in the development stage (e.g. PANDA).

The two main production processes of charmonium-like states in hadron colliders (like the LHC) are:

- prompt production: $pp$ or $p\bar{p} \rightarrow (c\bar{c})^* + \text{others}$;
- nonprompt production in $b$-jets.

Establishing the existence of new states through both production processes would be ideal. However, for the prompt production, an inclusive search is needed which is experimentally challenging due to the high backgrounds and restricted trigger thresholds for low-$p_T$ prompt muons in all LHC experiments except for LHCb. Searches in the nonprompt production modes are typically done through exclusive B-meson decays i.e., $B \rightarrow (c\bar{c})^* + \text{other}$ and are relatively easier to perform. The typical decay processes in which they can be searched for are:

- hadronic transition to a lighter $c\bar{c}$ meson through the emission of light hadrons ($\pi, \pi\pi, \rho, \phi$);
- electromagnetic transition to a lighter $c\bar{c}$ meson through the emission of photon.

Even though the former can be triggered on the dimuons arising from $J/\psi$ and $\psi(2S)$, it is still difficult to reconstruct with minimal backgrounds in experiments such as CMS which does not have the capability of charged hadron identification. The latter scenario is challenging owing to the small reconstruction efficiency of low energy photons. The absence of charged hadron identification in a general purpose detector like CMS makes the reconstruction of the decay modes such as $B^0 \rightarrow J/\psi K^+\pi^-$ or $B^0 \rightarrow \psi(2S)K^+\pi^-$ considerably more challenging than LHCb or B-factory experiments like Belle. Extracting a sufficiently pure and statistically significant number of such decays in CMS is one of the key aspects of this thesis.

1.2 The charged $Z$ states

1.2.1 The $Z(4430)^\pm$

The first charged charmonium-like state to be discovered was the $Z(4430)^\pm$ as a narrow structure in the $\psi(2S)\pi^\pm$ mass distribution in Belle [8] with a statistical significance of
about $6.5 \sigma$. They looked into the $B^0 \to \psi(2S)K\pi^\pm$ decay channel where the $\psi(2S)$ decays into $\ell^+\ell^-$ or $\pi^+\pi^-$ $J/\psi$ with $J/\psi \to \ell^+\ell^-$, the $\ell$ being an electron or a muon. Both charged and neutral kaons ($K^0_S \to \pi^+\pi^-$) are used. In order to reduce the effect of dominant two-body resonance decays $B^0 \to K^*(892)\psi(2S)$ and $B^0 \to K_2^*(1430)\psi(2S)$, events with $K\pi$ invariant masses within $\pm$ 0.10 GeV of the $K^*(892)$ and $K_2^*(1430)$ nominal masses [25] were vetoed. The resulting prominent peak in the $M_{\psi(2S)\pi}$ distribution was fitted with a Breit-Wigner (BW) function as shown in Fig. 1.2.1 (left). The fitted values of the mass and width are $4433 \pm 5$ MeV and $45^{+35}_{-18}$ MeV, respectively. Since this state is electrically charged and decays into hidden-charm final states, it must have an exotic minimal four-quark ($c\bar{c}u\bar{d}$) substructure.

![Figure 1.2.1: (left) $\pi^+\psi(2S)$ invariant mass distribution from Belle [8] after applying the $K^*$’s veto as described in the text. Non-$\psi(2S)$ background estimated from the $B^0$ sidebands are represented by the shaded histogram while the curves represent the result of a fit that returned the mass and width values quoted in the text. (right) A direct comparison of Belle (right upper) and BaBar (right lower) data [26] under identical analysis conditions.](image)

The BaBar experiment performed a similar analysis in some $B$-meson decay channels including $B^0 \to \psi(2S)K\pi$ as well as $B^0 \to J/\psi K\pi$ [26] but was unable to confirm the Belle result. An almost direct comparison of the Belle and BaBar results for the $\pi^+\psi(2S)$ mass distribution from $B^0 \to \psi(2S)K\pi$ decay is shown in Fig. 1.2.1, (right). The data sample used by BaBar for the comparative study is statistically compatible with that of Belle. To test whether reflections of the known $K\pi$ resonances and their angular distributions are enough to explain the data, a model independent approach
was adopted. Although the BaBar plot shows an excess of events in the same region as reported in Belle, their fit using Belle’s mass and width values yielded a statistically marginal (\(\sim 2\sigma\)) \(Z(4430) \rightarrow \psi(2S)\pi\) signal, thereby neither confirming nor rejecting Belle’s result. BaBar’s data in the \(B^0 \rightarrow J/\psi K\pi\) channel was found to be consistent with the known \(K\pi\) resonance reflections.

### 1.2.2 \(Z_1(4050)\) and \(Z_2(4250)\) states

The Belle Collaboration reported an observation of two new charged resonance-like states, \(Z_1(4050)\) and \(Z_2(4250)\), in the \(\pi^+\chi_{c1}\) invariant mass spectrum in the exclusive decay of \(B^0 \rightarrow K^-\pi^+\chi_{c1}\) \([27]\). BaBar also searched for these states \([28]\) in both \(B^0 \rightarrow K^-\pi^+\chi_{c1}\) and \(B^+ \rightarrow K_S^0\pi^+\chi_{c1}\) processes where \(\chi_{c1} \rightarrow J/\psi\gamma\). After background subtraction and efficiency correction, the \(\pi^+\chi_{c1}\) mass distribution was modelled with the \(K\pi\) mass distribution and the corresponding normalized \(K\pi\) Legendre polynomial moments. It was found that there was no need for the inclusion of exotic resonant structures in the description of the \(\pi^+\chi_{c1}\) mass distribution and the statistical significance for any additional resonance was found to be less than \(2\sigma\).

### 1.2.3 Amplitude Analysis of the \(Z(4430)\)\(^\pm\)

In order to address the possibility of \(M_{\psi(2S)\pi}\) reflection peaks due to interference between different partial waves in the \(K\pi\) resonance channels, Belle reanalysed their data with a 2D Dalitz plot fit with two kinematic variables, \(M_{K\pi}\) and \(M_{\psi(2S)\pi}\) \([29]\). It provided a strong \(Z(4430)\) signal with a statistical significance of \(6.4\sigma\), albeit with a larger width (\(\Gamma = 107^{+86}_{-43-56}\) MeV).

Belle followed up with a full 4D amplitude analysis of the \(B^0 \rightarrow \psi(2S)K\pi\) \([9]\) incorporating all four independent kinematic variables: \(M_{K\pi}\), \(M_{\psi(2S)\pi}\), the \(\psi(2S)\) helicity angle \(\theta\), and the azimuthal angle between the decay planes, \(\varphi\) (discussed in Ch. 4). The amplitude is calculated in the helicity formalism following and isobar model approach, and is sensitive to angular correlations and interference effects. The mass and width obtained from this analysis are \(M = 4485^{+22}_{-22-11}\) MeV and \(\Gamma = 200^{+41}_{-46-35}\) MeV. Strong interference effects that are constructive below, and destructive above, the resonance mass are quite prominent from Fig. 1.2.2. This analysis favours a \(J^P = 1^+\) assignment to the \(Z(4430)\) state.
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Figure 1.2.2: The data points with the error bars are the Belle $M_{\psi(2S)\pi}^2$ distribution with the $K^*$ veto applied. The solid blue histogram shows a projection of the Belle 4D fit results with a $Z(4430) \rightarrow \psi(2S)\pi$ with $J^P = 1^+$. The hatched histogram is the $\psi(2S)$ sidebands. The dashed red curve shows the best fit results with no resonance in the $M_{\psi(2S)\pi}$ spectrum. Plot is taken from Ref. [9].

Confirmation of $Z(4430)$ by LHCb

LHCb did a complete 4D amplitude analysis of $B^0 \rightarrow \psi(2S)K\pi$, similar to Belle with a sample of more than 25K events and confirmed the existence of the $Z(4430)$ resonance with a significance of 13.9σ [10]. The measured mass and width $M = 4475 \pm 7^{+15}_{-25}$ MeV and $\Gamma = 172 \pm 13^{+37}_{-34}$ MeV are consistent with the values obtained from Belle but much more precise due to almost ten times larger statistics. This analysis favours the $J^P = 1^+$ assignment over any other possibility by 17.8σ. A comparison of the LHCb fit results with the data is shown in the left panel of Fig. 1.2.3, where strong interference effects, similar to those seen by Belle (Fig. 1.2.2), are clearly visible.

The large data sample allowed LHCb to avoid the BW assumption for the $Z$ amplitude rather to directly measure the real and imaginary parts of the $1^+ \psi(2S)\pi$ amplitude as a function of the mass. The result is shown in the right panel of Fig. 1.2.3. The rapid phase variation near the resonance peak is a clear sign of a BW amplitude as indicated by the nearly circular red curve superimposed on the plot. However, this does...
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not demonstrate its resonant nature since this behaviour, by itself, does not necessarily rule out the possibility of such structures arising from rescattering [30].

![Figure 1.2.3: (left) The LHCb $M_{\psi(2S)\pi}$ distribution for all events (without any $K^*$ veto), with projections from the 4D fits. The solid red histogram shows the fit with a $Z \rightarrow \psi(2S)\pi$ resonance term; the dashed brown histogram shows the fit with no resonance in the $M_{\psi(2S)\pi}$ channel. (right) The real (horizontal) and imaginary (vertical) parts of the $J^P = 1^+ Z \rightarrow \psi(2S)\pi$ amplitude for six mass bins spanning the 4430 MeV mass region. The red curve shows expectations for a BW resonance amplitude. Plots are taken from Ref. [10].](image)

**Model-independent confirmation of $Z(4430)$ by LHCb**

A model-independent description of the $\psi(2S)\pi$ mass spectrum from $B^0 \rightarrow \psi(2S)K\pi$ has been obtained by LHCb using the $K\pi$ mass spectrum and angular distribution derived directly from data without the need of a theoretical description or modelling of resonance lineshapes and their interference effects [31]. It is found that the $\psi(2S)\pi$ mass distribution cannot be reproduced by reflections from the $K\pi$ channel by their model-independent approach that determines Legendre polynomial moments up to fourth order in $\cos \theta_{K^*}$ in bins of $K\pi$ mass, where $\theta_{K^*}$ is the $K\pi$ helicity angle, and reflects them into the $\psi(2S)\pi$ channel. A clear mismatch can be seen in the $Z(4430)$ mass region in Fig. 1.2.4, which shows a comparison of the $M_{\psi(2S)\pi}$ data with a fit that only uses reflections from the $\cos \theta_{K^*}$ moments, indicating the need for an exotic component to the spectrum.
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Figure 1.2.4: The data points in black show LHCb’s background-subtracted and efficiency corrected \( \mathcal{M}_{\psi(2S)\pi} \) distribution. The dotted black curve corresponds to MC distribution generated according to phase-space; in the dash-dotted red curve, the \( M_{K\pi} \) is weighted to reproduce the experimental distribution. The solid blue curve shows the result of the fit using model-independent reflections from \( \cos \theta_{K^*} \) moments up to fourth order. The golden shaded band indicates the range of uncertainties associated with the fit. The plot is taken from Ref. [31].

1.2.4 Z(4200) and Z(4430) in \( B^0 \to J/\psi K\pi \)

Belle performed a full 4D amplitude analysis on a nearly background free data sample of about 30K events from the \( B^0 \to J/\psi K\pi \) decay channel and found a 6.2\( \sigma \) signal of a new resonance, the Z(4200), in the \( J/\psi \pi \) spectrum [11]. It is a broad resonance with mass and width \( M = 4196^{+31+17}_{-29-13} \) MeV and \( \Gamma = 370^{+70+70}_{-70-132} \) MeV, and a preferred quantum number assignment of \( J^P = 1^+ \). The channel also had a 4\( \sigma \) significant contribution from the \( B^0 \to KZ(4430) \), \( Z(4430) \to J/\psi \pi \). The fit results and their components are shown for different \( K\pi \) slices in Fig. 1.2.5.

The fit results with and without the Z(4430) (the Z(4200) is already included in the model) are shown in the left and middle panels of Fig. 1.2.6. The rapid phase motion near 4200 MeV as seen in the right panel of Fig. 1.2.6 clearly indicates the BW nature of the peak.
1.2.5 The $Z(3900)$ state

The $Z(3900)$ was seen as a resonance structure in the $J/\psi \pi$ mass distribution in the channel $e^+e^- \rightarrow \pi^+\pi^-J/\psi$ at a center-of-mass energy of 4.260 GeV in BESIII [13]. A fit using a mass-independent-width BW function to represent the $J/\psi\pi$ mass peak yielded a mass and width of $M = 3899.0 \pm 6.1$ MeV and $\Gamma = 46 \pm 22$ MeV. The $Z(3900)$
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was observed by Belle in isr data at the same time [14]. The $J/\psi\pi$ invariant mass distributions are shown in Fig. 1.2.7. The preferred quantum numbers are found out to be $J^P = 1^+$ Notably, no evidence of $Z(3900)$ was found in Belle’s analysis of $B^0 \to J/\psi K \pi$ for floating mass values and any choice of $J^P$ upto spin-2.

![J/ψπ invariant mass distributions from Belle (left) and BESIII (right) with prominent Z(3900) peaks.](image)

**Figure 1.2.7:** $J/\psi\pi$ invariant mass distributions from Belle (left) and BESIII (right) with prominent $Z(3900)$ peaks.

**Focus of this thesis**

This thesis focuses on the reconstruction and purification of $B^0 \to J/\psi K \pi$ events from proton-proton collisions at a centre-of-mass energy $\sqrt{s} = 8$ TeV collected by the CMS experiment in 2012 to search for exotic charged charmonium-like $Z$ states. A full 4D amplitude analysis framework has been developed in the novel GPU-based GooFit to look for exotic contributions to the decay. Implementation and validation of this amplitude analysis framework are key aspects of this thesis.
The experimental setup

The European Organization for Nuclear Research, better known as CERN (acronym for Conseil Européen pour la Recherche Nucléaire), operates the largest particle physics laboratory in the world. Located on the Swiss-French border in Geneva, CERN runs particle accelerators and provides other infrastructures needed for research in high-energy physics, viz. powerful computing facilities primarily used to store and analyse data from experiments, as well as simulate events. A number of experimental facilities are constructed and operated at CERN through a massive international collaboration of about 2,500 scientific, technical, and administrative staff member as well as more than 12,000 visiting scientists, of which India is a prominent participant. The Compact Muon Solenoid (CMS) experiment is one of the two general purpose particle detectors at the Large Hadron Collider (LHC) of CERN. This chapter gives a general overview of the LHC followed by a somewhat detailed description of CMS.

2.1 The LHC

The LHC [32], one of the largest scientific instrument ever built, is a superconducting accelerator and collider of protons and heavy ions at TeV energy scales. It is built inside a 27 km long tunnel which used to house the erstwhile LEP (Large Electron-Positron Collider), at an average depth of 100 m below the surface. The LHC is the final element of the CERN accelerator complex (Fig. 2.1.1) that is a sequence of devices each of which accelerates particles up to a certain energy and injects the boosted particles into the next machine in the sequence to be accelerated to a higher energy.
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Figure 2.1.1: The CERN accelerator complex. The diagram is taken from Ref. [33].

The protons to be accelerated come from a bottle of hydrogen gas whose electrons are stripped off by applying an electric field. They are first injected into the LINAC2, where they are accelerated to 50 MeV. In the next step, they are pushed into the Proton Synchrotron Booster which accelerates the beam to 1.4 GeV and then into the Proton Synchrotron to be accelerated to 25 GeV. The protons are later transferred to the Super Proton Synchrotron and further accelerated up to 450 GeV, ready to be the injected into the LHC. The protons flow through the two parallel beam pipes of the LHC in opposite directions and are accelerated to the target energy of 6.5 GeV in about 20 min.

The general layout of the LHC is shown in Fig. 2.1.2. The LHC is divided into eight arcs with the four interaction points (IPs) being located at the centers of the octants 1, 2, 5, and 8. The two general purpose experiments are located at diametrically opposite octants: the ATLAS experiment at IP 1 and the CMS experiment at IP 5. In 2010 and 2011, the proton beams were made to collide at a center-of-mass energy $\sqrt{s} = 7$ TeV,
i.e., each beam had an energy of 3.5 TeV. The collision energy was increased to 8 TeV in 2012 with a bunch spacing of 50 ns. This period of data taking was termed as Run-1. The LHC was shut down for two years for upgradation in spring 2013. The Run-2 collisions were started in June 2015 with $\sqrt{s} = 13$ TeV. The machine has again been shut down last December for further upgrades and will tentatively resume collisions in May 2021.

2.1.1 The LHC parameters

The LHC has 1232 superconducting dipoles with a peak magnetic field of 8.33 T and maintained at a temperature of 1.9 K. The current in main dipole is 11800 A and the total stored energy in the magnets is 11 GJ with an energy density of 500 kJ/m. At the interaction points, the beams cross each other at an angle of 285 $\mu$rad. The LHC design parameters for proton-proton and lead-lead collisions are listed in Table 2.1.1.
### Table 2.1.1: Design parameters of LHC for proton-proton and lead-lead collisions [34].

<table>
<thead>
<tr>
<th></th>
<th>p-p</th>
<th>Pb-Pb</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy/nucleon</td>
<td>E</td>
<td>TeV</td>
</tr>
<tr>
<td>Luminosity</td>
<td>L</td>
<td>cm⁻²s⁻¹</td>
</tr>
<tr>
<td>Luminosity lifetime</td>
<td>τₗ</td>
<td>hr</td>
</tr>
<tr>
<td>No. of bunches</td>
<td>nᵦ</td>
<td></td>
</tr>
<tr>
<td>No. of particles/bunch</td>
<td>Nᵣ</td>
<td></td>
</tr>
<tr>
<td>Bunch separation</td>
<td>β*</td>
<td>m</td>
</tr>
<tr>
<td>RMS beam radius at IP</td>
<td>σ*</td>
<td>µm</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Energy/nucleon</td>
<td>E</td>
<td>TeV</td>
</tr>
<tr>
<td>Luminosity</td>
<td>L</td>
<td>cm⁻²s⁻¹</td>
</tr>
<tr>
<td>Luminosity lifetime</td>
<td>τₗ</td>
<td>hr</td>
</tr>
<tr>
<td>No. of bunches</td>
<td>nᵦ</td>
<td></td>
</tr>
<tr>
<td>No. of particles/bunch</td>
<td>Nᵣ</td>
<td></td>
</tr>
<tr>
<td>Bunch separation</td>
<td>β*</td>
<td>m</td>
</tr>
<tr>
<td>RMS beam radius at IP</td>
<td>σ*</td>
<td>µm</td>
</tr>
</tbody>
</table>

2.1.2 Luminosity

During the collisions, the number of events produced per unit time is proportional to the production cross section \( σ_{\text{event}} \) of that event, given as

\[
N_{\text{event}} = σ_{\text{event}} \times L
\]  

(2.1.1)

where \( L \) is the instantaneous luminosity delivered by the LHC. It is a measure of the number of collisions per second, often given in units of \( \text{cm}^{-2}\text{s}^{-1} \), and defined by:

\[
L = \frac{N_1 N_2 n_b f_{\text{rev}}}{A}
\]  

(2.1.2)

Here, \( N_1 \) and \( N_2 \) are the number of particles in the two colliding bunches, \( n_b \) is the number of bunches in a beam, \( A \) is the transverse area of overlap of the two bunches, and \( f_{\text{rev}} \) is the revolution frequency of each bunch (designed to be 11245 Hz). For proton-proton collisions at the LHC, \( N_1 = N_2 = N_p \). As the area of overlap transverse to the beam direction is difficult to measure in an accelerator, the transverse beam shape is assumed to follow a Gaussian distribution. Thus the instantaneous luminosity can be recast as

\[
L = \frac{N_p^2 n_b f_{\text{rev}} \gamma F}{4\pi \epsilon_n \beta^*}
\]  

(2.1.3)

where \( \gamma \) is the relativistic Lorentz factor, \( \epsilon_n \) is the normalised transverse beam emittance\(^1\) (with a design value of 3.75 \( \mu \text{m} \)), \( \beta^* \) is the betatron function at the IP, and \( F \) is the geometric reduction factor due to finite crossing angle at the IP. The integrated luminosity is the cumulative luminosity delivered by the machine over a total period

\(^1\) \( \epsilon \) is a measure of the average spread of particle coordinates in position-and-momentum phase space.
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of time $T$:

$$L_{\text{int}} = \int_0^T L \, dt \quad (2.1.4)$$

To date, LHC has delivered $192.3 \, \text{fb}^{-1}$ (inverse-femtobarn$^2$) of pp collision data for $\sqrt{s} = 7, 8,$ and $13 \, \text{TeV}$ of which CMS has recorded $177.7 \, \text{fb}^{-1}$ as can be seen in the right panel of Fig. 2.1.3.

![Figure 2.1.3](image)

**Figure 2.1.3:** (left) Integrated luminosity for pp data versus day delivered to CMS during stable beams for pp collisions at nominal center-of-mass energy for 2010-2012 and 2015-2018. (right) Delivered and recorded luminosity cumulative over all years during stable beams for pp collisions at nominal center-of-mass energy in CMS [35].

2.2 Kinematic variables and coordinate system

The origin of the coordinate system adopted by CMS is the nominal collision point inside the detector with the $y$-axis pointing vertically upwards and $x$-axis pointing towards the center of the LHC ring, making the $z$-axis parallel to the counterclockwise proton beam. The azimuthal angle $\phi$ is measured from the $x$-axis in the $x$-$y$ plane and the polar angle $\theta$ is measured with respect to the $z$-axis.

Since the proton is a composite particle, the exact energy of the colliding partons remains unknown and thus the total missing energy only in the plane transverse to the beam can be estimated. Moreover, the center-of-mass may be boosted along the beam direction which requires the usage of kinematic variables invariant under such boosts. The momentum of a particle can be expressed in terms of two components, the

$$21 \, \text{b} = 10^{-24} \, \text{cm}^2 \implies 1 \, \text{fb}^{-1} = 1 \times 10^{-39} \, \text{cm}^2$$
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Longitudinal momentum $p_z$ and the transverse momentum $p_T$, given by

$$p_T = \sqrt{p_x^2 + p_y^2}$$

(2.2.1)

The rapidity, which is additive under Lorentz boosts along the $z$ direction, is defined as

$$y = \frac{1}{2} \ln \left( \frac{E + p_z}{E - p_z} \right),$$

(2.2.2)

$E$ being the energy of the particle. For highly relativistic particles ($p \gg m$), the rapidity can be expressed approximately in terms of pseudorapidity

$$\eta = -\ln \left( \frac{\tan \frac{\theta}{2}}{2} \right),$$

(2.2.3)

where $\theta$ is the same polar angle discussed earlier.

2.3 The CMS detector

The Compact Muon Solenoid (CMS) [36, 37] is a multipurpose detector designed to study a wide variety of phenomena produced in high energy particle collisions. It is located 100 m under the ground at IP5 of the LHC tunnel. It is a 28.7 m long, 14000 t cylindrical structure comprising a 21.6 m long main cylinder with a diameter of 15 m, and forward calorimeters towards both ends. The central barrel and the endcaps on the two ends ensure a nearly $4\pi$ hermetic coverage. A sectional view of the detector is presented in Fig. 2.3.1.

CMS has been designed keeping in mind the physics goals that can be achieved from the high energy pp (and also heavy ion) collisions at the LHC. One of the major considerations while designing the detector was the need for an accurate identification, reconstruction and measurement of momenta of muons and electrons. Another important goal was to precisely measure secondary vertices and impact parameters that are crucial for heavy flavour studies. Due to a very high bunch crossing rate (40 MHz for pp collisions), more than 20 inelastic collisions can happen per bunch crossing at the design luminosity. To minimise this deleterious pileup effect, high granularity detectors with low occupancy need to be used which in turn require not only huge number of detector channels but also an excellent synchronization among them. Also, a good time resolution is crucial to distinguish the interaction under study from those occurring in neighbouring bunch crossings. A large flux of particles near the IP leads to high radiation levels, requiring the detectors and frontend electronics to be radiation hard. The salient features of the CMS detector are:
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Figure 2.3.1: A sectional view of the CMS detector [38].

- a 4 T superconducting solenoid,
- a silicon based inner tracker (inside the solenoid),
- a homogeneous electromagnetic calorimeter (inside the solenoid),
- a sampling type hadron calorimeter (inside the solenoid, with a few additional layers outside),
- iron yokes outside the solenoid to absorb the return field (∼ 2 T), and
- four muon stations integrated into the iron yokes.

A schematic diagram of a transverse slice of CMS with all the constituent subdetectors are shown in Fig. 2.3.2. The plot also demonstrates how different kinds of particles originating from the collisions, viz. muons, electrons, neutral and charged hadrons, and photons interact with various subdetectors.
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Figure 2.3.2: A transverse slice of the CMS detector showing how muons, electrons, neutral and charged hadrons, and photons interact with different subdetectors [39].

2.3.1 The CMS magnet

The CMS detector is built around the superconducting magnet, which was designed to reach a 4 T magnetic field in a free bore of 6 m diameter and 12.5 m length with a stored energy of 2.6 GJ at full current. The high magnetic field is generated by the 4-layer winding made from an aluminium - stabilised reinforced NbTi conductors maintained at a temperature of 4.5°C. The magnet weighs 220 t and the ratio between the stored energy and cold mass is extremely high (11.6 KJ/kg). This ensures a high enough bending power (12Tm) within a relatively small volume which is essential for an unambiguous determination of the sign of muons and high momentum resolution of any charged particle. Values of the magnetic field in different sections of the detector at 3.8 T can be seen in Fig. 2.3.3.

2.3.2 The inner tracker

The silicon tracker is the subdetector closest to the beam pipe where the collisions occur. The aim of the CMS tracking system is to measure the trajectories of charged particles produced in the high energy collisions as well as to reconstruct secondary vertices. High instantaneous luminosity at the LHC results in thousands of particles crossing the tracking system per bunch crossing. This requires a high granularity de-
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Figure 2.3.3: Value of $|B|$ (left) and field lines (right) on a longitudinal section of the CMS detector, at a central magnetic flux density of 3.8 T. Each field line represents a magnetic flux increment of 6 Wb. The plot is taken from Ref. [40].

tector technology with fast response and sufficient radiation hardness. Silicon crystals can be manufactured with high purity and is affordable for large scale production. Being a good thermal conductor, heat dissipation is faster in silicon. It also has a low threshold for electron-hole pair production and high hole mobility ensuring fast response. A sketch of the tracker layout (1/4 of the $r$-$z$ view) is shown in Fig. 2.3.4.

The CMS tracker [41] has a cylindrical structure with an outer diameter of about 2.5 m and a total length of 5.8 m. It is immersed in the constant coaxial magnetic field of 3.8 T provided by the solenoid having its axis closely aligned with the LHC beam line. The tracker consists of two parts: a small silicon pixel detector followed by a large silicon microstrip system. In the central region, the pixel tracker is made of three coaxial barrel layers at radii between 4.4 and 10.2 cm whereas the strip tracker comprises ten coaxial layers extending outwards to a radius of 110 cm. Both subdetectors are completed by endcaps on either end, each consisting of two disks in the pixel, and three small and nine large disks in the strip tracker. The endcaps extend the tracker acceptance of the tracker up to $|\eta| < 2.5$. 
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Figure 2.3.4: A sketch of the tracker layout (1/4 of the r-z view) (from [42])

Pixel detector

The pixel detector consists of cylindrical barrel layers at radii of 4.4, 7.3 and 10.2 cm, and two pairs of endcap disks at $z = \pm 34.5$ and $\pm 46.5$ cm. It provides 3D position measurements of the hits arising from the interaction of charged particles with its sensors. The hit position resolution is approximately $10 \, \mu m$ in the transverse plane and $20-40 \, \mu m$ along the beam axis. In order to achieve the optimal vertexing resolution, a design with an “almost” square pixel shape of $100 \times 150 \, \mu m^2$ in both the $(r, \phi)$ and $z$ coordinates has been adopted. The barrel is made of 768 pixel modules arranged into half-ladders of 4 identical modules. The endcap disks are assembled in a turbine-like geometry with blades rotated by $20^\circ$. In total, 1440 modules having 66 million pixels cover an area of about 1 m$^2$.

Strip detector

The microstrip tracker has 15148 modules, which cover an active area of about 198 m$^2$ and have 9.3 million strips. It is composed of four subsystems. The Tracker Inner Barrel (TIB) and Disks (TID) cover $r < 55$ cm and $|z| < 118$ cm, and are composed of four barrel layers, supplemented by three disks at each end. These provide position
measurements in $r\phi$ with a resolution of approximately 13-38 $\mu$m. The Tracker Outer Barrel (TOB) covers $r > 55$ cm and $|z| < 118$ cm, and consists of six barrel layers providing position measurements in $r\phi$ with a resolution of approximately 18-47 $\mu$m. The Tracker EndCaps (TEC) cover the region $124 < |z| < 282$ cm. Each TEC is composed of nine disks, each containing up to seven concentric rings of strip modules, yielding a range of resolutions similar to that of the TOB.

The modules in the TIB, TID and inner four TEC rings use 320 $\mu$m thick silicon, while those in the TOB and the outer three TEC rings use silicon of 500 $\mu$m thickness. In the barrel, the strips usually run parallel to the beam axis and have a pitch (the distance between two neighbouring strips) that varies from 80 $\mu$m in the inner TIB layers to 183 $\mu$m in the inner TOB layers. The endcap disks use wedge-shaped sensors with radial strips, whose pitch varies from 81 $\mu$m at small radii to 205 $\mu$m at large radii.

The modules in the innermost two layers of both the TIB and the TOB, as well as the modules in first and second rings of the TID, and first, second and fifth of the TEC, carry a second strip detector module, which is mounted back-to-back to the first one but rotated in the plane of the module by a “stereo” angle of 100 mrad. For the TIB, these stereo modules deliver 2D hit position, and lead to a single point resolution between 23 and 24 $\mu$m in the $r\phi$ plane and 230 $\mu$m along the $z$-axis. For the TOB, the stereo modules provide a single-point resolution ranging from 35-53 $\mu$m in the $r\phi$ plane and 530 $\mu$m along the $z$-axis.

The performance of the tracker is illustrated in Fig. 2.3.5, which shows the transverse momentum and impact parameter resolutions in the $r\phi$ and $z$ planes for single muons with a $p_T$ of 1, 10 and 100 GeV, as a function of pseudorapidity. Track reconstruction efficiency as a function of pseudorapidity for single muons and pions is shown in Fig. 2.3.6. The material inside the active volume of the tracker increases from $\approx 0.4X_0$ at $\eta = 0$ to around $1X_0$ at $|\eta| \approx 1.6$, before decreasing to $\approx 0.6X_0$ at $|\eta| = 2.5$.

### 2.3.3 The electromagnetic calorimeter

The Electromagnetic Calorimeter (ECAL) [43] is a hermetic, homogeneous calorimeter made of lead tungstate (PbWO$_4$) crystals and divided into two parts, barrel and endcap. The PbWO$_4$ scintillator have short radiation length ($X_0 = 0.89$ cm) and Moliere length (2.2 cm), are fast (80% of the light is emitted within 25 ns) and radiation hard (up to 10 Mrad). Its low light yield (30$\gamma$/MeV) is amplified by high gain photodetectors than can operate in a high magnetic field. Silicon avalanche photodiodes are used as photodetectors in the barrel and vacuum phototriodes in the endcaps. The choice
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Figure 2.3.5: Resolution of various track parameters for single muons with \( p_T \) of 1, 10 and 100 GeV: (upper) \( p_T \), (lower left) transverse, and (lower right) longitudinal impact parameters [41].

of PbWO\(_4\) crystals has thus allowed the design of a compact calorimeter inside the solenoid which is fast, has fine granularity, and is radiation hard. The barrel section consists of 61200 crystals and has an inner radius of 129 cm that covers the pseudorapidity interval of \( 0 < |\eta| < 1.479 \). The crystals are quasi-projective (the axes are tilted at 3° with respect to the line from the nominal vertex position) and cover 0.0174 (i.e. 1°) in \( \Delta \phi \) and \( \Delta \eta \). The crystals have a front cross-section of \( \approx 22 \times 22 \text{ mm}^2 \) and a length of 230 mm, accounting for 25.8\( X_0 \). The endcaps are made of 7324 crystals each and are located at a distance of 314 cm from the vertex on either end. They cover the
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Figure 2.3.6: Global track reconstruction efficiency for muons (left) and pions (right) of $p_T$ of 1, 10 and 100 GeV [41].

pseudorapidity region $1.479 < |\eta| < 3.0$. The endcap crystals, like the barrel ones, off-point from the nominal vertex position, but are arranged in an $x$-$y$ grid instead of an $\eta$-$\phi$ grid. They are all identical and have a front cross section of $28.6 \times 28.6$ mm$^2$ and a length of 220 mm ($24.7 X_0$).

2.3.4 The hadron calorimeter

The CMS hadron calorimeter (HCAL) is designed to estimate quark, gluon and neutrino directions and energies by measuring the energy and direction of particle jets and of the missing transverse energy flow.

The HCAL design maximizes material inside the solenoid in terms of interaction lengths. This is complemented by an additional layer of scintillators, referred to as the hadron outer (HO) detector, located just outside the solenoid. Brass has been chosen as the absorber material as it has a reasonably short interaction length and is nonmagnetic. Maximizing the amount of absorber inside the magnet requires minimizing the space for the active medium - the tile/fibre assembly. It consists of plastic scintillator tiles read out with embedded wavelength-shifting (WLS) fibres. The WLS fibres are spliced to high-attenuation-length clear fibres outside the scintillator that carry the light to the readout system. The photodetection readout is based on multi-channel hybrid photodiodes. The hadron barrel (HB) part of HCAL covers the pseudorapidity region $|\eta| < 1.4$ with 2304 towers with a segmentation $\Delta \eta \times \Delta \phi = 0.087 \times 0.087$. The
HB is read out as a single longitudinal sampling. There are 15 brass plates, each with a thickness of about 5 cm, plus 2 external stainless steel plates for mechanical strength.

The HO detector contains scintillators with a thickness of 10 mm, which lie outside the outer vacuum tank of the coil and cover the region $|\eta| < 1.26$. They sample the energy from penetrating hadron showers leaking through the rear of the calorimeters and so serve as a "tail-catcher" after the magnet coil. Each hadron endcap (HE) of HCAL consists of 14 $\eta$ towers with $5^\circ$ $\phi$ segmentation, covering the pseudorapidity region $1.3 < |\eta| < 3.0$. For the five outermost towers (at smaller $\eta$) the $\phi$ segmentation is $5^\circ$ and the $\eta$ segmentation is 0.087. For the eight innermost towers the $\phi$ segmentation is $10^\circ$, whilst the $\eta$ segmentation varies from 0.09 to 0.35 at the highest $\eta$. The total number of HE towers is 2304.

The barrel and the endcap parts are complemented by a very forward calorimeter (HF), placed at $\pm11.2$ m from the interaction point, which extends the pseudorapidity range of the calorimetry up to $|\eta| < 5.2$. Due to high particle flux in the forward region, a radiation hard technology, using Cherenkov light in quartz fibres, was chosen with steel as an absorber. The HF detector is also used as a real-time monitor for the luminosity on a bunch-by-bunch basis.
2.3.5 The muon system

The muon system placed outside the magnet provides an independent muon identification, robust trigger, and accurate measurement of momentum and charge, for muons with momenta ranging from a few GeV to a few TeV. It consists of four stations of gas-based detectors integrated into the iron flux return yoke so that both the 3.8 T magnetic field inside the solenoid and the 1.8 T average return field can be combingly used for bending the muons. It is composed of three independent subdetectors. In the barrel ($|\eta| < 1.1$), where the track occupancy and residual magnetic field are low, drift tubes (DTs) are installed. In the endcaps, where the particle rate is higher and a large residual magnetic field is present, cathode strip chambers (CSCs) are used. The coverage of the DT and CSC systems goes up to $|\eta| < 2.4$. In the region $|\eta| < 1.8$, resistive plate chambers (RPCs) are also present. A schematic diagram of the muon system can be seen in Fig. 2.3.8.

RPCs are operated in avalanche mode to ensure good operation at high rates (up to 10 kHz/cm$^2$), and provide a fast response with good time resolution but with a coarser position resolution than the DTs or CSCs. They can therefore identify unambiguously the correct bunch crossing. The DTs or CSCs, and the RPCs operate within the level-1 trigger system, providing two independent and complementary sources.

Figure 2.3.8: Geometry of the muon system, for a quadrant of the CMS detector [45].
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of information. The combined system results in a robust, precise and flexible trigger device.

The DTs are aluminum tubes with a stainless steel anode wire in the middle. The segmentation of the barrel muon system along the beam direction follows the wheel structure of the yoke. There are four stations of DTs, interspersed among the layers of the iron yoke plates. The first three of them consist of 12 layers drift chambers each. The DT chambers in each station are further grouped into three superlayers, each containing four layers. The upper and lower superlayer measure the muon coordinates in the \( r \phi \) bending plane while the middle one provide the muon coordinates along the \( z \) direction. The fourth station is composed of only two \( r \phi \) measuring superlayers.

The Muon Endcap (ME) system comprises 468 CSCs in the two endcaps. Each CSC is trapezoidal in shape and consists of six gas gaps, each having a plane of radial cathode strips and a plane of anode wires running almost perpendicular to the strips. All CSCs except those in the third ring of the first endcap disk (ME1/3) are overlapped in \( \phi \) to avoid gaps in the muon acceptance. The gas ionization and subsequent electron avalanche caused by a charged particle traversing each plane of the chamber produces a charge on the anode wire as well as an image charge on a group of cathode strips. The signal on the wires is fast and used at the Level-1 Trigger. However, it results in a coarser position resolution. A precise position measurement is made by determining the centre-of-gravity of the charge distribution induced on the cathode strips. Each CSC measures up to six space coordinates \((r, \phi, z)\). The spatial resolution provided by each chamber from the strips is about 200 \( \mu \)m (100 \( \mu \)m for ME1/1). The angular resolution in \( \phi \) is of the order 10 mrad.

**Muon system performance**

Some representative figures of merit for the muon system performance [46] include:

- reconstructed hit spatial resolution \( \approx 50 – 300 \mu \)m;
- reconstructed hit efficiency \( \approx 94 – 99\% \);
- segment timing resolution < 3 ns;
- segment efficiency \( \approx 97\% \);
- trigger bunch crossing identification > 99\%;
- trigger efficiency > 90\%
2.4. THE TRIGGER SYSTEM

- muon timing resolution $\approx 1.4$ ns;
- muon reconstruction and identification efficiency $> 96\%$;
- muon isolation efficiency $> 95\%$;

The detector performance so far has remained within the design specifications and the muon reconstruction results are well reproduced by Monte Carlo simulation.

2.4 The trigger system

The LHC provides proton-proton collisions with a bunch crossing period of 25 ns which corresponds to a frequency of 40 MHz. At the designed luminosity, approximately $10^9$ interactions occur per second resulting in a raw data rate of 40 TByte per second. But the peak storage rate for CMS is approximately 10 TByte per day (100 Hz). Therefore, the data volume must be reduced by a factor of $4 \times 10^5$ before the information can be written to archival media. Such a reduction is achieved by the CMS trigger and data acquisition system [47, 48] that ensures high data recording efficiency for a wide variety of physics objects and event topologies by applying selective online requirements.

CMS uses a two-level trigger design: the Level-1 (L1) trigger, built from custom hardware, which reduces the rate to a maximum of 100 kHz, and the High Level Trigger (HLT), running the reconstruction software on a processor farm, which performs higher level reconstruction and reduces the rate of events selected by the L1 trigger to about 400 Hz before the events are stored on disk. A schematic diagram of the trigger workflow in CMS is shown in Fig. 2.4.1.

Level-1 trigger

Due to the size of the LHC detectors and underground caverns, a minimum amount of transit time is required for signals to travel back and forth between the detector front-end electronics and the L1 trigger logic systems housed in the services cavern. The total time allocated for the transit and for reaching a decision to keep or discard data from a particular beam crossing is 3.2 $\mu$s. During this time, the detector data are held in buffers while trigger data are collected from the frontend electronics to decide which fraction of events are to be kept (typically 1 crossing in 1000) and the rest to be discarded. Of the total latency, the time allocated to L1 trigger calculations is less than 1 $\mu$s.
CHAPTER 2. THE EXPERIMENTAL SETUP

Figure 2.4.1: The CMS trigger and data acquisition system [49]. Data from a subset of the detector are first sent to the level-1 trigger for processing. Upon acceptance, the remaining data are read out to the High-level trigger for further processing.

The L1 trigger decisions are taken by custom hardware processors involving the calorimeters and muon systems, as well as some correlated information from both the systems. The coarsely segmented data from the calorimeters and muon systems are used to form the trigger “trigger primitive” objects and checked if they are above set $E_T$ or $p_T$ thresholds. These L1 seeds can have single object conditions or more complex structures (mixed, multiple-object) like $\Delta \eta$ between two objects and/or their invariant mass thresholds. For the triggering purposes, the calorimeters are subdivided into trigger towers. The trigger primitives are built by combining the HCAL readout towers or ECAL crystals. They also employ global sums of $E_T$ and $E^\text{miss}_T$. In the muon systems, all three sub-detectors, namely DT, CSC and RPC take part in trigger. Each of them use their own trigger logic to deliver the muon trigger candidates which are then combined by the global muon trigger to achieve an improved momentum resolution and efficiency.

High-level trigger

All events satisfying the L1 triggers are transferred to a computer farm where the software based offline triggers (HLTs) further filter the events using different reconstruction algorithms. Only events that pass at least one of the HLT conditions are kept for permanent storage thereby reducing the event rate from 100 kHz to 100 Hz, which is the accepted rate for storage. The multistage iterative algorithms of HLT perform
reconstruction and selection steps of increasing complexity in order to discard events that lie within our current understanding, while simultaneously keeping a threshold for acceptance that is sufficiently low to allow all possible signatures of new physics to be recorded. The HLT codes are flexible enough to adapt to changes in data-taking conditions, like changes in luminosity or special conditions occurring during the CMS commissioning or dedicated LHC fills.

Each processor of the HLT farm can access the full raw L1 data and analyzes an event with a total processing time of $\sim 1\text{s/event}$. Trigger objects are reconstructed only if they are needed for making the trigger decision. Fast algorithms help avoid unnecessary calculations by rejecting events as early as possible by using several stages of virtual trigger levels (L2 and L3) for selection and reconstruction. There is no limitation on the number of algorithms deployed or the number of virtual levels but the CPU time is limited. The L2 trigger sequence is used for the first HLT stage based on data from the calorimeters and muon systems, while the algorithms using the tracker data constitute the L3 sequence. The HLT algorithms process only parts of the detector information, which contain trigger objects found in the preceding trigger levels. Reconstruction is aborted in case the result cannot be altered by any further calculations. They provide online detector monitoring (specific trigger paths are designed for calibration and alignment) and are robust with respect to changes in alignment, calibration constants and pileup.

The HLT decision is taken as a logical “OR” of many independent trigger paths. Each path runs independently from the others (in parallel). The CMS software framework ensures that the same reconstruction block is not run twice and that all trigger paths are always run. The current HLT menu has $\sim 600$ independent paths. The HLT decision is used to split the events into online streams (for calibration and monitoring) and datasets (for further offline analysis) according to the needs of the different physics analysis groups (PAGs) e.g., MuOnia is the primary data set for b-physics (BPH) PAG. The PAGs are responsible for the development, maintenance and validation of their own HLT paths and datasets. The datasets are originally stored in the CERN Tier0 of the worldwide LHC computing grid network and are eventually distributed around the entire network to be easily accessible by the members of the CMS collaboration all over the globe.
2.4.1 B-physics triggers

In contrast to other physics programs at CMS, the BPH PAG has different and peculiar trigger needs viz. low-$p_T$ dimuons with opposite signs, displaced vertices, specific mass windows and so on. Hence the BPH trigger space is quite pure i.e, same events are rarely triggered by more than one trigger path (Fig. 2.4.2), and has a bandwidth quota of $\sim 10\%$ of the total.

**Figure 2.4.2:** Comparison of the pure rates (in Hz) for the different physics analysis groups of CMS [50].

With ever increasing luminosity at the LHC, it is very difficult to keep a low $p_T$ threshold for triggered muons due to hardware and computational limitations. The BPH PAG exploits correlations between trigger objects at the L1 level to keep the rate under control even with lower $p_T$ thresholds. The $\eta$ restrictions between muon objects are already in place for many L1 seeds of BPH trigger paths and efforts are going on to implement invariant mass cuts at the L1 level. A graphical representation of the events collected by the physics triggers relevant for low mass dimuon physics can be seen in Fig. 2.4.3.
2.5. THE SOFTWARE FRAMEWORK

Collider experiments like CMS require robust and challenging softwares which are required to process and analyze the raw data collected by the readout electronics of various detector components. The CMS software framework, referred to as CMSSW [37, 52], is built around a Framework, Event Data Model (EDM), and services needed by simulation, calibration and alignment of the detector; reconstruction modules that process event and analysis data; and the support of a distributed computing infrastructure. The main goal of the Framework and EDM is to facilitate the development and deployment of reconstruction and analysis software. The CMS EDM is centered around the concept of an Event. An Event is a C++ object container for all raw and reconstructed data related to a particular collision. During processing, data are passed out from one module to the next via the Event, and are accessed only through the Event. The CMSSW event processing model consists of one executable (cmsRun) and

Figure 2.4.3: Dimuon mass distribution collected with various dimuon triggers at 13 TeV in 2018 with 3 fb$^{-1}$ of pp collision data. The coloured paths correspond to dedicated dimuon triggers with low $p_T$ thresholds, in specific mass windows, while the light gray continuous distribution represents events collected with a dimuon trigger with high $p_T$ thresholds [51].
several plugin modules which are managed by the Framework. All the code needed
in the event processing (calibration, reconstruction algorithms, etc.) are contained in
the modules (C++ classes). The same executable is used for both detector and Monte
Carlo simulations. The CMSSW framework facilitates the use of external software
packages written in other languages, like event generation packages. The framework
is also used for HLT processing.
Reconstruction of $B^0 \rightarrow J/\psi K \pi$

3.1 Data sample, trigger and preselection

3.1.1 Analysis workflow and data sample

The data used for the analysis are a subset of all registered events produced in pp collisions at $\sqrt{s} = 8$ TeV in 2012 by the CMS experiment. The lower collision energy (as compared to 13 TeV from 2015 onwards) ensures a low $p_T$ threshold for the triggers which is essential for this kind of analysis. The CMS reconstruction software version CMSSW 5.3.22 has been used to process these data. The dataset contains all dimuon triggers including the ones with low dimuon $p_T$ thresholds and without any requirement on a displaced secondary vertex. The reconstruction is performed on all the events contained in runs and their luminosity sections certified by the CMS Data Quality Monitoring (DQM) standards. The integrated luminosity is about 19.6 fb$^{-1}$ for the 2012 data sample, which is divided into four sub-samples, listed below with their corresponding luminosity and run range:

- A (0.4 fb$^{-1}$) [190456 - 193621]
- B (4.3 fb$^{-1}$) [193833 - 196531]
- C (7.3 fb$^{-1}$) [198022 - 203742]
- D (7.6 fb$^{-1}$) [203777 - 208686]
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The datasets of simulated Monte Carlo (MC) events used in this analysis are listed in Table 3.1.1. The sample in the first row is a signal MC sample generated according to the phase-space model with the purpose of the reconstruction efficiency evaluation. The same reconstruction workflow has been run over real and simulated samples, and it is referred as “default reconstruction” hereafter.

Table 3.1.1: Officially produced MC datasets used in this analysis. The first one consists of a signal sample generated according to the phase-space model.

<table>
<thead>
<tr>
<th>MC type</th>
<th>Decay channel</th>
<th># events</th>
</tr>
</thead>
<tbody>
<tr>
<td>exclusive</td>
<td>$B^0 \rightarrow J/\psi K^+\pi^-$</td>
<td>$111 \times 10^6$</td>
</tr>
<tr>
<td>inclusive</td>
<td>$B^0 \rightarrow \psi(\rightarrow \mu^+\mu^-) + X$</td>
<td>$50.6 \times 10^6$</td>
</tr>
<tr>
<td>inclusive</td>
<td>$B^0_s \rightarrow \psi(\rightarrow \mu^+\mu^-) + X$</td>
<td>$14.9 \times 10^6$</td>
</tr>
<tr>
<td>inclusive</td>
<td>$B^+ \rightarrow \psi(\rightarrow \mu^+\mu^-) + X$</td>
<td>$58.6 \times 10^6$</td>
</tr>
<tr>
<td>inclusive</td>
<td>$\Lambda_b \rightarrow \psi(\rightarrow \mu^+\mu^-) + X$</td>
<td>$2.3 \times 10^6$</td>
</tr>
</tbody>
</table>

3.1.2 Event preselection

The selection of $B^0 \rightarrow J/\psi K\pi$ events proceeds in multiple steps. Events are initially selected based on relaxed conditions followed by more stringent and sophisticated methods to attain high purity. The loose initial selection aka preselection implemented in the analyser is discussed in this section.

Inclusive $J/\psi$ trigger

The trigger versions used in the analysis are listed in Table 3.1.2. Other than the common $p_T > 7.9$ GeV cut for the dimuon object, these trigger paths are characterised by:

<table>
<thead>
<tr>
<th>Menu</th>
<th>Trigger bit</th>
<th>Run range</th>
<th>L1 seed</th>
</tr>
</thead>
<tbody>
<tr>
<td>$5 \times 10^{33}$</td>
<td>HLT_Dimuon8_Jpsi_v3</td>
<td>190456 - 193621</td>
<td>L1_DoubleMu_5er_0er_HighQ_WdEta22</td>
</tr>
<tr>
<td>$7 \times 10^{33}$</td>
<td>HLT_Dimuon8_Jpsi_v4</td>
<td>193833 - 194712</td>
<td>L1_DoubleMu0er_HighQ</td>
</tr>
<tr>
<td>$7 \times 10^{33}$</td>
<td>HLT_Dimuon8_Jpsi_v5</td>
<td>194735 - 196531</td>
<td>L1_DoubleMu0er_HighQ</td>
</tr>
<tr>
<td>$7 \times 10^{33}$</td>
<td>HLT_Dimuon8_Jpsi_v6</td>
<td>198022 - 198522</td>
<td>L1_DoubleMu0er_HighQ</td>
</tr>
<tr>
<td>$8 \times 10^{33}$</td>
<td>HLT_Dimuon8_Jpsi_v7</td>
<td>203777 - 208686</td>
<td>L1_DoubleMu0er_HighQ</td>
</tr>
</tbody>
</table>
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1. a “pileup” protection through a distance of closest approach cut between the two muons to be less than 0.5 cm,

2. a cut on the vertex $\chi^2$ probability at 0.5%, and

3. the dimuon invariant mass to lie in the window 2.8–3.5 GeV.

We have also the provision for the reconstruction of the $B^0 \rightarrow \psi(2S)K^+\pi^-$ signal for future studies. An inbuilt switch can select either of the inclusive $J/\psi$ or $\psi(2S)$ trigger bits to be fired. The $\psi(2S)$ triggers are essentially similar to the $J/\psi$ one as they share the same L1 seed differing only in the the mass window requirement (centred on the $\psi(2S)$ instead of $J/\psi$ mass) and lower $p_T$ threshold.

**Building of $B^0$ candidates**

For each event, we look for $B^0$ candidates first by reconstructing the $J/\psi$ candidates for each pair of oppositely charged muons present in the event. The invariant mass of the $J/\psi$ candidate, obtained by combining the four-momenta of two muons must lie within the mass window of $2.9 < m(\mu^+\mu^-) < 3.4$ GeV, and their vertex fit with the geometrical constraint of a common vertex must be valid (no further quality requirement at this stage). In the next step, for each $J/\psi$ candidate, its combinations with any two additional, oppositely charged tracks (with $p_T > 0.35$ GeV) are investigated; these tracks must differ from the track of the muon candidates used to build the $J/\psi$ candidate. Since the charged hadrons cannot be distinguished experimentally in CMS, the tracks are assigned masses by hand. Both combinations (pion-kaon and kaon-pion) are taken into account and stored for further analysis. In principle, CMS can measure the ionization energy loss for charged tracks but this method of charged hadron identification is possible only for tracks with $p_T < 1$ GeV. This study was performed during the initial stages of our analysis but it was found that only few tracks with $p_T < 1$ GeV survive the final selection conditions for this method to be of any practical use.

$B^0$ candidates are obtained by combining the four-momenta of each set of $J/\psi$ candidates and charged pion and kaon tracks with a common vertex. In order to enhance the mass resolution of the $J/\psi$ candidate, a mass-constrained vertex fit is performed with the requirement for the dimuon invariant mass to be equal to the nominal $J/\psi$ mass [25]. The $B^0$ candidate is retained for further processing if the constrained fit turns out to be valid. This is a loose requirement about the fact that the four tracks are approximately coming from a common (decay) vertex, thus discarding track pairs not geometrically compatible with the $J/\psi$ candidate.
3.1.3 \( B^0 \) mass constrained kinematic fit

A four-track common vertex fit with the invariant mass being constrained to the nominal \( B^0 \) mass \cite{25} is performed to fulfil kinematic boundary conditions of the three-body decay Dalitz plot. It was found that it is impossible to have the momenta of the refitted daughters by applying the \( B^0 \) mass constraint on all the daughters and simultaneously applying \( J/\psi \) mass constraint on the two muons within the standard kinematic fit frame framework of CMSSW. We compared the differences between the refitted momenta of \( B^0 \) daughters from the officially produced \( B^0 \to J/\psi K^{+} \pi^{-} \) phase-space MC sample, for the following cases:

A) \( J/\psi \) mass constraint on the two muons and a four-track vertex fit (without \( B^0 \) mass constraint), and

B) \( B^0 \) mass constraint on all four tracks (without \( J/\psi \) mass constraint on the muons).

A comparison is made with the original measured muons/tracks for events within the reconstructed \( B^0 \) mass window of 5.24–5.32 GeV. It can be seen from Figs. 3.1.1, 3.1.2, and 3.1.3 that the difference between the two cases are small and positively correlated.

\[ \text{Figure 3.1.1: Scatter plots of } (p^\text{refit}_x - p^\text{orig}_x)/p^\text{orig}_x \text{ for (top left) first muon track, (top right) second muon track, (bottom left) pion track, and (bottom right) kaon track. Here } p_x \text{ is the } x\text{-component of the track momentum for case A and B of Section 3.1.3 plotted on the } x\text{- and } y\text{-axis, respectively.} \]
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Figure 3.1.2: Scatter plots of \((p_{y}^{\text{refit}} - p_{y}^{\text{orig}})/p_{y}^{\text{orig}}\) for (top left) first muon track, (top right) second muon track, (bottom left) pion track, and (bottom right) kaon track. Here \(p_{y}\) is the \(y\)-component of the track momentum for case A and B of Section 3.1.3 plotted on the \(x\)- and \(y\)-axis, respectively.

Figure 3.1.3: Scatter plots of \((p_{z}^{\text{refit}} - p_{z}^{\text{orig}})/p_{z}^{\text{orig}}\) for (top left) first muon track, (top right) second muon track, (bottom left) pion track, and (bottom right) kaon track. Here \(p_{z}\) is the \(z\)-component of the track momentum for case A and B of Section 3.1.3 plotted on the \(x\)- and \(y\)-axis, respectively.
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It has been checked that there is no difference in terms of the $B^0$ candidate yields between the fits with and without the mass constraint. The $B^0$ mass constrained candidates are used only for the final amplitude analysis fit.

Loose filtering of $B^0$ candidates

In order to keep the size of the output root files under control in presence of huge combinatorics, a preselection of the $B^0$ candidates has been implemented in the analysis. An event is stored in the output only if at least one preselected $B^0$ candidate is found in the event. The preselection requirements are:

- the invariant mass of the $J/\psi K\pi$ system should be $4.8 < m(\mu^+\mu^- K\pi) < 5.6$ GeV;
- all tracks must have at least four hits in the silicon tracker;
- the track fit $\chi^2$/NDF must be $< 7$ (NDF is the number of degrees of freedom);
- the angular separation $\Delta R = \sqrt{\Delta \eta^2 + \Delta \phi^2}$ between the $J/\psi$ candidate pseudomomentum vector and the track momentum vector must be less than 1.5 for each track;
- $\Delta R(B^0, \text{track}) < 1.5$ for each track; and
- probability of the four-track vertex fit, $P_{\chi^2}(B^0\text{vtx}) > 0.5\%$.

Since the $\Delta R$ cut could bias the invariant mass distributions, a very loose value (1.5) has been used at this stage of the $B^0$ candidate selection.

3.2 Final selection of $B^0$ candidates

The output root files after preselection are merged and used for further analysis where the optimization and final selection of the $B^0$ candidates are performed. This is done with a ROOT macro run by means of PROOF-Lite to exploit parallel CPU computing capabilities.

To purify the $B^0$ signal, selection criteria are applied on three most important discriminating variables namely, the pointing angle $\alpha$, the flight distance $B^{0}\text{ct}$, and the reconstructed secondary $B^0$ decay vertex (Fig. 3.2.1).
3.2. FINAL SELECTION OF $B^0$ CANDIDATES

Figure 3.2.1: Sketch of a $B^0 \rightarrow J/\psi (\rightarrow \mu^+ \mu^-) K \pi$ decay in a pp collision with the three important discriminating variables defined.
3.2.1 Studies of reflection backgrounds

The $J/\psi \rightarrow \mu^+\mu^-$ provides a very clean signal with the background mainly coming from the two other tracks that form the $B^0$. The absence of hadron identification may produce distortions (hereafter called “reflections”) in the $J/\psi K\pi$ invariant mass spectrum due to possible physics background, on top of the huge combinatorial one. The major contamination is expected to arise from the misidentification of a charged pion with a kaon and vice versa, that would populate the higher and lower $B^0$ sideband, respectively. It is also possible to misidentify a charged pion or a kaon with a proton, but at a lower rate. For instance, signals of the following type could be expected: $\phi(1020), f_0(980) \rightarrow K^+K^-; K_S^0, \rho^0(770), f_0(980) \rightarrow \pi^+\pi^-;$ and $\Lambda^0 \rightarrow p\pi, \Lambda^{0*} \rightarrow pK$. Two-track physics signals can be either uncorrelated or correlated with the $J/\psi$ candidates. In the latter case, reflections can be associated, for instance, to $B_s^0 \rightarrow J/\psi \phi$, $B^0 \rightarrow J/\psi \rho$, and $\Lambda_b^0 \rightarrow J/\psi \Lambda^{0*}$.

The $B_s^0 \rightarrow J/\psi \phi$, where $J/\psi \rightarrow \mu^+\mu^-$ and $\phi \rightarrow K^+K^-$, contamination can be minimized by rejecting events if, after a $\pi \rightarrow K$ mass swap, the two-track invariant mass shows a peak at the nominal $\phi$ mass along with the $K^*(892) \rightarrow K\pi$ reflection, and at the same time the $\mu^+\mu^-$+2-track invariant mass falls within the $B_s^0$ mass range, as shown in Fig. 3.2.2. From a detailed MC study, other possible hadron misidentifications are found to have low impact on the $B^0 \rightarrow J/\psi K\pi$ peak.

3.2.2 Multiplicity of $B^0$ candidates

During the reconstruction of $B^0 \rightarrow J/\psi K\pi$ events, it was found that there could be more than one $B^0$ candidate within the mass window $5.15 < m(B^0) < 5.45$ GeV. As it is unlikely to have two real $B^0$ candidates characterised by the same decay in a given event, it is reasonable to assume that if there are more than one reconstructed $B^0$ candidates decaying into the $J/\psi K\pi$ final state, only one of them corresponds to the real candidate while the others are evidently fakes created in the reconstruction process.

Since the masses of charged tracks are assigned by hand, it may so happen that both combinations of $[J/\psi, \text{track 1(pion)}, \text{track 2(kaon)}]$ and $[J/\psi, \text{track 1(kaon)}, \text{track 2(pion)}]$ in an event passing the preselection have their invariant mass within the acceptable $B^0$ mass range of 5.15–5.45 GeV. Such cases are called twins which poses an inherent ambiguity in the selection of correct $B^0$ events. As the number of $B^0$ events without twins was found to be sufficiently large in data ($\sim 100K$), we decided to reject all events with twins. After the rejection of twins, the residual pion-kaon mis-
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**Figure 3.2.2:** *(top left)* $m_{K\pi}$ distribution before veto with an anomalous peak (circled); *(top right)* two-track mass distribution after the $\pi \rightarrow K$ mass swap. The delimited peak is consistent with $\phi \rightarrow K^+K^-$; *(bottom left)* $J/\psi K^+K^-$ mass distribution with the $\phi \rightarrow K^+K^-$ candidates, corresponding to the $B^0_s$ mass; and *(bottom right)* $m_{K\pi}$ distribution without any anomalous peak once the veto is applied.
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identification is found to be about 9% from MC studies.

3.3 Cut-based selection

It is found that the classic cut-based selection method yields a reasonably high signal purity. Selection criteria for each pion and kaon track are:

- The track fit $\chi^2/NDF$ must be less than 5.
- The track should have at least one hit in the pixel and 10 hits in the microstrip tracker.
- The angular separation $\Delta R$ between the $J/\psi$ candidate pseudomomentum vector and the track momentum vector must be less than 1.0.
- Track $p_T$ must be greater than 0.45 GeV and $|\eta|$ must be less than 2.4, as per the tracker acceptance.

Selection criteria for muons are:

- Each muon track fit $\chi^2/NDF$ must be less than 3.
- The muon track should have at least one hit in the pixel and five hits in the microstrip tracker.
- Longitudinal impact parameter should be less than 20.0 cm and transverse impact parameter should be less than 0.3 cm with respect to the primary vertex.
- The invariant mass of the dimuon system must lie within ±0.12 GeV (1$\sigma$ on either side) of the nominal $J/\psi$ mass.
- Probability of the $J/\psi$ vertex fit must be greater than 0.5%.
- Dimuon $p_T$ must be greater than 5 GeV.
- For each muon, $p_T$ must exceed 4 GeV if its $|\eta|$ value lies within 1.2, else it must be greater than 3.3 GeV.

Selection criteria for the reconstructed $B^0$ candidates are:

- Probability of the $B^0$ vertex fit $P_{\chi^2}(B^0\text{ vtx})$ must be greater than 0.9%.
- The cosine of the pointing angle, $\cos \alpha$, must be greater than 0.9985.
- $B^{0ct}$ significance with respect to the primary vertex must be greater than 9.
3.3. CUT-BASED SELECTION

Signal and sidebands

Figure 3.3.1 shows the mass distribution of the final selected $B^0$ candidates with the fit result overlaid. Since the distribution is asymmetric, the fit model uses a Johnson distribution [53] for signal and a fourth order Chebychev polynomial for background. The Johnson distribution is given by:

$$J(x; m, \sigma, \lambda, \delta) = \frac{\delta}{\sigma \sqrt{2\pi}} \sqrt{\frac{1}{1 + \left(\frac{x - m}{\sigma}\right)^2}} e^{-\frac{1}{2} \left[\lambda + \delta \sinh^{-1}\left(\frac{x - m}{\sigma}\right)\right]^2}$$

Here, $m$ and $\sigma$ are the mean and width while $\lambda$ and $\delta$ are the two shape parameters. The signal region is given by $[m - \sigma, m + \sigma]$, where $m$ and $\sigma$ are the fit values of the corresponding parameters in the Johnson distribution. The lower (left) and higher (right) sidebands are given by $[m - 4.5\sigma, m - 2.5\sigma]$ and $[m + 4.0\sigma, m + 6.0\sigma]$, respectively. A signal purity of 80% is reached within the $\pm 1\sigma$ window of the fitted $B^0$ peak.

![mass of single $B^0$ candidates](image)

**Figure 3.3.1:** Distribution of $m(J/\psi K\pi)$ for events with single $B^0$ candidate after the cut-based selection. The solid blue curve represents the total fit function composed of a Johnson distribution (purple curve) and a fourth order Chebychev polynomial (dashed blue curve). The mass windows delimited by green (red) vertical lines display the signal region (sideband) as defined in the text.
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Amplitude Analysis of $B^0 \rightarrow J/\psi K\pi$

4.1 Fit Formalism

Three-body decays with an intermediate resonant state such as $P \rightarrow D_1 + D_{\text{res}}, D_{\text{res}} \rightarrow D_2 + D_3$ are generally analysed using a technique pioneered by Dalitz [54]. Here, $P$ is the parent particle, $D_1$ is one of the daughters, $D_{\text{res}}$ is the other daughter which is an intermediate resonance that in turn decays into the particles, $D_2$ and $D_3$. A plot of $m^2_{D_1D_2}$ vs. $m^2_{D_2D_3}$ (2D distribution of invariant mass squared of any two daughter pairs), known as the Dalitz plot, shows a nonuniform distribution around the mass squared of the intermediate resonance, $m^2_{D_{\text{res}}}$. If one of the three daughters in the decay is a vector state, the traditional 2D Dalitz plot approach becomes insufficient as the angular variables are integrated over, leading to a loss of information about angular correlations among the decay products. The kinematics of the process $B^0 \rightarrow J/\psi K\pi, J/\psi \rightarrow \mu^+\mu^-$ can be completely described by a four-dimensional variable space

$$\Phi \equiv (m_{K\pi}, m_{J/\psi\pi}, \theta_{J/\psi}, \varphi)$$ (4.1.1)

The two angles, $\theta_{J/\psi}$ and $\varphi$ are illustrated in Fig. 4.1.1.

The total decay amplitude of $B^0 \rightarrow J/\psi K\pi$ is represented by a coherent sum of the Breit-Wigner (BW) contributions for kinematically allowed intermediate resonant states. The angle-independent part of the decay amplitude for each resonance $R$ is given by:

$$A^R (m^2_R) = \frac{F_B^{(L_R)} (p_B/M_B)^L_B F_R^{(L_R)} (p_R/m_R)^L_R}{M^2_R - m^2_R - iM_R \Gamma(m_R)}$$ (4.1.2)
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Figure 4.1.1: A sketch illustrating the definitions of the two independent angular variables, $\theta_{J/\psi}$ and $\varphi$, for the amplitude analysis of the $B^0 \rightarrow J/\psi K\pi$ decay.

where the mass-dependent width of the resonance $R$ is:

$$\Gamma(m_R) = \Gamma_0 \left( \frac{p_R}{p_{R_0}} \right)^{2L_R+1} \left( \frac{M_R}{m_R} \right) F^2_R$$

(4.1.3)

- $m_R$ is the running invariant mass of the two daughters of the $R$ resonance (for instance, for a $K^*$, $m_R = m_{K\pi}$);
- $M_B$ is the $B^0$ meson mass;
- $M_R$ is the nominal mass of the $R$ resonance;
- $L_B$ and $L_R$ are the orbital angular momenta in the $B^0$ and $R$ decay, respectively;
- $p_B$ is the $B^0$ daughter momentum (i.e. $R$ momentum) in the $B^0$ rest frame;
- $F^{(L_B)}_B$ and $F^{(L_R)}_R$ are the Blatt-Weisskopf form factors [55] for $B^0$ and $R$ decay, respectively, with the superscript denoting the orbital angular momentum of the (sub-)decay;
- $\Gamma_0$ is the nominal width of $R$; and
- $p_R$ and $p_{R_0}$ are the momenta of $R$ daughters in the former’s rest frame, calculated from the running and pole mass of $R$, respectively.
4.1. FIT FORMALISM

The angle-dependent part of the amplitude is obtained using the helicity formalism [56]. For each $K^*$ resonance, it is given by

$$A_{K^*}^{\lambda\xi}(\Phi) = H_{\lambda}^{K^*} A_{K^*}^{\lambda\xi} (m_{K^*}^2) d_{\lambda0}^{J_{K^*}}(\theta_{K^*}) e^{i\lambda\xi} d_{\xi}^{1}(\theta_{J/\psi})$$

(4.1.4)

where, $A_{K^*}^{\lambda\xi} (m_{K^*}^2)$, defined in Eq. (4.1.2), is explicitly rewritten for $R \equiv K^*$ and

- $J(K^*)$ is the spin of the considered $K^*$ resonance;
- $\lambda$ is the helicity of the $J/\psi$ (the quantisation axis being parallel to the $K^*$ momentum in the $J/\psi$ rest frame). In general, $\lambda$ can take the values $-1, 0$ and $1$. For $K^*$s with zero spin, only $\lambda = 0$ is allowed;
- $\xi$ is the helicity of the dimuon system;
- $H_{\lambda}^{K^*}$ is the complex helicity amplitude for the decay via the intermediate $K^*$;
- $d_{\lambda0}^{J_{K^*}}(\theta_{K^*})$ and $d_{\xi}^{1}(\theta_{J/\psi})$ are the Wigner small-d functions;
- $\theta_{K^*}$ is the $K^*$ helicity angle, i.e. the angle between $J/\psi$ and $\pi$ momenta in the $K^*$ rest frame or, equivalently, the angle between $K$ momentum in $K^*$ rest frame and the $K^*$ momentum in the $B^0$ rest frame (Fig. 4.1.1);
- $\theta_{J/\psi}$ is the $J/\psi$ helicity angle, i.e. the angle between $\mu^+$ momentum in the $J/\psi$ rest frame and $J/\psi$ momentum in the $B^0$ rest frame (Fig. 4.1.1); and
- $\phi$ is the angle between the $J/\psi \rightarrow \mu^+\mu^-$ and $K^* \rightarrow K\pi$ decay planes (Fig. 4.1.1).

The signal density function, to be used in an Unbinned Maximum Likelihood (UML) fit, is obtained after appropriately summing over the helicity states and is given by

$$S(\Phi) = \sum_{\xi=1,-1} \left| \sum_{K^*} \sum_{\lambda=-1,0,1} A_{K^*}^{\lambda\xi} \right|^2$$

(4.1.5)

The sum over $K^*$ includes all kinematically allowed (up to $m_{K\pi} = 2.183$ GeV) resonance states: $K_0^*(800)$, $K^*(892)$, $K^*(1410)$, $K_0^*(1430)$, $K_2^*(1430)$, $K^*(1680)$, $K_3^*(1780)$, $K_0^*(1950)$, $K_2^*(1800)$, and $K_4^*(2045)$. As the above expression is sensitive only to the relative phases and amplitudes, we have the freedom to fix one phase and one amplitude in the fit. The helicity amplitude of the $K^*(892)$, the most dominant resonance, is chosen to be fixed, for $\lambda = 0$:

$$|H_0^{K^*(892)}| = 1, \hspace{1cm} \text{arg} \left( H_0^{K^*(892)} \right) = 0$$

(4.1.6)

The masses and widths of all the resonances are fixed to their world-average values [25].
4.2 Fit Validation

4.2.1 Implementation using GPU-based GooFit

The amplitude analysis model described in Section 4.1 requires a complex fit with four variables and a lot of free parameters. Before applying on real data, the fit (henceforth referred to as the AA fit) must be validated to check its consistency and capability of providing proper results. The validation is performed by generating, through a toy MC technique, a distribution according to the fit model and then checking, as a result of fitting to the same distribution, that the best estimates of parameters returned by the fit are consistent with their known input values.

The AA fit is implemented using the novel GPU based GooFit [57] because the standard RooFit tool designed to perform such UML fit was taking excessive processing time for the fits to converge. GooFit is an under-development open source data analysis tool, used in the HEP applications for parameters’ estimation, which interfaces ROOT to the CUDA parallel computing platform on nVidia GPUs [58]. GPU-accelerated computing enhances application performances by offloading a sequence of elementary but computational-intensive operations to the GPU to be processed in parallel, while the remaining code still runs on the CPUs. GooFit acts as an interface between the MINUIT [59] minimization algorithm and the GPU, which allows any probability density function (PDF) to be evaluated in parallel over a huge number of data points. Fit parameters are estimated at each negative-log-likelihood (NLL) minimization step on the host side (CPU) while the PDF/NLL is evaluated on the device side (GPU). Since GooFit is still a limited open source tool, being developed by the users themselves according to their specific needs, significant sections needed for our AA fit implementation have been either newly encoded or adapted starting from the existing classes and methods.

4.2.2 Validation with pure $K^*$ signal model

A dataset of one million events is generated with the 10 $K^*$s mentioned in Section 4.1 with their masses and widths fixed to the nominal values. The helicity amplitude parameters for each of these resonances are fixed to the values obtained by Belle [8]. The $m_{K^*}$ projection of the fit to the generated dataset is shown in Fig. 4.2.1 while the other projections are shown in Fig. 4.2.2. The consistency of the fitted values of the free parameters is checked by comparing the pull distributions with their generated values as shown in Fig. 4.2.3.
4.2. FIT VALIDATION

Figure 4.2.1: Projection of $m_{K\pi}$ spectrum of the 4D dataset generated according to an ideal signal model (black points with error bars). The fit result (red points with error bars) is superimposed along with the individual signal fit components corresponding to the different $K$’s. The fitted values of the helicity amplitude parameters and fit fractions for each component are also shown.
Figure 4.2.2: Projection of (from top to bottom) $m_{J/\psi\pi}$, $\cos(\theta)$, and $\phi$ of the 4D dataset generated according to an ideal signal model (black points with error bars). The fit result (red points with error bars) is superimposed along with the individual signal fit components corresponding to the different $K^*$s.
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4.2.3 Inclusion and validation of $B^0 \rightarrow KZ \rightarrow J/\psi \pi$ in the signal model

For the decay $B^0 \rightarrow KZ \rightarrow J/\psi \pi$, $J/\psi \rightarrow \mu^+ \mu^-$ where $Z$ can be $Z(4430)$ or $Z(4200)$ or any other exotic charged state, the angle-dependent amplitude is given as

$$A^Z_{\lambda\xi}(\Phi) = H^Z_Z A^Z \left( m_{J/\psi\pi} \right) d^J_{0\lambda'}(\theta_Z) e^{i\lambda' \phi} d^1_{\lambda\xi}(\tilde{\theta}_{J/\psi}) e^{i\xi \alpha} \tag{4.2.1}$$

where,

- $J(Z)$ is the spin of the $Z$ resonance. We consider only $1^+$ spin-parity of the $Z$s as per Belle result [8];
- $\lambda'$ is the helicity of the $J/\psi$ (quantisation axis parallel to the $\pi$ momentum in the $J/\psi$ rest frame);
- $\xi$ is the helicity of the dimuon system;
- $H^Z_Z$ is the complex helicity amplitude for the decay via the intermediate $Z$;
- $d^J_{0\lambda'}(\theta_Z)$ and $d^1_{\lambda\xi}(\tilde{\theta}_{J/\psi})$ are the Wigner small-d functions;
- $\theta_Z$ is the $Z$ helicity angle, i.e. the angle between $K$ and $\pi$ momenta in the $Z$ rest frame;
- $\tilde{\theta}_{J/\psi}$ is the $J/\psi$ helicity angle, i.e. the angle between $\mu$ and $\pi$ momenta in the $J/\psi$ rest frame;
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- $\phi$ is the angle between the $(\mu^+, \mu^-)$ and $(K, \pi)$ planes in the $J/\psi$ rest frame;
- $\alpha$ is the angle between the $(\mu^+, \pi)$ and $(\mu^+, K\pi)$ planes in the $J/\psi$ rest frame.

The amplitudes for different $\lambda'$ values are related by parity conservation:

$$H_{\lambda'}^Z = -P(Z)(-1)^{J(Z)}H_{-\lambda'}^Z$$  \hspace{1cm} (4.2.2)

After inclusion of the $Z$ component, the signal density function of Eq. (4.1.5) becomes

$$S(\Phi) = \sum_{\xi = 1, -1} \left| \sum_{K^* = -1, 0, 1} A_{K^*\xi}^K + \sum_{Z, \lambda' = -1, 0, 1} A_{Z\lambda'}^Z \right|^2$$  \hspace{1cm} (4.2.3)

To validate the combined model, a dataset of one million events is generated with all 10 $K^*$s plus $Z(4200)$ and $Z(4430)$, and fitted. The mass, width and helicity amplitudes of the $Z$ resonances are fixed to the values obtained by Belle [8]. The $m_{K\pi}$ projection of the fit to this generated dataset is shown in Figs. 4.2.4 and 4.2.5.

**Figure 4.2.4:** Projection on the $m_{K\pi}$ spectrum of the 4D dataset generated according to an ideal signal model (black points with error bars) with 10 $K^*$s and 2 $Z$s. The fit result (red points with error bars) is superimposed along with the individual signal fit components corresponding to the different $K^*$s and $Z$s. The fitted values of the helicity amplitude parameters and fit fractions for each component are also shown.

The consistency of the fitted values of free parameters are again checked by comparing the
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Figure 4.2.5: Projections of (from top to bottom) $m_{J/\psi\pi}$, $\cos \theta$ and $\varphi$ of the 4D dataset generated according to an ideal signal model (black points with error bars). The fit result (red points with error bars) is superimposed along with the individual signal fit components corresponding to the different $K^*$s and $Z$s.
pull distributions with their generated values as shown in Fig. 4.2.6. For the charge
conjugate decay $\bar{B}^0 \to J/\psi K\pi$, the particles in the definitions of the angular variables
change to the corresponding antiparticles ($K^+ \to K^-$, $\pi^- \to \pi^+$, and $\mu^\pm \to \mu^\mp$).
If the parity transformation is applied, then the helicity angles do not change while
the azimuthal angles change sign. Thus, the signal density for the conjugate decay is
given by Eq. (4.2.3) with the opposite sign of the azimuthal angles ($\varphi \to -\varphi$, $\tilde{\varphi} \to -\tilde{\varphi}$
and $\alpha \to -\alpha$). The fitter is designed to automatically take into account the charge
conjugate decays in the dataset and switch the variables internally.

### 4.2.4 LASS Parametrization

Generally, P and D waves states are considered to be well described by narrow resonance approximations. For the $K\pi$ system, the low mass S-wave $K_0^*(800)$ appears as a broad peak calling for a more careful treatment. The LASS experiment at SLAC used an effective range expansion to model the low-energy behaviour of the $K\pi$ S-wave [60]. We use a similar parametrization where the angle-independent part of the amplitude is a nonresonant contribution interfering with the $K^*_0(1430)$ BW:

$$A_{\text{LASS}} = \frac{m_{K\pi}}{q_{K\pi}} \sin \theta_B e^{i\theta_B} + 2e^{2i\theta_B} \left( \frac{m_{K^*_0(1430)}^2}{M_{K^*_0(1430)}^2} \right) \frac{\Gamma_{K^*_0(1430)}(\frac{M_{K^*_0(1430)}}{q_{K^*_0(1430)}})}{M_{K^*_0(1430)}^2 - m_{K\pi}^2 - iM_{K^*_0(1430)} \Gamma(m_{K\pi})} \right)$$

with

$$\cot \theta_B = \frac{1}{a} \frac{1}{q_{K\pi}} + \frac{1}{2} b q_{K\pi} \quad \text{and,} \quad a = 1.95 \text{ GeV}^{-1}, \quad b = 1.76 \text{ GeV}^{-1}$$

$\text{Eq. (4.2.4)}$
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where

- \( m_{K\pi} \) is the running mass of the \( K\pi \) system;
- \( q_{K\pi} \) is the momentum of either of the \( K^* \) daughters in the \( K^* \) rest frame;
- \( \Gamma(m_{K\pi}) \) is the running resonance width.

Therefore, the signal density with the LASS parametrization for the low mass \( K\pi \) S-wave becomes

\[
S(\Phi) = \sum_{\xi=1,-1} H_0^\text{LASS} A_\xi^\text{LASS} + \sum_{K^*'} \sum_{\lambda=-1,0,1} A_{\lambda}^{K^*'} \tag{4.2.6}
\]

Here the sum over \( K' \) includes all \( K^* \)s except \( K^*_0(800) \) and \( K^*_0(1430) \) for the \( K^* \)-only model. For validation, a dataset is generated with the model with LASS (amplitude = 0.33, phase = 1.36 rad). These values are obtained by fitting a non-LASS generated dataset with a LASS model, keeping all other helicity amplitudes fixed. The \( m_{K\pi} \) projection of the fit to this generated dataset is shown in Figs. 4.2.7 and 4.2.8.

**Figure 4.2.7:** Projection on the \( m_{K\pi} \) spectrum of the 4D dataset generated according to an ideal signal model (black points with error bars) with LASS parametrization of low-mass \( K\pi \) S-wave resonances. The fit result (red points with error bars) is superimposed along with the individual signal fit components corresponding to the different \( K^* \)s and the LASS component. The fitted values of the helicity amplitude parameters and fit fractions for each component are also shown.
Figure 4.2.8: Projections of (from top to bottom) $m_{J/\psi\pi}$, $\cos(\theta)$ and $\varphi$ of the 4D dataset generated according to an ideal signal model (black points with error bars). The fit result (red points with error bars) is superimposed along with the individual signal fit components corresponding to the different $K^*$s and the LASS component.
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The consistency of the fitted values of the free parameters is checked by plotting the pull distributions with respect to their generated values, as shown in Fig. 4.2.9.

![Amplitude pulls](image1)
![Phase pulls](image2)

**Figure 4.2.9:** Pull distributions of the amplitude and phase parameters obtained from a fit to generated events with the LASS model.

4.2.5 Sensitivity of the fitter to $Z$ contributions

The contribution of each $Z$ state is expected to be of the order of a few percent from the Belle and LHCb results. An MC dataset was generated with the ten $K^*$s and fitted with a $[\text{ten } K^*\text{s} + Z(4430) + Z(4200)]$ model. The fit fraction for both $Z(4430)$ and $Z(4200)$ were found to be 0.01%. From Fig. 4.2.10, it can be seen that the fitted helicity

![Amplitude pulls](image3)
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**Figure 4.2.10:** Pull distributions of the amplitude and phase parameters obtained when a dataset generated with ten $K^*$s is fitted with a $[\text{ten } K^*\text{s} + Z(4430) + Z(4200)]$ model.
amplitude values for the $K^*$s are close to their generated values signifying that the contribution of the $Z$s are indeed consistent with zero.

Similarly, another MC dataset was generated with all $K^*$s with LASS lineshape and fitted with an [all $K^*$s (with LASS) + $Z(4430) + Z(4200)$] model. The fit fractions for $Z(4430)$ and $Z(4200)$ were found to be 0.003% and 0.002%, respectively. From Fig.

![Amplitude pulls](image1.png) ![Phase pulls](image2.png)

**Figure 4.2.11:** Pull distributions of the amplitude and phase parameters obtained when a dataset generated with all $K^*$s (with LASS) is fitted with an [all $K^*$s (LASS) + $Z(4430) + Z(4200)$] model.

4.2.11, it can be seen that the fitted helicity amplitude values for the $K^*$s are close to their generated values signifying that the contribution of the $Z$s are indeed consistent with zero.
Amplitude analysis fits on data

5.1 Efficiency and background in the fit model

The full Amplitude Analysis (AA) fit developed and configured in the present work is an UML fit in the 4D variables space

\[ \Phi \equiv (m_{K\pi}, m_{J/\psi\pi}, \theta_{J/\psi}, \varphi) \equiv \vec{x} \]  

(5.1.1)

It is performed by minimising the NLL value of a 4D PDF \( f(\vec{x}; \vec{\Theta}) \) with respect to the parameter set \( \vec{\Theta} \). To accurately model real data, variations of the reconstruction efficiency as well as background contribution over the 4D variable space must be taken into account. Thus, the 4D-model \( f \) can be expressed as a combination of two contributions: a signal PDF model \( s(\vec{x}, \vec{\Theta}) \) and a background PDF model \( b(\vec{x}, \vec{\Theta}) \), given by

\[ f(\vec{x}, \vec{\Theta}) = \frac{n_s \cdot s(\vec{x}; \vec{\Theta}) + n_b b(\vec{x}; \vec{\Theta})}{n_s + n_b} \]  

(5.1.2)

where \( n_s \) and \( n_b \) are the numbers of signal and background candidates, respectively. The \( s(\vec{x}; \vec{\Theta}) \) and \( b(\vec{x}; \vec{\Theta}) \) used to describe the selected and reconstructed events implicitly include effects of the detector acceptance, and the reconstruction efficiency due to the selection criteria applied in the offline analysis.

The relation between the effective and the theoretical signal model is given by

\[ s(\vec{x}; \vec{\Theta}) = \frac{\epsilon(\vec{x})}{\epsilon_s} S(\vec{x}; \vec{\Theta}) \]  

(5.1.3)
where $\epsilon(\vec{x})$ is the efficiency model and $\epsilon_s$ is the overall signal efficiency, defined as

$$\epsilon_s = \int_\Omega \epsilon(\vec{x})S(\vec{x}; \vec{\Theta})d\vec{x} \quad (5.1.4)$$

Here, $\Omega$ is the total phase-space of the 4D decay. The effective signal model $s(\vec{x}; \vec{\Theta})$ is, by construction, a normalised PDF [see Eqs. (5.1.3) and (5.1.4)]. The theoretical signal model $S(\vec{x}; \vec{\Theta})$ can be expressed in the context of the isobar model using the helicity formalism as done in Eqs. (4.1.5) and (4.2.3).

Since the effective background shape in this study is obtained from data using side-bands of the reconstructed $B^0$ signal [discussed in section 5.1.2], the background PDF $b(\vec{x}; \vec{\Theta})$ can be directly used in Eq. (5.1.2) without any need for efficiency correction. Thus, Eq. (5.1.2) can be rewritten as

$$f(\vec{x}; \vec{\Theta}) = p\frac{\epsilon(\vec{x})}{\epsilon_s} S(\vec{x}; \vec{\Theta}) + (1 - p)b(\vec{x}; \vec{\Theta}) \quad (5.1.5)$$

where, the signal purity $p$ is given by

$$p = \frac{n_s}{n_s + n_b} \quad (5.1.6)$$

### 5.1.1 Efficiency correction

The efficiency over the 4D variable space is calculated by using 111 million $B^0 \to J/\psi K\pi$ MC events generated with a uniform (phase space) distribution over the Dalitz plot. Events are then passed through the full detector simulation chain and subject to all the selection requirements applied on the real data as discussed in chapter 3. Since a full amplitude analysis is sensitive to the relative fluctuations of the efficiency shape, the relative efficiency is computed by dividing the absolute efficiency by its average value over the phase-space. The generated MC sample has finite size, so a binned relative efficiency is calculated. Due to limited statistics of the generated sample, most of the bins over the 4D variable space would be scarcely populated or empty. Thus, the overall efficiency is expressed as a combination of two 2D efficiencies over the mass variables, and angular variables, respectively:

$$\epsilon_r^{\text{MC}}(\Phi) = \epsilon_r^{\text{MC}}(m_{K\pi}, m_{J/\psi\pi}) \times \epsilon_r^{\text{MC}}(\theta_{J/\psi}, \varphi) \quad (5.1.7)$$

Many techniques have been tried to include the relative efficiency in the PDF model of the AA fit: as maps, through a smooth interpolation in 2D, as high degree 2D polynomials, with and without constraints, with and without mirroring etc. In the end, a multidimensional Gaussian kernel estimation PDF is used to model the relative efficiency and a bicubic spline interpolation method to estimate the related systematic uncertainty.
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Figure 5.1.1: Relative reconstruction efficiency over the scatter plot of the two mass variables (left) and of the two angular variables (right).

5.1.2 Background parametrization

The background density function $b(\Phi)$ is determined with the $B^0$ mass sidebands as defined in Fig. 3.3.1. This is generally valid for the combinatorial background. Even in presence of contributions from the non-combinatorial background, directly or through reflections, this assumption is more or less valid as the overall level of background is rather low (20%) in this analysis. Note than from chapter 3 the purity, $p$ value is taken as 0.8 that can be used in Eq. (5.1.5). Due to limited statistics, the $b(\Phi)$ is expressed as a combination of two 2D efficiencies over the Dalitz plot, and angular variables, respectively:

$$b(\Phi) = b_{\text{masses}}(m_{K\pi}, m_{J/\psi\pi}) \times b_{\text{angles}}(\theta_{J/\psi}, \varphi)$$  \hspace{1cm} (5.1.8)

Similar to efficiency, the background is also modelled with a multidimensional Gaussian kernel estimation PDF.
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5.1.3 Closure tests with efficiency and background included in the fit model

MC events were generated and fitted with all 10 $K^*$s plus $Z(4200)$ and $Z(4430)$ where the events are re-weighted according to the reconstruction efficiency and with 20% background contribution added. The mass, width and helicity amplitudes of the $Z$ resonances are fixed to the values obtained by Belle [8]. The $m_{K\pi}$ projection of the fit to this generated dataset is shown in Figs. 5.1.3 and 5.1.4. The consistency of the fitted values of free parameters are again checked by comparing the pull distributions with their generated values as shown in Fig. 5.1.5.

Figure 5.1.2: Scatter plot of (left) mass and (right) angular variables of the background candidates from the lower and upper sidebands. The sidebands are defined in Fig. 3.3.1.
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Figure 5.1.3: Projection on the $m_{K\pi}$ spectrum of the 4D dataset generated according to an ideal signal model (black points with error bars) with 10 $K^*$s and 2 $Z$s including efficiency and background parametrization. The fit result (red points with error bars) is superimposed along with the individual signal fit components corresponding to the different $K^*$s and $Z$s and background (solid blue histogram). The fitted values of the helicity amplitude parameters and fit fractions for each component are also shown.
Figure 5.1.4: Projections of (from top to bottom) $m_{J/\psi \pi}$, $\cos \theta$ and $\varphi$ of the 4D dataset generated according to an ideal signal model (black points with error bars) with 10 $K^*$s and 2 $Z$s including efficiency and background parametrization. The fit result (red points with error bars) is superimposed along with the individual signal fit components corresponding to the different $K^*$s and $Z$s as well as background (solid blue histogram).
5.2 Fits on data

The fit to data is performed in a sequence of steps described below:

- The data are first fitted with the five most dominant $K^*$s: $K^*_0(800)$, $K^*(892)$, $K^*_0(1430)$, $K^*_2(1430)$, and $K^*_2(1980)$. Since the low mass S-wave $K^*_0(800)$ is not well measured, its mass and width are allowed to float in the fit (Table 5.2.1).

- The fit with five $K^*$s is repeated with the alternative LASS parametrization for the S-wave system [$K^*_0(800)$ and $K^*_0(1430)$].

- The fit is performed again with all the ten kinematically allowed $K^*$s. Also in this case, the mass and width of $K^*_0(800)$ is allowed to float (Table 5.2.2).

- The same fit with ten $K^*$s is also repeated with the LASS lineshape.

The value of the NLL itself is taken as a measure of goodness of fit. We show that the fit yields a significantly lower NLL value (hence a better fit) when fitted with all the ten $K^*$s (NLL value: 422975) compared to that with only five $K^*$s (NLL value: 424522). It can also be seen that the BW assumption with floating mass and width is a better choice than LASS for describing the contribution of $K^*_0(800)$ and $K^*_0(1430)$ to the overall fit (NLL value with LASS for ten $K^*$s: 424611).

The $m_{K\pi}$ projection of the fit to data with all the ten $K^*$s model is shown in Fig. 5.2.1 while the other projections are shown in Fig. 5.2.2.
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Table 5.2.1: Fitted values of $K_0^*(800)$ mass and width from a fit on data with five $K^*$s. NLL value after fit: 424522, NLL value after fit with LASS: 426501.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Fitted value</th>
<th>Error</th>
<th>Lower limit</th>
<th>Upper limit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_0^*(800)$ mass [GeV]</td>
<td>0.879</td>
<td>0.005</td>
<td>0.6</td>
<td>1.0</td>
</tr>
<tr>
<td>$K_0^*(800)$ width [GeV]</td>
<td>0.461</td>
<td>0.014</td>
<td>0.3</td>
<td>0.7</td>
</tr>
</tbody>
</table>

Table 5.2.2: Fitted values of $K_0^*(800)$ mass and width from a fit on data with ten $K^*$s. NLL value after fit: 422975, NLL value after fit with LASS: 424611.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Fitted value</th>
<th>Error</th>
<th>Lower limit</th>
<th>Upper limit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_0^*(800)$ mass [GeV]</td>
<td>0.877</td>
<td>0.005</td>
<td>0.6</td>
<td>1.0</td>
</tr>
<tr>
<td>$K_0^*(800)$ width [GeV]</td>
<td>0.452</td>
<td>0.016</td>
<td>0.3</td>
<td>0.7</td>
</tr>
</tbody>
</table>

Figure 5.2.1: Projection on the $m_{K\pi}$ spectrum in data (black points with error bars) with ten $K^*$s. The fit result (red points with error bars) is superimposed along with the individual signal fit components corresponding to the different $K^*$s and background (solid blue histogram). The fitted values of helicity amplitude parameters and fit fractions of each component are also shown.
Figure 5.2.2: Projection of (from top to bottom) $m_{J/\psi \pi}$, $\cos \theta$, and $\varphi$ after fitting the data with all the ten $K^*$s (black points with error bars). The fit result (red points with error bars) is superimposed along with the individual signal fit components corresponding to the different $K^*$s and background (solid blue histogram).
The fit results with the ten $K^*$ model are presented in four mass ranges in $m_{K\pi}$
$(0.50 < m_{K\pi} < 1.10 \text{ GeV}, 1.10 < m_{K\pi} < 1.43 \text{ GeV}, 1.43 < m_{K\pi} < 1.78 \text{ GeV},$ and
$1.78 < m_{K\pi} < 2.30 \text{ GeV})$ and three mass ranges in $m_{J/\psi\pi}$ $(3.00 < m_{J/\psi\pi} < 4.00 \text{ GeV},$
$4.00 < m_{J/\psi\pi} < 4.36 \text{ GeV},$ and $4.36 < m_{J/\psi\pi} < 5.00 \text{ GeV})$ as can be seen in Figs. 5.2.3
and 5.2.4.

The amplitude magnitudes and phases in the model with ten $K^*$s are listed in Ta-

---

**Figure 5.2.3:** Fit results to data in different $m_{K\pi}$ ranges with ten $K^*$s. The solid blue curves are the fit result, the black points with error bars are the data, and the shaded regions represent the background.

**Figure 5.2.4:** Fit results to data in different $m_{J/\psi\pi}$ ranges with ten $K^*$s. The solid blue curves are the fit result, the black points with error bars are the data, and the shaded regions represent the background.

---
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Table 5.2.3: The magnitudes and phases of the helicity amplitudes obtained from a fit to the data in the model with ten $K^*$s.

| Resonance    | $\lambda$ | $|H_\lambda|/\times 10^{-1}$ | arg $H_\lambda$ | Fit fraction |
|--------------|-----------|----------------------------|------------------|--------------|
| $K^*_0(800)$ | 0         | (8.47 ± 0.30)              | 2.45 ± 0.03      | 8.0%         |
|              | +1        | (5.45 ± 0.10)              | 0.73 ± 0.02      | 69.7%        |
|              | -1        | (2.68 ± 0.09)              | 1.39 ± 0.03      |              |
| $K^*(892)$   | 0 (fixed) | 0.0                        | 0.0 (fixed)      |              |
|              | 0         | (1.11 ± 0.31)              | −3.05 ± 0.22     |              |
|              | −1        | (3.24 ± 0.16)              | 1.21 ± 0.07      | 2.1%         |
|              |           | (3.81 ± 0.38)              | 2.35 ± 0.10      |              |
| $K^*_0(1430)$| 0         | (7.65 ± 0.25)              | −2.01 ± 0.04     | 5.8%         |
| $K^*_2(1430)$| +1        | 1.51 ± 0.19                | 1.01 ± 0.13      | 6.4%         |
|              | 0         | 5.80 ± 0.12                | −0.21 ± 0.03     |              |
|              | −1        | 2.77 ± 0.19                | 0.52 ± 0.08      |              |
| $K^*(1680)$  | +1        | (2.66 ± 0.31)              | 2.40 ± 0.14      | 0.6%         |
|              | 0         | (5.09 ± 0.20)              | −1.55 ± 0.06     |              |
|              | −1        | (1.47 ± 0.33)              | 0.28 ± 0.24      |              |
| $K^*_2(1780)$| +1        | 39.26 ± 2.82               | 0.03 ± 0.14      | 0.6%         |
|              | 0         | 44.87 ± 3.68               | −1.72 ± 0.08     |              |
|              | −1        | 14.35 ± 3.52               | 0.09 ± 0.27      |              |
| $K^*_0(1950)$| 0         | (8.21 ± 0.39)              | 3.00 ± 0.08      | 0.4%         |
| $K^*_2(1980)$| +1        | 6.43 ± 0.65                | −0.20 ± 0.13     | 1.3%         |
|              | 0         | (1.05 ± 5.67)              | −0.35 ± 5.13     |              |
|              | −1        | 4.30 ± 0.73                | −0.38 ± 0.19     |              |
| $K^*_2(2045)$| +1        | 1921 ± 390                 | −2.09 ± 0.20     | 0.3%         |
|              | 0         | 955 ± 208                  | −1.85 ± 0.24     |              |
|              | −1        | 943 ± 337                  | −0.52 ± 0.38     |              |
5.3 Future developments

The validation and functionality tests for the AA fit have been carried out under many different conditions using generated events. The fitter can be used with models of varying complexity and has been found to be sensitive to small variations. Initial tests on data demonstrate that the general behaviour of the fitter adheres to expectations. Given that the purity of the sample is 80%, the background estimated from the side-bands plays a crucial role in the fits to the data. Further investigations to pinpoint the exact nature of backgrounds can improve the fit results. Other than the alternative LASS parametrization for the spin-0 resonances and free masses and widths (with Gaussian constraints to their known values) of $K$ resonances, other sources of systematic uncertainties viz. floating Blatt-Weisskopf $r$ parameters (up to 5 GeV$^{-1}$), and the presence or absence of each $K^*$ resonance are being studied. Further studies on the fit stability are underway before the eventual fits on data with the exotic $Z$ contributions included in the model are performed. We expect these to be completed in a few weeks.
Summary

Charged charmonium-like $Z$ states are manifestly exotic and particularly interesting as candidates for compact tetraquark states with a possible quark content of $|c\bar{c}d\bar{u}\rangle$. Recent studies by Belle and LHCb Collaborations have established the $Z(4430)^-$ state as a $1^+$ resonance in the $B^0 \rightarrow (\psi(2S)\pi^-)K^+$ decay. Belle has also found evidence for $Z(4430)^-$ in the $B^0 \rightarrow (J/\psi\pi^-)K^+$ decay, along with a dominant new state, the $Z(4200)^-$. Very recently, LHCb demonstrated the possibility of exotic contributions to the $B^0 \rightarrow J/\psi K\pi$ signal via a model-independent moment analysis. The $Z(3900)^-$ state was observed by both BESIII and Belle in their study of $e^+e^- \rightarrow \pi^+\pi^-J/\psi$ near the $\Upsilon(4260)$ region. However, it was not reported in Belle’s search in the $B^0 \rightarrow (J/\psi\pi^-)K^+$ channel.

This thesis embodies a thorough study for the decay channel $B^0 \rightarrow J/\psi K\pi$ based on 19.6 fb$^{-1}$ of pp collision data collected in 2012 at $\sqrt{s} = 8$ TeV by CMS at the LHC. The signal events have been collected using a dimuon trigger corresponding to a $J/\psi$ decay. The signal purification has been particularly challenging due to the absence of charged hadron identification capability in CMS unlike other experiments such as LHCb or Belle. The $B^0 \rightarrow J/\psi K\pi$ signal extraction and purification has been done on multicore clusters using the PROOF-Lite/ROOT parallel computing framework. Enormous combinatorial background has been eliminated through both kinematic and topological cut-based selections resulting in a signal purity of $\sim 80\%$. Keeping in mind that the purified signal will be used for a detailed amplitude analysis, mass constrained vertex fit has been applied to both the two-track $J/\psi$ candidates and the four-track $B^0$ candidates to ensure that the final events lie within the kinematically allowed boundary. Reflection effects from physical backgrounds due to hadron misidentification have been eliminated through a detailed study of different Monte Carlo samples.

Using the helicity formalism, a four-dimensional amplitude analysis framework for unbinned maximum likelihood fit has been implemented. The fitting framework has been developed using the novel GPU based GooFit which is an underdevelopment open source data analysis tool, used in the HEP applications for parameters’ es-
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timation, which interfaces ROOT to the CUDA parallel computing platform on nVidia GPUs. The fit model has been validated by generating and fitting toy Monte Carlo samples under different conditions with the known $K^*$ resonances. Since the low mass S-wave $K^*_0(800)$ is not yet satisfactorily described by a Breit-Wigner amplitude, the alternative LASS parametrization has been implemented on GooFit and thoroughly tested. Finally, the possible contribution of the exotic $Z$ components has been calculated and incorporated within the fitter framework with enough robustness to allow for testing with any combination of $J^{PC}$ values as well as without constraints).

The reconstruction efficiency over the whole of the 4D variable space has been obtained from officially generated phase space Monte Carlo samples and parametrized for the amplitude analysis fitter using a multidimensional Gaussian kernel estimation PDF. The background has been estimated from the $B^0$ sidebands and modelled similar to efficiency in the fitter.

The performance of the fitter on real data with only the known $K^*$ models has been consistent. The fitter has proved to be sensitive to models with small contribution to the overall fit. It is seen that the NLL value reduces significantly when the model fitted is close to the actual one. The framework is sensitive enough to detect contribution of charged charmonium-like $Z$ states, if at all present, with a high level of significance.

The work presented in this thesis demonstrates that a full-fledged state of the art GPU based amplitude analysis framework developed for three-body decays is performing according to expectations. It is hoped that this will considerably augment the capabilities of CMS in searches and measurements in the field of exotic charmonium spectroscopy.
Appendix

A Lorentz invariant expression for the decay angle in a two-body decay

Consider a particle $P$ decaying into two daughters $D_1$ and $D_2$, where $D_1$ further decays into $G_1$ and $G_2$ (Fig. A.1). The decay angle $\theta$ is the angle between the flight direction of $G_1$ in the rest frame of $D_1$, with respect to $D_1$’s flight direction in the rest frame of $P$. $P$, $D_1$, and $G_1$ are the four-momenta of these particles in any frame of reference. The decay angle is computed (from Ref. [61]) using the (Lorentz invariant) expression

$$\cos \theta = \frac{(P \cdot G_1)M_{D_1}^2 - (P \cdot D_1)(D_1 \cdot G_1)}{\sqrt{[(P \cdot D_1)^2 - M_{D_1}^2M_P^2][(D_1 \cdot G_1)^2 - M_{D_1}^2M_{G_1}^2]}}$$  \hspace{1cm} (A.1)
where, the $M$s denote the nominal masses of the corresponding particles. By exploiting relativistic kinematics, Eq. (A.1) can be expressed in terms of only the invariant masses. Considering a three-body decay, in the rest frame of $P$,

$$
P \cdot G_1 = E_P E_{G_1} - (\vec{p}_P \cdot \vec{p}_{G_1}) = M_P E_{G_1} \quad (A.2)
$$

where, the $E$s denote the energies and $\vec{p}$s denote the momentum vectors of the corresponding particles. It also holds true that $m^2_{{D_2}G_2} = M_{P}^2 + M_{G_1}^2 - 2 M_P E_{G_1}$ where $m$s are the running invariant masses of the particles denoted in the subscripts combined. Thus,

$$
P \cdot G_1 = M_P E_{G_1} = \frac{1}{2} [M_P^2 + M_{G_1}^2 - m^2_{{D_2}G_2}] \quad (A.3)
$$

Considering a two-body decay of the intermediate $D_1$ in its rest frame, ($\vec{p}_{D_1} = 0$),

$$
D_1 \cdot G_1 = E_{D_1} E_{G_1} - (\vec{p}_{D_1} \cdot \vec{p}_{G_1}) = m_{G_1G_2} E_{G_1} \quad (A.4)
$$

By invoking Eq. (39.15) of the PDG, viz. $E_{G_1} = \frac{m_{G_1G_2}^2 + M_{G_2}^2 - M_{G_1}^2}{2 m_{G_1G_2}}$, one gets

$$
D_1 \cdot G_1 = m_{G_1G_2} E_{G_1} = \frac{1}{2} [m_{G_1G_2}^2 - m_{G_2}^2 + M_{G_1}^2] \quad (A.5)
$$

Similarly, for the two-body decay of $P$ in its rest frame, ($\vec{p}_P = 0$),

$$
P \cdot D_1 = \frac{1}{2} [M_P^2 - M_{D_2}^2 + m_{G_1G_2}^2] \quad (A.6)
$$

So, Eq. (A.1) can be rewritten as

$$
\cos \theta \equiv \frac{\text{Num}}{\text{Denom}} \quad (A.7)
$$

where, after putting together the expressions obtained so far, one gets

$\text{Num} = \frac{m_{G_1G_2}^2}{2} (M_P^2 + M_{G_1}^2 - m^2_{{D_2}G_2})$

$$
- \frac{1}{4} (M_P^2 - M_{D_2}^2 + m_{G_1G_2}^2)(m_{G_1G_2}^2 - M_{G_2}^2 + M_{G_1}^2) \quad (A.8)
$$

and

$\text{Denom} = \sqrt{\left[ \frac{1}{4} (M_P^2 - M_{D_2}^2 + m_{G_1G_2}^2)^2 - m_{G_1G_2}^2 M_P^2 \right]}$

$$
\times \sqrt{\left[ \frac{1}{4} (m_{G_1G_2}^2 - M_{G_2}^2 + M_{G_1}^2)^2 - m_{G_1G_2}^2 M_P^2 \right]} \quad (A.9)
$$
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In order to evaluate the signal density of the combined $K^*$ plus $Z$ model, the angles, $\theta_Z$, $\tilde{\theta}_{J/\psi}$, $\tilde{\varphi}$, and $\alpha$ from Eq. (4.2.1) need to be calculated event by event in terms of the four variables, $m_{K\pi}^2$, $m_{J/\psi\pi}^2$, $\theta_{J/\psi}$, and $\varphi$ in the correct rest frames.

B.1 Calculation of $\theta_Z$ in the $Z$ rest frame

The $Z$ helicity angle $\theta_Z$ in the $Z$ rest frame is directly calculated from Eq. (A.1) by putting $P \equiv B^0$, $D_1 \equiv Z$, $D_2 \equiv K$, $G_1 \equiv J/\psi$, and $G_2 \equiv \pi$.

B.2 Calculation of $\tilde{\theta}_{J/\psi}$ and $\tilde{\varphi}$ in the $J/\psi$ rest frame

In order to calculate $\tilde{\theta}_{J/\psi}$ and $\tilde{\varphi}$ in the $J/\psi$ rest frame, one needs to know the four-momenta of $\mu^+$, $\mu^-$, $K$, and $\pi$ in the $J/\psi$ rest frame in the decay $B^0 \rightarrow ZK, Z \rightarrow J/\psi\pi, J/\psi \rightarrow \mu^+\mu^-$.

Step 1: $Z$ momentum in the $B^0$ rest frame

The magnitude of three-momentum of $Z$ (or $K$) in the two-particle decay $B^0 \rightarrow ZK$ in the $B^0$ rest frame is given by

$$p_{Z(B^0)} = p_{K(B^0)} = \sqrt{M_{B^0}^4 - 2M_{B^0}M_K^2 - 2M_{B^0}^2M_Z^2 + M_K^4 - 2M_K^2M_Z^2 + M_Z^4} \quad (B.1)$$

Step 2: Kinematic variables in the $Z$ rest frame

Magnitude of the $K$ momentum in the $Z$ rest frame, $p_{K(Z)}$, is obtained by applying boost along the $Z$ momentum direction.

$$p_{K(Z)} = \frac{p_{K(B^0)}\sqrt{\frac{M_Z^2}{p_{K(B^0)}^2} + \frac{M_Z^2}{M_{B^0}^2}}}{\sqrt{M_Z^2 + p_{K(B^0)}^2}} \left( M_Z^2 + p_{K(B^0)}^2 - \sqrt{M_Z^2 + p_{K(B^0)}^2} \right) \quad (B.2)$$

Since $Z$ and $K$ are back to back, the boosted momentum also acts along the same direction. Consider a coordinate system in the $Z$ rest frame where the $Z$ decay product $\pi$ has its momentum along the $\hat{z}$ direction and the boosted $K$ lies on the $\hat{x}\hat{z}$ plane making an angle $\theta_Z$ with the direction of $\pi$ as shown in Fig. B.1. This $\theta_Z$ is nothing but the $Z$ helicity angle as calculated in Section B.1.

The magnitude of three-momentum of $J/\psi$ (or $\pi$) in the two-particle decay $Z \rightarrow J/\psi\pi$ in the $Z$ rest frame is given by

$$p_{J/\psi(Z)} = p_{\pi(Z)} = \sqrt{M_{\pi}^4 - 2M_{\pi}^2M_{J/\psi}^2 - 2M_{\pi}^2M_Z^2 + M_{J/\psi}^4 - 2M_{J/\psi}^2M_Z^2 + M_Z^4} \quad (B.3)$$
APPENDIX

Figure B.1: Z rest frame where the coordinates have been chosen such that the Z decay product π has its momentum along the \( \hat{z} \) direction, \( J/\psi \) momentum is along the \(-\hat{z}\) direction and the boosted \( K \) lies on the \( \hat{x}\hat{z} \) plane making an angle \( \theta_Z \) with the direction of \( \pi \).

Thus, the four-momenta of \( K, \pi, \) and \( J/\psi \) in the Z rest frame are given by

\[
P_K = \left( \sqrt{M_K^2 + (p_K^{Z})^2}, p_K^{Z} \sin \theta_Z, 0, p_K^{Z} \cos \theta_Z \right)
\]

\[
P_\pi = \left( \sqrt{M_\pi^2 + (p_\pi^{Z})^2}, 0, 0, p_\pi^{Z} \right)
\]

\[
P_{J/\psi} = \left( \sqrt{M_{J/\psi}^2 + (p_{J/\psi}^{Z})^2}, 0, 0, -p_{J/\psi}^{Z} \right)
\]

Step 3: Kinematic variables in the \( J/\psi \) rest frame

Since the \( K, \pi, \) and \( J/\psi \) four-momenta are completely determined in the Z rest frame, they can be easily calculated in the \( J/\psi \) rest frame by applying proper boost. The magnitude of three-momenta of muons in the \( J/\psi \) rest frame is given by

\[
p_\mu = \frac{1}{2} \sqrt{M_{J/\psi}^2 - 4M_\mu^2}
\]

From Fig. B.2, the muon four-momenta in the \( J/\psi \) rest frame can be written as

\[
P_{\mu+} = \left( \sqrt{M_\mu^2 + p_\mu^2}, p_\mu \sin \tilde{\theta}_{J/\psi} \cos \varphi, -p_\mu \sin \tilde{\theta}_{J/\psi} \sin \varphi, -p_\mu \cos \tilde{\theta}_{J/\psi} \right)
\]

\[
P_{\mu-} = \left( \sqrt{M_\mu^2 + p_\mu^2}, -p_\mu \sin \tilde{\theta}_{J/\psi} \cos \varphi, p_\mu \sin \tilde{\theta}_{J/\psi} \sin \varphi, p_\mu \cos \tilde{\theta}_{J/\psi} \right)
\]

\( \tilde{\theta}_{J/\psi} \) cannot be measured directly, however it can be calculated in terms of the known quantities. On the other hand, \( \theta_{J/\psi} \) is a known (measured) quantity that can also be written with the help of Eq. (A.1). From Fig. B.3 using Eq. (A.1),
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Figure B.2: J/ψ rest frame where the coordinates have been chosen such that the π momentum is along the $\hat{z}$ direction, the $K$ momentum lies on the $\hat{x}\hat{z}$ plane making an angle $\theta'$ with the direction of π, and the J/ψ decay products $\mu^+$ and $\mu^-$ lie on a plane making an angle $\varphi$ with the $\hat{x}\hat{z}$ plane. $\mu^+$ momentum makes an angle $\tilde{\theta}_{J/\psi}$ with the direction of π.

Figure B.3: $\mu^+\mu^-$ decay in the J/ψ rest frame in the process $B^0 \rightarrow ZK, Z \rightarrow J/\psi\pi, J/\psi \rightarrow \mu^+\mu^-$. Here, the angle $\theta_{J/\psi}$ made by $\vec{p}_{\mu^+}$ with the opposite direction of $K\pi$ pseudomomentum $\vec{p}_{K\pi}$ is a measured quantity and one of the four input variables of the total 4D PDF.
\[ \cos \theta_{J/\psi} = \frac{1}{d} \left[ \frac{1}{2} M_{J/\psi}^2 (M_{B^0}^2 - m_{K\pi\mu}^2 + M_{\mu}^2) - \frac{1}{4} M_{J/\psi}^2 (M_{B^0}^2 - m_{K\pi}^2 + M_{J/\psi}^2) \right] \]  

where, 

\[ d = \sqrt{\frac{1}{4} (M_{B^0}^2 - m_{K\pi}^2 + M_{J/\psi}^2)^2 - M_{B^0}^2 M_{J/\psi}^2} \left[ \frac{M_{J/\psi}^4}{4} - M_{\mu}^2 M_{J/\psi}^2 \right] \]  

(B.7)

Here, \( m_{K\pi} \) is the running mass of the \( K\pi \) system and \( m_{K\pi\mu} \) is the running mass of the \( K\pi\mu^- \) system. Thus,

\[ m_{K\pi\mu}^2 = \frac{1}{2} \left( -\frac{4 \cos \theta_{J/\psi} \times d}{M_{J/\psi}^2} + M_{B^0}^2 + m_{K\pi}^2 + 2M_{\mu}^2 - M_{J/\psi}^2 \right) \]  

(B.8)

\( m_{K\pi\mu}^2 \) can also be calculated from Fig. B.2 from the four-momenta of \( \mu^- \), \( K \), and \( \pi \) in the \( J/\psi \) rest frame such that

\[ m_{K\pi\mu}^2 = (E_\mu + E_\pi + E_K)^2 - (-p_\mu \sin \tilde{\theta}_{J/\psi} \cos \varphi + p_{Kz})^2 \]

\[ - (p_\mu \sin \tilde{\theta}_{J/\psi} \cos \varphi)^2 - (p_{\pi z} + p_{K z} + p_\mu \cos \tilde{\theta}_{J/\psi})^2 \]  

(B.9)

Solving for \( \tilde{\theta}_{J/\psi} \) in Eq. (B.9), we get

\[ \cos \tilde{\theta}_{J/\psi} = \frac{ab \pm \sqrt{c^2(-a^2 + b^2 + c^2)}}{b^2 + c^2} \]

\[ \sin \tilde{\theta}_{J/\psi} = -\frac{ac^2 \pm b\sqrt{c^2(-a^2 + b^2 + c^2)}}{b^2c + c^3} \]  

(B.10)

where,

\[ a = (E_\mu + E_\pi + E_K)^2 - m_{K\pi\mu}^2 - (p_{Kz}^2 + p_{\pi z}^2 + 2p_{K z} p_{\pi z} + p_\mu^2 + p_{\pi z}^2) \]

\[ b = 2p_\mu (p_{K z} + p_{\pi z}) \]

\[ c = 2p_{K z} p_\mu \cos \varphi \]  

(B.11)

Now, we know the four-momenta of \( \mu^+, \mu^- \), \( K \), and \( \pi \) in the \( J/\psi \) rest frame and can easily calculate \( \tilde{\varphi} \)

### B.3 Calculation of \( \alpha \) in the \( J/\psi \) rest frame

From Fig. 4.1.1, the magnitude of \( K \) or \( \pi \) momentum in the \( K^* \) rest frame can be calculated as

\[ p_{K(K^*)} = p_{\pi(K^*)} = \frac{\sqrt{m_{K\pi}^4 - 2m_{K\pi}^2 M_{K^*}^2 - 2M_{K\pi}^2 M_{\pi}^2 + M_{K}^4 - 2M_{K^*}^2 M_{\pi}^2 + M_{\pi}^4}}{2m_{K\pi}} \]  

(B.12)
The angle $\theta_{K^*}$ is calculated from Eq. (A.1). The magnitude of $J/\psi$ or $K^*$ momentum in the $B^0$ rest frame is given by

$$p_{J/\psi(B^0)} = p_{K^*(B^0)} = \frac{\sqrt{M_{B^0}^4 - 2M_{B^0}^2m_{K\pi}^2 - 2M_{B^0}^2M_{J/\psi}^2 + m_{K\pi}^4 - 2m_{K\pi}^2M_{J/\psi}^2 + M_{J/\psi}^4}}{2M_{B^0}}$$

(B.13)

The $K$ and $\pi$ four-momenta can be completely known in the $J/\psi$ rest frame by boosting them first to the $B^0$ rest frame and then to $J/\psi$ rest frame. The magnitude of muon momentum in the $J/\psi$ frame is obtained from Eq. (B.5) and $\theta_{J/\psi}$ is known from measurement. Thus, $\alpha$, the angle between the planes defined by $(\mu^+, \pi)$ and $(\mu^+, K^*)$ momenta can be directly calculated.
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