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Abstract

This article reports measurements of the \( p_T \)-differential inclusive jet cross-section in pp collisions at \( \sqrt{s} = 5.02 \) TeV and the \( p_T \)-differential inclusive jet yield in Pb–Pb 0–10\% central collisions at \( \sqrt{s_{\text{NN}}} = 5.02 \) TeV. Jets were reconstructed at mid-rapidity with the ALICE tracking detectors and electromagnetic calorimeter using the anti-\( k_T \) algorithm. For pp collisions, we report jet cross-sections for jet resolution parameters \( R = 0.1 \) – 0.6 over the range \( 20 < p_T, \text{jet} < 140 \) GeV/c, as well as the jet cross-section ratios of different \( R \), and comparisons to two next-to-leading-order (NLO)-based theoretical predictions. For Pb–Pb collisions, we report the \( R = 0.2 \) and \( R = 0.4 \) jet spectra for \( 40 < p_T, \text{jet} < 140 \) GeV/c and \( 60 < p_T, \text{jet} < 140 \) GeV/c, respectively. The scaled ratio of jet yields observed in Pb–Pb to pp collisions, \( R_{AA} \), is constructed, and exhibits strong jet quenching and a clear \( p_T \)-dependence for \( R = 0.2 \). No significant \( R \)-dependence of the jet \( R_{AA} \) is observed within the uncertainties of the measurement. These results are compared to several theoretical predictions.
1 Introduction

A deconfined state of strongly interacting matter described by Quantum Chromodynamics (QCD) is produced in ultra-relativistic heavy-ion collisions at the Relativistic Heavy Ion Collider (RHIC) and the Large Hadron Collider (LHC) [1–8]. Numerous observables including high-$p_T$ hadron suppression, anisotropic flow, and $J/\psi$ suppression and recombination provide evidence that the hot QCD state produced in these collisions consists of sub-nucleonic degrees of freedom.

One of the major strategies to investigate this hot QCD state is the study of jet modification in heavy-ion collisions. Partons often traverse a significant pathlength of the hot QCD medium, and the effect that the medium has on the resulting jets can be deduced by comparing jet properties in heavy-ion collisions to those in pp collisions. Since the jet production cross-section can be computed in perturbative QCD, and since jets are sensitive to a wide range of momentum exchanges with the medium, jet physics is an appealing tool to investigate the medium at a wide range of resolution scales.

Previous measurements demonstrate suppression of the jet transverse momentum ($p_T$) spectrum in heavy-ion collisions relative to pp collisions scaled by the number of incoherent binary nucleon-nucleon collisions, indicating that jets transfer energy to the hot QCD medium [9–15]. Furthermore, jet substructure measurements indicate that in heavy-ion collisions, the jet core is more collimated and fragments harder [16], while at wide angles from the jet axis there is an excess of soft particles [17, 18]. Jet modification in heavy-ion collisions is described by several different theoretical approaches typically based on energy loss via medium-induced gluon radiation and elastic scattering [19–22, and references therein]; however, there remains no clear consensus of the precise nature of the interaction of jets with the medium. New measurements of the absolute level of jet suppression and its $p_T$-dependence will directly test models, and serve as a key constraint for global analyses of high-$p_T$ observables. Additionally, the evolution of jet suppression with the jet resolution parameter, $R$, can constrain competing effects between the recovery of out-of-cone radiation and the changing selection of the jet population (such as reduction of the quark/gluon fraction) as $R$ increases [23–25].

The inclusive jet cross-section in pp collisions contains important QCD physics itself. In recent years, the inclusive jet cross-section in pp collisions was computed at NLO with resummation of logarithms of the jet resolution parameter [26–29] and threshold logarithms [30, 31], and also to NNLO in the leading color approximation [32]. Measurements of the inclusive pp jet cross-section have been made at the SPS [33, 34], the Tevatron [35, 36], RHIC [37], and the LHC [38–46], and the latest comparisons of these measurements with theoretical predictions demonstrate the importance of contributions beyond NLO fixed-order calculations, namely resummations or matched parton showers. However, the precise contributions of the perturbative aspect of the jet, as well as the hadronization and underlying event (UE) effects, remain under investigation. Inclusive jet measurements at low-$p_T$ as a function of $R$ (including ratios of jet cross sections, which allow partial cancellation of experimental and theoretical uncertainties) will help clarify these contributions, and provide tests for both the perturbative and non-perturbative contributions to the inclusive jet cross-section. Moreover, these measurements can be used to constrain parton distribution functions (PDFs) and the strong coupling constant $\alpha_s$ [42, 44, 47–49].

This article reports measurements of inclusive jet $p_T$ spectra in pp and central Pb–Pb collisions at $\sqrt{s_{NN}} = 5.02$ TeV with the ALICE detector. Jets were reconstructed in the pseudo-rapidity range $|\eta_{\text{jet}}| < 0.7 - R$ for jet resolution parameters $R = 0.1 - 0.6$ in pp collisions and $R = 0.2$ and $R = 0.4$ in Pb–Pb collisions. In Pb–Pb collisions, we required jets to contain at least one charged track with $p_T > 5 - 7$ GeV/$c$ (depending on the jet $R$) in order to identify hard jet candidates (arising from large momentum-transfer scatterings) in the large background from combinatorial jets. In pp collisions, we report the cross-section both with and without this bias. The relative jet yields observed in Pb–Pb and pp collisions are reported using their scaled ratio, $R_{AA}$, and compared to several theoretical predictions.
2 Experimental Setup and Datasets

The ALICE detector [50, 51] is a dedicated heavy-ion experiment located at the Large Hadron Collider [52]. The analysis relied on the central tracking system and the electromagnetic calorimeter (EMCal), as well as detectors for event triggering and centrality determination. The tracking system consists of a six-layer silicon inner tracking system (ITS) with radial distance 3.9–43 cm from the beamline, and a gas time projection chamber (TPC) with radial distance 85–247 cm from the beamline. The combined tracking system spans $| \eta | < 0.9$ and full azimuth, and tracks were measured in the range $150 \text{ MeV}/c < p_{T, \text{track}} < 100 \text{ GeV}/c$. The EMCal consists of a Pb-scintillator sampling calorimeter spanning $| \eta | < 0.7$ and $80^\circ < \phi < 188.1^\circ$ in azimuth, located a radial distance 4.36 m from the beamline [53]. The EMCal contains 12,288 cells organized in an approximately projective geometry relative to the interaction point. The EMCal has a Moliere radius of $r_M = 3.2$ cm, and its cells have a transverse size of approximately $6.0 \text{ cm} \times 6.0 \text{ cm}$ ($\Delta \eta \times \Delta \phi \approx 0.014 \times 0.014$). Each cell has a depth of 24.6 cm, corresponding to approximately 20 electromagnetic radiation lengths and one hadronic interaction length.

The reported Pb–Pb (pp) data were recorded in 2015 (2017) at $\sqrt{s_{\text{NN}}} = 5.02 \text{ TeV}$. The events were collected using a minimum bias (MB) trigger requiring a coincidence hit in both of the V0 scintillators, located at $2.8 < \eta < 5.1$ (V0-A) and $-3.7 < \eta < -1.7$ (V0-C) [54]. An accepted event was required to have a primary vertex successfully reconstructed within $-10 \text{ cm} < z < 10 \text{ cm}$ of the interaction point, and to satisfy several vertex quality criteria. In Pb–Pb collisions, the centrality was determined using the V0 multiplicities [55–57]. Additionally, out-of-bunch pileup was rejected using timing cuts as well as correlating track multiplicities between several subdetectors. We utilized a sample of approximately 4.6M 0–10% most central Pb–Pb accepted events (6.0 $\mu$b$^{-1}$) and 760M pp accepted events (15.7 $\mu$b$^{-1}$).

Reconstructed tracks were generally required to include at least one hit in the Silicon Pixel Detector (SPD) comprising the first two layers of the ITS, and to have at least 70 TPC space-points and at least 80% of the geometrically findable space-points in the TPC. Tracks without any hits in the SPD, but otherwise satisfying the tracking criteria, were re-fit with a constraint to the primary vertex of the event. Including this second class of tracks ensured approximately uniform acceptance in $\phi$, while preserving similar $p_T$ resolution to tracks with SPD hits. Tracks with $p_{T, \text{track}} > 150 \text{ MeV}/c$ were accepted over $-0.9 < \eta < 0.9$, $0 < \phi < 2\pi$. The performance of the detector was estimated with a model of the ALICE detector and its response to particles using GEANT3. The tracking efficiency in pp collisions, as estimated by PYTHIA8 Monash 2013 [58] and the ALICE GEANT3 detector simulation, is approximately 67% at $p_{T, \text{track}} = 150 \text{ MeV}/c$, and rises to approximately 84% at $p_{T, \text{track}} = 1 \text{ GeV}/c$ and remains above 75% at higher $p_T$. The tracking efficiency in 0–10% Pb–Pb collisions was estimated by comparing central to peripheral HIJING [59] events, which shows an approximately 2% reduction in the tracking efficiency in 0–10% central events, approximately independent of $p_{T, \text{track}}$. The momentum resolution $\Delta p_T/p_T$ was estimated from the covariance matrix of the track fit [51] using PYTHIA8 Monash 2013, and was approximately 1% at $p_{T, \text{track}} = 1 \text{ GeV}/c$ and 4% at $p_{T, \text{track}} = 50 \text{ GeV}/c$.

Reconstructed EMCal clusters were built by clustering EMCal cells with $E_{\text{cell}} > 100 \text{ MeV}$ around a seed cell with $E_{\text{seed}} > 300 \text{ MeV}$, using a clustering algorithm that allows each cluster to have only a single local maximum. The highest-energy cell in a cluster was required to satisfy a timing cut. Clusters with large apparent energy but anomalously small number of contributing cells were removed from the analysis, since they are believed to be due to interactions of slow neutrons or highly ionizing particles in the avalanche photodiodes [9]. The linearity of the energy response of the EMCal was determined from electron test beam data, and a correction of about 7% at $E_{\text{cluster}} = 0.5 \text{ GeV}$ but negligible above $E_{\text{cluster}} = 3 \text{ GeV}$ was applied to the cluster energies. A study using the photon conversion method demonstrated that with this non-linearity correction, the $\pi^0$ mass in Monte Carlo (MC) simulations matches that in pp data within 1%. For pp collisions, an additional correction obtained from a photon conversion analysis was used to reduce the small remaining offset of the energy scale in data and MC simulations [60]. The energy resolution obtained from electron test beam data was about 15% at $E_{\text{cluster}} = 0.5 \text{ GeV}$ and better.
than 5% above $E_{\text{cluster}} = 3$ GeV.

Since the jet energy is reconstructed by combining tracks and clusters, one needs to account for the fact that charged particles deposit energy in both the tracking system and the EMCal, as in Ref. [39]. In particular, all accepted tracks were propagated to the average shower depth of the EMCal, $r = 440$ cm, and allowed to match geometrically to at most one cluster; clusters were allowed to have multiple matching tracks. If a track was matched within $p_T$-dependent thresholds ranging from $(\Delta \eta, \Delta \phi) \approx (0.037, 0.084)$ at $p_T = 0.15$ GeV/c to $(\Delta \eta, \Delta \phi) \approx (0.010, 0.015)$ at $p_T = 100$ GeV/c, then a hadronic correction was applied to the cluster: $E_{\text{hadcorr}}^{\text{cluster}} = E_{\text{nolincorr}}^{\text{cluster}} - \Delta E$, where $E_{\text{nolincorr}}^{\text{cluster}}$ is the non-linearity corrected cluster energy, and $\Delta E = c \sum_i p^\text{track}_i$, where $i$ spans all tracks matched to the cluster, $p^\text{track}_i$ is the track 3-momentum, and $c$ is the speed of light. After the above cuts and corrections were performed, clusters with $E_{\text{hadcorr}}^{\text{cluster}} > 300$ MeV were accepted.

3 Jet Reconstruction

Jets were reconstructed with $R = 0.1 - 0.6$ in pp collisions and $R = 0.2, 0.4$ in Pb–Pb collisions using the anti-$k_T$ sequential recombination algorithm implemented in FastJet 3.2.1 [61, 62] from the combination of charged particle tracks and hadronically corrected EMCal clusters. We used the $p_T$ recollection scheme, assuming EMCal clusters are massless: $p_T^{\text{raw}}_{\text{jet}} = \sum_i p^\text{track}_i + \sum_j p^\text{cluster}_j$, where $p^\text{cluster}_j / c$.

In Pb–Pb collisions, we subtracted the average combinatorial background following the approach in Ref. [9]. The background density $\rho$ was determined each event, and used to subtract the average background from each jet in that event: $p_T^{\text{true}}_{\text{jet}} = p_T^{\text{raw}}_{\text{jet}} - \rho A$, where $A$ is the jet area. The average background density in 0–10% central events is typically $(\rho) \approx 220 - 280$ GeV/c, corresponding to $\approx 110 - 140$ GeV/c for a $R = 0.4$ jet. In pp collisions, we did not subtract the background due to the underlying event.

Jets selected for the measurement were required to satisfy several criteria in order to be accepted: (i) the center of the jet must be within the fiducial volume of the EMCal, i.e. a distance $\Delta R \equiv \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2}$ from any edge of the EMCal, (ii) the jet must not contain any tracks with $p_T^\text{track} > 100$ GeV/c, (iii) in Pb–Pb and applicable pp results, the jet must contain a track with $p_T^\text{track} > 5 - 7$ GeV/c, depending on $R$, and (iv) in Pb–Pb collisions, the area of the jet must be $A > 0.6 \pi R^2$. The $p_T^\text{track} < 100$ GeV/c requirement removed only a small number of jets at large $p_T^{\text{reco}}_{\text{jet}}$, and has negligible bias for the $p_T^{\text{reco}}_{\text{jet},\text{max}}$ selected in this analysis. The leading track requirement introduces a small fragmentation bias in the jet sample, which may lead to a bias in the measured jet suppression. This effect is discussed in Section 6, and is estimated to have only a small effect on the reported $R_{AA}$. A larger leading track requirement is needed for larger $R$ since the magnitude of background fluctuations increases with $R$. The area cut in Pb–Pb collisions was negligible except at very low $p_T^{\text{reco}}_{\text{jet}}$, where it rejects combinatorial jets.

In Pb–Pb collisions, local fluctuations in the background smear the reconstructed jet momentum. To study jet-by-jet fluctuations in the background, we generated a random $(\eta, \phi)$ within the fiducial calorimeter acceptance in each event, and compared the sum of constituents in a cone of radius $R$ to the expected average background in that cone: $\delta_{p_T} = \sum_{\text{cone}} (p_T^\text{track} + p_T^\text{cluster}) - \rho \pi R^2$. The width of the $\delta_{p_T}$ distribution is a measure of the size of the background fluctuations [63]. For $R = 0.2$, the standard deviation of the $\delta_{p_T}$ distribution is $\sigma_{\delta_{p_T}} = 6.5$ GeV/c, which grows to $\sigma_{\delta_{p_T}} = 16.1$ GeV/c for $R = 0.4$. In the present analysis the $\delta_{p_T}$ distributions were not explicitly used except to determine the $p_T^{\text{reco}}_{\text{jet}}$ range to utilize in the analysis.

We evaluated the performance of our jet reconstruction strategy by estimating the mean jet energy scale shift, $\Delta_{\text{JES}} = \left( \frac{p_T^{\text{true}}_{\text{jet}} - p_T^{\text{reco}}_{\text{jet}}}{p_T^{\text{true}}_{\text{jet}}} \right)$, the jet energy resolution, $\text{JER} = \sigma \left( \frac{p_T^{\text{true}}_{\text{jet}}}{p_T^{\text{true}}_{\text{jet}}} \right)$, and the jet reconstruction efficiency, $\epsilon_{\text{reco}}$, from PYTHIA8 Monash 2013 and the ALICE detector simulation. Table 1 shows approximate values of $\Delta_{\text{JES}}$, JER, $\epsilon_{\text{reco}}$ for $R = 0.2$ in pp and Pb–Pb collisions. The jet energy
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Table 1: Approximate values characterizing the jet reconstruction performance for $R = 0.2$ and $R = 0.4$ in pp and Pb–Pb collisions. For cases with a leading track requirement, $p_{T,\text{lead,ch}}^{\text{lead}} = 5$ GeV/c is used for $R = 0.2$ and $p_{T}^{\text{lead,ch}} = 7$ GeV/c for $R = 0.4$

<table>
<thead>
<tr>
<th>$p_{T,\text{jet}}$</th>
<th>pp ($p_{T}^{\text{lead}} &gt; 0$ GeV/c)</th>
<th>pp ($p_{T}^{\text{lead}} &gt; 5$ GeV/c)</th>
<th>Pb–Pb ($p_{T}^{\text{lead}} &gt; 5$ GeV/c)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>20 GeV/c</td>
<td>100 GeV/c</td>
<td>20 GeV/c</td>
</tr>
</tbody>
</table>

| $R = 0.2$ | $\Delta_{\text{JES}}$ | -29% | -30% | -18% | -28% | -23% | -35% |
| $\text{JER}$ | 27% | 21% | 19% | 19% | 35% | 23% |
| $\varepsilon_{\text{reco}}$ | 98% | 100% | 86% | 96% | 86% | 96% |

| $R = 0.4$ | $\Delta_{\text{JES}}$ | -30% | -31% | -14% | -27% | -6% | -33% |
| $\text{JER}$ | 23% | 18% | 15% | 16% | 77% | 25% |
| $\varepsilon_{\text{reco}}$ | 99% | 100% | 82% | 92% | 82% | 92% |

scale shift is a long-tailed asymmetric distribution due to reconstruction inefficiency (such as tracking inefficiency) [10], and $\Delta_{\text{JES}}$ should be understood only as a rough characterization of this distribution. When a leading track requirement is imposed, the jet reconstruction efficiency and jet energy scale shift are primarily due to this requirement in combination with the tracking efficiency. Note that the pp response approximately, but not exactly, describes the detector effects in jet reconstruction relevant for Pb–Pb collisions. In Pb–Pb collisions, the jet reconstruction performance including the effect of background fluctuations was determined by embedding pp MC events into Pb–Pb data, as described in detail in Section 4. The JER is approximately constant at $\approx 23\%$ above $p_{T}^{\text{true, jet}} = 60$ GeV/c for $R = 0.2$, and deteriorates at lower $p_{T}^{\text{true, jet}}$ due to background fluctuations. As $R$ increases, the JER deteriorates due to the increased influence of background fluctuations.

4 Corrections

The reconstructed $p_{T,\text{jet}}^{\text{reco}}$ spectrum includes fluctuations in the underlying background (in Pb–Pb collisions) and a variety of detector effects, including tracking inefficiency, missing long-lived neutral particles ($n, K_{0}^{L}$), and particle-material interactions. We therefore deconvoluted the reconstructed jet spectrum with a response matrix (RM) describing the correlation between $p_{T,\text{jet}}^{\text{reco}}$ and $p_{T,\text{jet}}^{\text{true}}$ in order to recover the “truth”-level jet spectrum at the hadron-level.

In pp collisions, we generated a RM using PYTHIA 8 Monash 2013 with the full GEANT3 ALICE detector simulation, based on the detector performance in the relevant 2017 pp data-taking period. In Pb–Pb collisions, we generated a RM by embedding PYTHIA events (with detector simulation based on the detector performance in the 2015 Pb–Pb data-taking period) into Pb–Pb data after the detector-level reconstruction was run individually on both. The set of tracks in the “hybrid” event was taken as the sum of all tracks in both events individually, while the set of EMCal clusters were re-clustered from a combined pool of cells from both events. This embedding-based approach, which uses real background, ensures that the detector response accurately reflects the Pb–Pb response of the calorimeter, including particle overlaps in the calorimeter as well as the Pb–Pb particle composition, and ensures the effect of the hadronic correction is equivalent in data and in the response. Moreover, it ensures that the correlation between the local background and the reconstructed jet due to local detector inefficiencies is accounted for.

The truth-level jet was constructed from the primary particles of the PYTHIA event, defined as all particles with a proper decay length longer than 1 cm, excluding daughters of these particles [64]. We correct the jet $p_{T}$ to include the “missing” long-lived neutral particles.
The detector-level jet in pp collisions was constructed from the PYTHIA tracks and clusters at detector level. In Pb–Pb collisions, the detector-level jet was constructed from the “hybrid” event consisting of both PYTHIA and Pb–Pb tracks and clusters at detector level. Studies of the centrality-dependence of tracking efficiency in a HIJING simulation demonstrated that the tracking efficiency is approximately 2% lower in 0-10% central Pb–Pb collisions compared to pp collisions; accordingly, we randomly rejected 2% of the PYTHIA tracks in the Pb–Pb case, independent of \( p_T \). The average combinatorial background was subtracted as in 0-10% central Pb–Pb MB data: we computed the event-by-event combinatorial background from the pp event is negligible.

In order to fill the RM, we matched truth-level jets to detector-level jets by a geometrical matching procedure. In pp collisions, if an accepted detector-level jet and an accepted PYTHIA jet were within \( \Delta R < 0.6 \), and they were both the closest jets to each other, then the jets were matched, and contribute to the RM. In Pb–Pb collisions, if an accepted hybrid jet and an accepted PYTHIA jet were within \( \Delta R < 1.5 \), and they were both the closest jets to each other, then the jets were matched, and contribute to the RM. The leading track requirement nullifies the need in Pb–Pb collisions for further criteria such as a shared momentum fraction requirement in order to generate accurate matches. The RM was generated with 5 GeV/c bin widths for \( p_T^{\text{reco}} \) and 10 GeV/c widths for \( p_T^{\text{true}} \), and was normalized so as to preserve the number of jets upon unfolding.

To perform the deconvolution, we employed the SVD unfolding algorithm \cite{65} using the RooUnfold package \cite{66}. The regularization parameter \( k \) suppresses high-frequency variations in the unfolded result, and was selected by examining the so-called \( d \)-vector distribution. Statistical uncertainties were computed according to MC pseudo-experiments within RooUnfold. The reconstructed spectrum was input to the unfolding procedure over a fixed window of \( p_T^{\text{reco}} \in \left[ p_T^{\text{reco,min}}, p_T^{\text{reco,max}} \right] \), as illustrated in Table 2. In Pb–Pb collisions, each of these \( p_T^{\text{reco,min}} \) corresponds to \( \approx 2 - 3 \times \sigma_{\delta r_T} \), which, in combination with the leading charged hadron requirement, results in a sample largely free of combinatorial jets. A larger value of \( p_T^{\text{reco,min}} \) was used in Pb–Pb collisions in order to minimize the impact of the combinatorial background, which can de-stabilize the unfolding process. Any residual combinatorial jets will still be unfolded to low \( p_T \) by the RM. Since truncating the RM in \( p_T^{\text{reco}} \) loses the information of the fraction of truth-level jets that migrate outside of the measured detector-level window, we corrected for this kinematic efficiency. The unfolded result is then reported in a range over which the input data provides meaningful constraints; that is, a region unaffected by combinatorial jets, and where the kinematic efficiency is larger than approximately 80%.

We corrected the unfolded spectrum for the fact that the jet finding procedure failed to reconstruct a certain fraction of jets. We computed the jet reconstruction efficiency as:

\[
\epsilon_{\text{reco}} \left( p_T^{\text{true}} \right) = \frac{N_{\text{matched}} \left( p_T^{\text{true}} \right)}{N_{\text{truth}} \left( p_T^{\text{true}} \right)},
\]

where \( N_{\text{matched}} \) is the number of accepted detector-level jets matched to PYTHIA truth-level jets out of \( N_{\text{truth}} \) accepted truth-level jets. In order that \( \epsilon_{\text{reco}} \) also includes the false positive rate of accepted detector-level jets that have no matching truth-level jet (which can occur if the truth-level jet was generated slightly outside of our geometrical acceptance), the numerator also contains matches to truth-level jets.

<table>
<thead>
<tr>
<th>( R )</th>
<th>( p_T^{\text{reco,min}} )</th>
<th>( p_T^{\text{reco,max}} )</th>
<th>( p_T^{\text{true,min}} )</th>
<th>( p_T^{\text{true,max}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>7</td>
<td>130</td>
<td>20</td>
<td>120</td>
</tr>
<tr>
<td>0.4</td>
<td>10</td>
<td>130</td>
<td>35</td>
<td>120</td>
</tr>
</tbody>
</table>

Table 2: Minimum and maximum reconstructed jet \( p_T \) used in the analysis as input to the deconvolution procedure.
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outside of the EMCal fiducial acceptance. Note that $\epsilon_{\text{reco}}$ does not explicitly include the bias of the leading charged hadron requirement, but only the probability to reconstruct an accepted jet given a truth-level jet satisfying the leading charged hadron requirement (when applicable). In order for $\epsilon_{\text{reco}}$ to be the jet reconstruction efficiency, the jet matching efficiency must be 100%. However, in the Pb–Pb embedding environment, this is difficult to achieve, since some criteria need to be imposed to suppress combinatorial jets (in our case, the leading track requirement). Therefore, in the Pb–Pb case we used the jet reconstruction efficiency as determined from a pp simulation alone (with 2% reduced tracking efficiency).

The unfolded solution was verified to be mathematically robust by performing a re-folding test and a “self-closure” test. The re-folding test consisted of generating a RM (from half of the MC data sample runs) and unfolding the measured distribution, then applying a RM (from the other half of the MC data sample) to the unfolded result, and comparing the re-folded solution to the measured distribution. The self-closure test consisted of taking the matched detector-level jet spectrum in the full embedded sample, and smearing each data point with a Gaussian according to the statistical uncertainties of the measured data. This spectrum was then unfolded using the RM, and compared the result to the truth-level PYTHIA jet spectrum. In both cases, consistency was achieved within statistical uncertainties.

In Pb–Pb collisions, the unfolded solution is verified to be physically correct by a thermal model closure test similar to that in Ref. [9]. The closure test consisted of performing the entire analysis on “hybrid” events containing a PYTHIA event and a thermal background, in which “hybrid” jets were clustered from the combination of PYTHIA detector-level particles and thermal background particles. The background was modeled by generating $N$ particles from a Gaussian, with $p_T$ taken from a Gamma distribution, $f_R(p_T; \beta) \sim p_T e^{-p_T/\beta}$, where the free parameters $N, \sigma_N, \beta$ were fixed to roughly fit the $\delta p_T$ distribution in 0–10% Pb–Pb data. The test consisted of constructing the hybrid detector-level jet spectrum, building the RM, and unfolding the hybrid jets – and comparing the spectrum to the truth-level PYTHIA spectrum. Since the background does not have any jet component, this test is able to verify whether the analysis procedure indeed recovers the jet spectrum, and is not contaminated by combinatorial jets. These tests validated the analysis procedure within approximately 5% for $R = 0.2$ with $p_T^{\text{lead},\text{ch}} = 5$ GeV/$c$, and $R = 0.4$ with $p_T^{\text{lead},\text{ch}} = 7$ GeV/$c$.

5 Systematic uncertainties

Following Ref. [9], we categorized two classes of systematic uncertainties: correlated uncertainties and shape uncertainties. Correlated uncertainties encompass detector effects such as uncertainty on the tracking efficiency and uncertainty on the EMCal response, which are approximately fully positively correlated among all $p_T, \text{jet}$ bins. Shape uncertainties refer to systematic unfolding uncertainties, which alter the shape of the final $p_T, \text{jet}$ spectrum. The dominant systematic uncertainties in this analysis are the uncertainty in the tracking efficiency and the systematic uncertainty in the unfolding procedure. Note that in general the following uncertainties describe uncertainties on the jet yield, not on the jet $p_T$ scale.

5.1 Correlated uncertainties

The dominant correlated uncertainty is the uncertainty on the modeling of the tracking efficiency, since correcting for unmeasured tracks has a major effect on the unfolding procedure. For the track selection described in Section 2, the uncertainty on the tracking efficiency is approximately 4%, as estimated from variation in the track selection parameters and variation in the ITS-TPC matching requirements. In order to assign a systematic uncertainty to the final result, we constructed a RM using the same techniques as for the final result except with an additional 4% of PYTHIA tracks randomly rejected in jet finding (for Pb–Pb, this is in addition to the 2% rejection used for the main result). The jet reconstruction efficiency was also computed with this extra 4% suppression applied. This modified RM was then used to unfold the same measured spectrum as used for the main result. This varied result was corrected for the jet
reconstruction efficiency, and compared to the main result, with the differences in each bin taken as the uncertainty. Additionally, the uncertainty due to the tracking $p_T$ resolution was approximately 1%.

Systematic uncertainties due to the modeling of the EMCal response were included in several ways. In order to describe the uncertainty in the MC description of the EMCal hadronic response, the subtracted energy in the hadronic correction was varied from 100% to 70% of the matched track momentum. Moreover, a systematic uncertainty associated with the track-matching criteria was included by changing the $p_T$-dependent track-matching criteria to $p_T$-independent criteria $\Delta \eta < 0.015$, $\Delta \phi < 0.03$. These two uncertainties were combined in quadrature to form the uncertainty on the EMCal hadronic correction procedure. In order to describe the uncertainty in the MC description of the EMCal electromagnetic response, in the pp case the photon conversion based non-linearity correction was switched off. These variations were individually performed both in the RM and the data, and the systematic uncertainty was evaluated by comparing the modified unfolded result to the main result. In the Pb–Pb case, there is an additional uncertainty due to the fact that the MC does not exactly describe the cluster energy non-linearity. To account for this, different cluster non-linearity corrections are typically applied to data and MC; however, in the Pb–Pb embedding procedure, the clusters are mixtures of data and MC cells. The main result was computed by applying the data non-linearity parameterization to the mixed data and MC cells in the embedding procedure. Therefore, the systematic variation to this result applied the MC non-linearity parameterization. In Pb–Pb collisions for $R = 0.4$, the uncertainties on the EMCal non-linearity correction and track matching procedure are large, primarily due to unfolding effects, which we do not de-couple in the evaluation of the correlated uncertainties.

We included also a systematic uncertainty associated with the choice of jet matching procedure. For pp, the geometrical matching distance was varied from $0.4R$ to $0.8R$ (except for $R = 0.1$ from $0.2R$ to $0.9R$), which resulted in an uncertainty of less than 1% (1.5%). For Pb–Pb, we varied from a pure geometrical matching to an MC-fraction based approach, in which a shared momentum fraction requirement ensures

| Table 3: Summary of correlated systematic uncertainties on the pp and Pb–Pb jet spectra, for select $R$ and $p_T^{\text{lead.ch}}$ thresholds. The columns $p_{T, \text{jet}}^{\text{min}}$ and $p_{T, \text{jet}}^{\text{max}}$ are the uncertainties at the minimum and maximum $p_T^{\text{jet}}$ bin. |

<table>
<thead>
<tr>
<th>Relative uncertainty (%)</th>
<th>$R = 0.2$, 0 GeV/c</th>
<th>$R = 0.6$, 0 GeV/c</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_{T, \text{jet}}^{\text{min}}$</td>
<td>$p_{T, \text{jet}}^{\text{max}}$</td>
<td>Avg.</td>
</tr>
<tr>
<td>Tracking efficiency</td>
<td>5.9</td>
<td>9.1</td>
</tr>
<tr>
<td>Track $p_T$ resolution</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>EMCal nonlinearity</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>Hadronic correction</td>
<td>0.2</td>
<td>1.2</td>
</tr>
<tr>
<td>Jet matching</td>
<td>0.1</td>
<td>0.0</td>
</tr>
<tr>
<td>PYTHIA fragmentation</td>
<td>0.5</td>
<td>1.0</td>
</tr>
<tr>
<td>Total corr. uncertainty</td>
<td>6.0</td>
<td>9.3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Pb–Pb</th>
<th>$R = 0.2$, 5 GeV/c</th>
<th>$R = 0.4$, 7 GeV/c</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_{T, \text{jet}}^{\text{min}}$</td>
<td>$p_{T, \text{jet}}^{\text{max}}$</td>
<td>Avg.</td>
</tr>
<tr>
<td>Tracking efficiency</td>
<td>5.8</td>
<td>8.9</td>
</tr>
<tr>
<td>Track $p_T$ resolution</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>EMCal nonlinearity</td>
<td>2.1</td>
<td>1.1</td>
</tr>
<tr>
<td>Hadronic correction</td>
<td>0.8</td>
<td>5.9</td>
</tr>
<tr>
<td>Jet matching</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>PYTHIA fragmentation</td>
<td>0.8</td>
<td>3.6</td>
</tr>
<tr>
<td>Total corr. uncertainty</td>
<td>6.7</td>
<td>11.6</td>
</tr>
</tbody>
</table>
that the matched jet contains more than 50% of the $p_T$ of the MC jet. This gave an uncertainty of 2–6%.

We included also a systematic uncertainty associated with the model-dependent reliance on PYTHIA to unfold the spectra. In pp collisions, we re-weighted the response matrix according to the jet angularity ($g = \sum_i p_T, r_i/p_{T,\text{jet}}$, where $r_i = \sqrt{\Delta \eta^2 + \Delta \phi^2}$ is the distance of the $i^{th}$ constituent from the jet axis) at truth-level. Specifically, we re-weighted the response matrix such that the 50% largest angularity jets were weighted an additional $\pm 30\%$ relative to the 50% lowest angularity jets. This contributed an uncertainty ranging from $\approx 2\% - 7\%$ depending on the jet $R$, and roughly independent of $p_T$. The same uncertainties were taken for Pb–Pb collisions.

Table 3 illustrates the contributions of the various correlated uncertainties for Pb–Pb and pp collisions. These uncertainties are expected to be largely independent, so we summed their uncertainties in quadrature.

### 5.2 Shape uncertainties

In order to assign a shape uncertainty arising from the unfolding regularization procedure, we performed several systematic variations:

- Variation of the unfolding algorithm: We unfolded with a Bayes-inspired iterative unfolding algorithm [67].

- Variation of the regularization parameter: In the SVD unfolding, we varied the regularization parameter $k$ one unit above and below the nominal solution.

- Variation of the prior: The SVD algorithm requires a prior distribution as input, which for the main result is the projection of the RM onto the truth axis (before normalization). We varied this input prior either by scaling the main prior by $p_T^{\pm 0.5}$ or replacing it with a jet cross-section produced by POWHEG or the unfolded main result itself.

- Variation of the input range: For Pb–Pb (pp) collisions, we varied the measured input range $\pm 5 (\pm 3) \text{ GeV}/c$ around the nominal value for each $R$.

Table 4: Summary of shape systematic uncertainties on the pp and Pb–Pb jet spectra, for select $R$ and $p_T^{\text{lead, ch}}$ thresholds. The columns $p_T^{\text{min, jet}}$ and $p_T^{\text{max, jet}}$ are the uncertainties at the minimum and maximum $p_T^{\text{jet}}$ bin.

| Relative uncertainty (%) | pp | Pb–Pb |
|--------------------------|--------------------------|
| $R = 0.2, 0 \text{ GeV}/c$ | $R = 0.6, 0 \text{ GeV}/c$ | $R = 0.2, 5 \text{ GeV}/c$ | $R = 0.4, 7 \text{ GeV}/c$ |
| $p_T^{\text{min}}$ | $p_T^{\text{max}}$ | Avg. | $p_T^{\text{min}}$ | $p_T^{\text{max}}$ | Avg. | $p_T^{\text{min}}$ | $p_T^{\text{max}}$ | Avg. |
|------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|
| Unfolding method  | 0.0              | 16.0             | 3.4              | 2.6              | 16.0             | 4.5              | 7.7              | 10.0             | 5.4              | 30.3             | 2.5              | 18.2             |
| Reg. parameter    | 0.7              | 2.4              | 1.3              | 1.0              | 3.5              | 2.1              | 4.2              | 8.7              | 4.4              | 24.9             | 20.6             | 23.1             |
| Prior             | 1.3              | 0.8              | 0.9              | 0.9              | 3.7              | 2.0              | 1.5              | 6.7              | 2.4              | 8.3              | 8.3              | 4.2              |
| Input $p_T$ range | 0.8              | 3.3              | 1.3              | 0.4              | 3.2              | 1.4              | 0.4              | 0.9              | 0.6              | 1.5              | 1.7              | 1.4              |
| Total shape uncertainty | 0.8          | 8.3              | 2.2              | 1.5              | 8.5              | 3.0              | 4.4              | 7.4              | 3.8              | 19.6             | 11.2             | 15.5             |
The total shape uncertainty is then the standard deviation of the variations, $\sqrt{\sum_{i=1}^{3} \sigma_i^2}/4$, where $\sigma_i$ is the systematic due to a single variation, since they each comprise independent measurements of the same underlying systematic uncertainty in the regularization. Table 4 illustrates the contributions of the various shape uncertainties for Pb–Pb and pp collisions.

5.3 Uncertainties on the jet cross-section ratio

We computed the correlated systematic uncertainties on the pp jet cross-section ratio by making the same variations as in Section 5.1 on both spectra simultaneously, and compared the varied jet cross-section ratio to the main result. This resulted in significant cancellation of the correlated uncertainties between the numerator and denominator, as can be seen in Section 6. We computed the shape systematic uncertainties by adding the single spectra shape uncertainties in quadrature.

It is important to note that the statistical uncertainties of the numerator and denominator are partially correlated, due to error propagation through the unfolding procedure. We did not, however, take this into account. This may result in a slightly conservative statistical uncertainty estimation, since there may be significant cancellation between the two radii. Additionally, we did not use statistically independent samples to form the ratio, and so the numerator and denominator are statistically correlated with each other, which may lead to further slight overestimation of the statistical uncertainties.

6 Results

6.1 Inclusive Jet Spectra

6.1.1 pp

We report the pp full jet cross-section for $R = 0.1, 0.2, 0.3, 0.4, 0.5, 0.6$ in Fig. 1 left. The cross-sections are reported differentially in $p_T, \eta$ as: $\frac{d^2 \sigma_{\text{jet}}}{dp_T, \eta} = \frac{1}{L} \frac{d^2 N}{dp_T, \eta}$, where we experimentally measured the yield $d^2 N/dp_T, \eta$ and the integrated luminosity $L$ [54]. The uncertainty on the luminosity is 2.1%.

The measured jet cross-sections were unfolded for detector and background effects, and are reported at the hadron-level. The cross-sections were corrected for the kinematic efficiency and jet reconstruction efficiency, as well as the partial azimuthal acceptance of the EMCal and the vertex efficiency. Note that a leading track requirement was not imposed for the results in Fig. 1.

We compare the pp inclusive jet cross-section to two theoretical calculations in Fig. 1 right. The predictions denoted NLO+NLL+NP are analytical predictions at NLO with resummation of jet $R$ logarithms and threshold logarithms to NLL accuracy, performed in a rigorous QCD factorization scheme [28, 30, 31]. The effect of unaccounted higher-order corrections was evaluated by various scale variations, and is included as a systematic uncertainty. A correction for hadronization and multi-parton interaction (MPI) effects is applied to this prediction, based on PYTHIA 8 tune A14, and is shown in Fig. 2. These non-perturbative (NP) effects become large for low $p_T, \eta$ at both small and large $R$, where systematic uncertainties in this correction (beyond the scope of this article) are likely critical. The predictions use PDF set CT14nlo. These predictions are seen to be generally consistent with the data, except at low-$p_T$ and small-$R$. This tension may be due to the model-dependent NP correction, which is large in this region. The experimental data presented in Fig. 1, which cover a large range of $R$ down to low $p_T$, and therefore span a wide range of NP effects (from hadronization-dominated at small $R$ to MPI-dominated at large $R$, as seen in Fig. 2), can be used to further constrain NP effects in pp collisions. This is of relevance both for pp QCD physics and for interpreting modifications in heavy-ion collisions, which are typically strongest at low $p_T$.

The predictions denoted POWHEG+PYTHIA8 consist of a MC parton-shower based model using NLO calculations from POWHEG [68] matched to a parton shower and hadronization from PYTHIA 8 tune
Two theoretical uncertainties were computed for these predictions, both in regard to the POWHEG event generation: PDF uncertainty, computed as in Ref. [72], and scale uncertainty, which was computed by varying the renormalization and factorization scales. The total theoretical uncertainty on the cross-section was obtained by adding these two contributions in quadrature. Note that large non-perturbative effects, similar to Fig. 2, are implicitly present in this prediction as well. The POWHEG+PYTHIA8 predictions are consistent with the measured data for all $R$ and $p_{T,jet}$. Figure 1 does not include predictions by PYTHIA alone, since it is well-established that NLO contributions are necessary to obtain the pp inclusive jet cross-section [32, 38].

Figure 3 shows the pp jet cross section ratio for various $R$, built from the spectra in Fig. 1. The top two panels show the ratios of $R = 0.2$ to other radii, and the bottom two panels show the ratios of $R = 0.1$ to other radii. The left panels also include comparisons to POWHEG + PYTHIA8, and the right panels include comparisons to NLO+NLL+NP. Correlated uncertainties largely cancel [39, 73], which allows this observable to elucidate higher-precision effects compared to the inclusive jet cross-section. The systematic uncertainties on the POWHEG + PYTHIA8 prediction largely cancel as well, and the resulting high-precision comparisons show that the cross-section ratios are generally well-described by POWHEG + PYTHIA8. The systematic uncertainties in the NLO+NLL+NP prediction, however, do not substantially cancel, due to the fact that the scale variations include variation of softer scales which are sensitive to non-perturbative effects; the NLO+NLL+NP predictions are consistent with the measured data.

The POWHEG reference was produced by POWHEG-BOX-V2 at $\sqrt{s_{NN}} = 5.02$ TeV via the jet pair production process $pp \rightarrow \bar{p}p$ [68, 70]. PDF set CT14nlo was used, along with the settings bornkmin=1 and bornsupfact=70. PYTHIA 8.2 tune A14 NNPDF2.3LO was used for the parton shower, which is tuned with ATLAS pp collisions at $\sqrt{s_{NN}} = 7$ TeV using underlying event observables, jet substructure observables, and several other observables, not including the inclusive jet cross-section [71]. Merging with PYTHIA was done as in Ref. [72]. The same set of primary particles was used as described earlier [64].
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6.1.2 Pb–Pb

We report the 0–10% central Pb–Pb jet spectra for R = 0.2 and R = 0.4 in Fig. 4. The spectra are reported differentially in pT,jet and ηjet as:

\[ R_{AA} = \frac{1}{N_{\text{event}}} \frac{1}{\sigma_{NN}^{\text{inel}}} \frac{d^2N_{\text{jet}}}{dpT,\text{jet}d\eta_{\text{jet}}} |_{AA}, \]

where \( (T_{AA}) \equiv \frac{\langle N_{\text{coll}} \rangle}{\sigma_{NN}^{\text{inel}}} \) is the ratio of the number of binary nucleon-nucleon collisions to the inelastic nucleon-nucleon cross-section, computed in a Glauber model to be \( (T_{AA}) = 23.07 \pm 0.44 \) (sys) mb⁻¹ for 0–10% centrality. The jet spectra were unfolded for detector and background effects, and are reported at the hadron-level. The spectra were corrected for the kinematic efficiency and jet reconstruction efficiency, as well as the partial azimuthal acceptance of the EMCal. The R = 0.2 jets are reported for the range \( p_{T,\text{jet}} \in [40, 140] \) GeV/c. The R = 0.4 jets are reported for the range \( p_{T,\text{jet}} \in [60, 140] \) GeV/c. The reported intervals were selected based on being insensitive to the combinatorial background, as well as having kinematic efficiency above approximately 80%. Note that the reported \( p_{T,\text{jet}} \) intervals extend higher than the measured \( p_{T,\text{jet}}^{\text{reco}} \) range because the kinematic efficiency remains high at larger \( p_{T,\text{jet}} \) due to the JES shift. A leading track bias of 5 GeV/c was required for the R = 0.2 spectra, while a 7 GeV/c bias was required for the R = 0.4 spectra (both pp reference and Pb–Pb) in order to suppress combinatorial jets in Pb–Pb collisions. We did not attempt to correct to a fully inclusive spectrum, in order to avoid model-dependence. The pp cross-sections with leading track biases of 5 GeV/c and 7 GeV/c are plotted alongside the Pb–Pb spectra in Fig. 4.

6.2 Jet RAA

We report the jet RAA as:

\[ R_{AA} = \frac{1}{N_{\text{event}}} \frac{1}{\sigma_{NN}^{\text{inel}}} \frac{d^2N_{\text{jet}}}{dpT,\text{jet}d\eta_{\text{jet}}} |_{AA}, \]

\[ \langle T_{AA} \rangle \frac{d^2\sigma}{dpT,\text{jet}d\eta_{\text{jet}}} |_{pp}, \]

Fig. 2: Non-perturbative correction factor applied to parton-level NLO+NLL predictions, obtained from PYTHIA 8 tune A14 as the ratio of the inclusive jet spectrum at hadron-level with MPI compared to parton-level without MPI.
Fig. 3: Unfolded pp jet cross-section ratios for various $R$. Top panels: ratios of $R = 0.2$ to other radii. Bottom panels: ratios of $R = 0.1$ to other radii. The left panels include comparisons to POWHEG + PYTHIA8, and the right panels include comparisons to NLO+NLL+NP. The experimental correlated systematic uncertainties and shape systematic uncertainties were combined in quadrature into a single systematic uncertainty. Note that no systematic uncertainties for the non-perturbative correction in the NLO+NLL+NP prediction were included.

namely the ratio of the Pb–Pb and pp spectra plotted above. While the measured Pb–Pb spectra only report jets satisfying the leading charged hadron requirement, one can choose whether or not to apply the same requirement for the pp reference, despite that the bias may be different in pp and Pb–Pb collisions. To examine the effect of this bias, in Fig. we plot the ratio of the $R = 0.2$ pp cross-section with either a 0, 5, or 7 GeV/c leading track requirement, as well as the ratio of the $R = 0.2$ Pb–Pb jet spectrum with either a 5 or 7 GeV/c leading track requirement. Figure shows that the relative bias between a 5 and 7 GeV/c leading track requirement is very similar in pp and Pb–Pb collisions, suggesting that the overall bias in the reported $R_{AA}$ may be small compared to the measurement uncertainties. Nevertheless, we report the $R_{AA}$ both with and without a leading track requirement on the pp reference.
Fig. 4: Unfolded pp and Pb–Pb full jet spectra at $\sqrt{s_{NN}} = 5.02$ TeV for $R = 0.2$ (left), with 5 GeV/c leading track requirement, and $R = 0.4$ (right), with 7 GeV/c leading track requirement. The pp data points correspond to $d^4\sigma/d^3p_{t,jet}$.

Fig. 5: Left: Ratio of the pp jet cross-section with various leading charged particle requirements. Right: Ratio of the $R = 0.2$ Pb–Pb jet cross-section with a 7 GeV/c leading charged particle requirement compared to a 5 GeV/c leading charged particle requirement.

Figure 6 shows the unfolded full jet $R_{AA}$ for $R = 0.2$ and $R = 0.4$ jets, both with and without a leading track requirement on the pp reference. The uncertainties in the Pb–Pb and pp spectra were combined in quadrature. The jet $R_{AA}$ exhibits strong suppression, and constitutes the first 0–10% jet $R_{AA}$ measurements at $\sqrt{s_{NN}} = 5.02$ TeV at low jet $p_T$ (i.e. $p_{T,jet} < 100$ GeV/c), and the first inclusive jet $R_{AA}$ measurements by ALICE extending to $R = 0.4$ at any collision energy. There is visible $p_{T,jet}$-dependence in the $R = 0.2$ case, with stronger suppression at lower $p_{T,jet}$. There is no significant $R$-dependence of the jet $R_{AA}$ within the experimental uncertainties. We do not report the jet cross-section ratio for different $R$ in Pb–Pb collisions due to the fact that we found minimal cancellation of uncertainties (due to large
Fig. 6: Jet $R_{AA}$ at $\sqrt{s_{NN}} = 5.02$ TeV for $R = 0.2$ (left) and $R = 0.4$ (right). In the top panel a leading track requirement is imposed on the pp reference, while in the bottom panel no such requirement is imposed on the pp reference. The combined $\langle T_{AA} \rangle$ uncertainty and pp luminosity uncertainty of 2.8% is illustrated as a band on the dashed line at $R_{AA} = 1$.

unfolding uncertainties for $R = 0.4$), and it therefore does not convey additional information beyond the reported $R_{AA}$.

We compare these results to four theoretical predictions: the Linear Boltzmann Transport (LBT) model [25, 74], Soft Collinear Effective Theory with Glauber gluons (SCET$_G$) [29, 75, 77], the Hybrid model [78, 81], and JEWEL [82, 83]. The $R_{AA}$ predictions of these models are compared to the measured data (with the leading track requirements imposed) in Fig. 7 for $R = 0.2$ and $R = 0.4$. The predictions were all computed using the anti-$k_T$ jet algorithm with $|\eta_{jet}| < 0.7 - R$. Leading track requirements were only applied by JEWEL (as in data) and the Hybrid model (with 5 GeV/c for both radii), for both pp and Pb–Pb collisions.

JEWEL is a Monte Carlo implementation of BDMPS jet energy loss with a parton shower, and allows
the option to include the recoiling thermal medium particles in the jet energy (“recoil on”), or to ignore the recoiling medium particles (“recoil off”) [24]. In the case of including the recoils, the recoil particles free stream and do not interact again with the medium. If recoils are included, we perform background subtraction according to the recommended option “4MomSub”. JEWEL contains several free parameters that are fixed by independent measurements, none of which use high-\(p_T\) LHC measurements; we take \(T = 590\) MeV and \(t_0 = 0.4\) fm/c [83]. Note that these predictions do not include systematic uncertainties, but rather only statistical uncertainties.

The Linear Boltzmann Transport (LBT) model implements pQCD energy loss based on a Higher Twist gluon radiation spectrum induced by elastic scattering, and describes the evolution of jet and recoiling medium particles through the thermal medium with linear Boltzmann equations. An effective strong coupling constant \(\alpha_s\) is taken as a free parameter fit to experimental data. The model calculations are performed according to the methods in Ref. [25]. No systematic uncertainties were provided for this calculation.

Soft Collinear Effective Theory with Glauber gluons (SCET\(_G\)) builds on the approach of Soft Collinear Effective Theory (SCET), in which the jet cross-section is factorized into a “hard function” corresponding to the initial scattering, and a “jet function” corresponding to the fragmentation of a hard-scattered parton into a jet. In SCET\(_G\), jet energy loss in heavy-ion collisions is implemented by interactions of jet partons with the hot QCD medium in an effective field theory via the exchange of “Glauber” gluons, encapsulated in an in-medium jet function. The predictions were performed according to Ref. [29] but with minor differences. The pp jet cross-section was computed to NLO in \(\alpha_s\), and with a LL resummation in jet \(R\). Medium effects were computed at NLO, but without a resummation in jet \(R\) (resulting in large systematic uncertainties for \(R = 0.2\)). The in-medium splitting functions described above include radiative processes evaluated using 2+1D viscous hydrodynamics, but these predictions do not include collisional energy loss. Note that this could have significant impact particularly on the larger radius jets, where it may increase suppression. The EFT coupling constant between the medium and jets is \(g = 2.0\). For pp collisions the CT14nlo PDF was used, and for Pb–Pb collisions, the nCTEQ15FullNuc PDF was used. Energy loss in cold nuclear matter was also taken into account. The plotted error band represents the
systematic uncertainty obtained by scale variations.

In the Hybrid model, partons are produced by vacuum pQCD, and shower according to vacuum pQCD – but in between hard splittings, parton energy loss is modeled according to a gauge-gravity duality computation in $N = 4$ Supersymmetric Yang-Mills at infinitely strong coupling and large $N_c$. Model predictions were provided with two values of $L_{cyc}$, which describes the scale at which the medium can resolve two split partons. The medium evolution was modeled by a hydrodynamic expansion. The plotted error bars represent the combination of statistical and systematic uncertainties.

All models exhibit strong suppression, and produce the same qualitative trend of $R_{AA}$ as a function of $p_{T,jet}$. In the case $R = 0.2$, JEWEL under-predicts the jet $R_{AA}$, and appears to be inconsistent with the data regardless of whether medium recoils are included, while for $R = 0.4$ the “recoils on” prediction is more consistent with the data. There is no significant difference between the “recoil on” or “recoil off” option in JEWEL for $R = 0.2$; one expects in general a smaller impact from medium recoil in smaller radius jets. The LBT model describes the data better, although it has slight tension with the data. Note that the dominant systematic uncertainties in the data are positively correlated between $p_{T,jet}$ bins. Neither the JEWEL nor LBT predictions include systematic uncertainties. The SCET$_G$ predictions are consistent with the data, although the $R = 0.2$ prediction has large systematic uncertainties due to a lack of in-medium $\ln R$ re-summation in this calculation. Additionally, the SCET$_G$ calculation did not include collisional energy loss, which may under-estimate suppression for $R = 0.4$. The Hybrid model describes the trend of the data reasonably well, although like the LBT model, exhibits slight tension particularly in the $p_{T,jet} < 100 \text{GeV/c}$ range. The shapes of the $p_{T,jet}$-dependence differ between the model predictions, most notably between SCET$_G$ and the others. While the experimental uncertainties are larger for $R = 0.4$, the model predictions span a wider range of $R_{AA}$ than in the case of $R = 0.2$, which highlights the importance of measuring the $R$-dependence of the jet $R_{AA}$.

The predictions typically use different strategies for each of the “non jet energy loss” pieces (initial state, expansion, hadronization, pp reference spectrum), and do not attempt to incorporate these differences in a systematic uncertainty, which makes a strict quantitative comparison to data difficult. Moreover, the models fix their free parameters in different ways; JEWEL has not been fit to high-$p_{T,jet}$ LHC data, and so it faces the strictest test of all the models presented. This necessitates investigation of complementary jet observables and global analyses, but it also highlights the need to standardize the ingredients of jet

Fig. 8: Jet $R_{AA}$ in 0-10% central Pb–Pb collisions for $R = 0.2$ (left) and $R = 0.4$ (right) for all currently published experimental results. Closed markers denote $\sqrt{s_{NN}} = 5.02$ TeV, and open markers denote $\sqrt{s_{NN}} = 2.76$ TeV.
Measurements of jet spectra in pp and Pb–Pb collisions at $\sqrt{s_{NN}} = 5.02$ TeV ALICE Collaboration

energy loss calculations [84]. The data presented here provide important constraints at low-$p_{T,\text{jet}}$ on current models as well as for future global analyses.

Figure 8 shows a comparison of the results in Fig. 6 (top) to all currently published experimental results of 0-10% central jet $R_{AA}$ for $R = 0.2$ and $R = 0.4$. This comparison broadly illustrates that there is no clear $R$-dependence or $\sqrt{s}$-dependence of the jet $R_{AA}$ within current experimental precision. We do not attempt to comment on the comparison of theoretical models with global experimental results, which is beyond the scope of this article.

7 Conclusion

We measured the transverse momentum ($p_T$) spectrum of jets in pp collisions at $\sqrt{s} = 5.02$ TeV and Pb–Pb collisions at $\sqrt{s_{NN}} = 5.02$ TeV, as well as the jet nuclear modification factor ($R_{AA}$), using charged particles from the tracking system combined with particle information from the electromagnetic calorimeter. We measured the inclusive jet cross-section in pp collisions for jet resolution parameters $R = 0.1 - 0.6$, which is the largest collection of full jet $R$ measured by ALICE to date. We compared these measurements to theoretical predictions at next-to-leading-order (NLO) including either a resummation of large logarithms or a matched parton shower. Both predictions describe the data well except with slight tension at low-$p_{T,\text{jet}}$ for the resummation-based prediction, which may be due to either the perturbative calculation or the large non-perturbative corrections at low-$p_{T,\text{jet}}$. We also presented the ratios of jet cross-sections of various $R$, which leverage partial cancellation of systematic uncertainties to obtain high-precision constraints on the $R$-dependence of the cross-section; the two models considered generally describe these ratios well. These data, spanning a large range of $R$ down to low-$p_{T}$, contain sensitivities to different non-perturbative effects (from hadronization dominated at small $R$ to underlying event dominated at large $R$) and can be used to constrain the contributions of pQCD, hadronization, and underlying event effects on the inclusive jet cross-section. These data can further be used to constrain parton distribution functions and the strong coupling constant.

We measured the jet spectrum in Pb–Pb collisions for $R = 0.2$ and $R = 0.4$, which constitutes the first 0–10% jet $R_{AA}$ measurements at $\sqrt{s_{NN}} = 5.02$ TeV at $p_{T,\text{jet}} < 100$ GeV/$c$, and the first inclusive jet $R_{AA}$ measurements by ALICE extending to $R = 0.4$ at any collision energy. The measured jet spectrum in Pb–Pb collisions exhibits strong suppression compared to pp collisions, and for $R = 0.2$ the data show stronger suppression at lower $p_{T,\text{jet}}$ than at higher $p_{T,\text{jet}}$. There is no significant $R$-dependence of the jet $R_{AA}$ within the uncertainties of the measurement. Models are able to generally describe the trends of the data, but several models exhibit hints of disagreement with the measurements. These data provide additional constraints on jet quenching models in heavy-ion collisions, which can be used to extract medium properties such as the transverse momentum diffusion parameter, $\hat{q}$, as a function of the medium temperature and the jet $p_T$. 
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