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Abstract

Results are presented from a search for events containing an excited lepton (electron or muon) produced in association with an ordinary lepton of the same flavor and decaying to a lepton and two hadronic jets. Both the production and the decay of the excited leptons are assumed to occur via a contact interaction with a characteristic energy scale $\Lambda$. The branching fraction for the decay mode under study increases with the mass of the excited lepton and is the most sensitive channel for very heavy excited leptons. The analysis uses a sample of proton-proton collisions collected by the CMS experiment at the LHC at $\sqrt{s} = 13$ TeV, corresponding to an integrated luminosity of 77.4 fb$^{-1}$. The four-body invariant mass of the two lepton plus two jet system is used as the primary discriminating variable. No significant excess of events beyond the expectation for standard model processes is observed. Assuming that $\Lambda$ is equal to the mass of the excited leptons, excited electrons and muons with masses below 5.6 and 5.7 TeV, respectively, are excluded at 95% confidence level. These are the best limits to date.
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1 Introduction

The standard model (SM) of particle physics accurately describes a broad range of observations, but it does not provide an explanation for many of its own features. Among the most prominent of these features is the existence of three fermion generations, encompassing both leptons and quarks. Attempts to explain the observed generation structure have led to a class of models postulating that quarks and leptons are composite objects that consist of more fundamental constituents [1–9]. In these models, the fundamental constituents are bound by an asymptotically free gauge interaction that becomes strong below a characteristic scale $\Lambda$. Such compositeness models predict the existence of excited states of quarks ($q^*$) and leptons ($\ell^*$) at the characteristic scale of the new binding interaction. Since these excited fermions couple to ordinary SM fermions, they could be produced via contact interactions (CI) in collider experiments, with subsequent decays to SM fermions through the gauge interactions (GIs), via the emission of a W or Z boson or a photon ($\gamma$), or via a CI to other fermions.

![Feynman diagram for the production of an excited lepton in association with an SM lepton in a hadron collider. The excited lepton decays via a contact interaction to one SM lepton and two resolved jets, which result from the hadronization of the quarks.](image)

Figure 1: Feynman diagram for the production of an excited lepton in association with an SM lepton in a hadron collider. The excited lepton decays via a contact interaction to one SM lepton and two resolved jets, which result from the hadronization of the quarks.

Searches at the CERN LEP [10–13], DESY HERA [14], and the Fermilab Tevatron [15–18] have found no evidence for excited leptons. At the CERN Large Hadron Collider (LHC), previous searches performed by the ATLAS [19–21] and CMS collaborations [22, 23] have also found no evidence of excited leptons. The maximum $\Lambda$ value excluded experimentally corresponds to 25 TeV (for $M_{\ell^*} \approx 1$ TeV) from a recent CMS $\ell\ell\gamma$ analysis using proton-proton (pp) collision data at $\sqrt{s} = 13$ TeV, corresponding to an integrated luminosity of 35.9 fb$^{-1}$ [24]. The same analysis excluded excited electrons and muons with masses below 3.7 and 3.8 TeV, respectively, for $M_{\ell^*} = \Lambda$.

In this paper, a search for excited leptons ($e^*$ and $\mu^*$) is presented. This analysis focuses on the production of two same-flavor leptons of which one is excited and the other one corresponds to an SM lepton. The excited lepton is assumed to decay subsequently via a CI to an SM lepton of the same flavor and a quark pair, yielding two jets. The process is illustrated in Fig. 1.

The data used for this analysis were recorded with the CMS detector in pp collisions at $\sqrt{s} = 13$ TeV during 2016 and 2017 and correspond to integrated luminosities of 35.9 and 41.5 fb$^{-1}$, respectively, for a total of 77.4 fb$^{-1}$.

2 The CMS detector

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diameter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip
tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintillator hadron calorimeter (HCAL), each composed of a barrel and two endcap sections. Extensive forward calorimetry complements the coverage provided by the barrel and endcap detectors.

The silicon tracker measures charged particles within the pseudorapidity range $|\eta| < 2.5$. It consists of silicon pixel and silicon strip detector modules. The electromagnetic calorimeter consists of 75,848 lead tungstate crystals that provide coverage in pseudorapidity $|\eta| < 1.48$ in a barrel region and $1.48 < |\eta| < 3.00$ in two endcap regions. The ECAL energy resolution for electrons with a transverse momentum $p_T \approx 45\text{ GeV}$ from $Z \rightarrow ee$ decays is better than 2% in the central region of the ECAL barrel ($|\eta| < 0.8$), and is between 2 and 5% elsewhere [25]. For high energies, which are relevant for this analysis, the electron energy resolution slightly improves [26].

Muons are measured in gas-ionization detectors embedded in the steel flux-return yoke outside the solenoid, in the pseudorapidity range $|\eta| < 2.4$. Detection is provided using three technologies: drift tubes (DTs), cathode strip chambers (CSCs), and resistive-plate chambers (RPCs). While the barrel region of $|\eta| \leq 1.1$ is instrumented with DTs and RPCs, the endcaps ($1.1 < |\eta| < 2.4$) are equipped with CSCs and RPCs. A muon from the interaction point will cross four layers of muon chambers, interleaved with steel forming the return yoke of the magnetic field. Every chamber provides reconstructed hits on several detection planes, which are then combined into local track segments, forming the basis of muon reconstruction inside the muon system. Matching muons to tracks measured in the silicon tracker results in a relative transverse momentum resolution, for muons with $p_T$ up to 100 GeV, of 1% in the barrel and 3% in the endcaps. The $p_T$ resolution in the barrel is better than 7% for muons with $p_T$ up to 1 TeV [27].

A particle-flow algorithm [28] aims to reconstruct and identify each individual particle in an event, with an optimized combination of information from the various elements of the CMS detector. The energy of photons is obtained from the ECAL measurement. The energy of electrons is determined from a combination of the electron momentum at the primary interaction vertex as determined by the tracker, the energy of the corresponding ECAL cluster, and the energy sum of all bremsstrahlung photons spatially compatible with originating from the electron track. The muon $p_T$ is obtained from the curvature of the corresponding track. The energy of charged hadrons is determined from a combination of their momentum measured in the tracker and the matching ECAL and HCAL energy deposits, corrected for zero-suppression effects and for the response function of the calorimeters to hadronic showers. Finally, the energy of neutral hadrons is obtained from the corresponding corrected ECAL and HCAL energies.

The CMS experiment has a two-level trigger system [29]. The level-1 trigger, composed of custom hardware processors, selects events of interest using information from the calorimeters and muon detectors and reduces the readout rate from the 40 MHz bunch-crossing frequency to a maximum of 100 kHz. The software based high-level trigger uses the full event information, including that from the inner tracker, to reduce the event rate to the 1 kHz that is recorded.

A more detailed description of the CMS detector can be found in Ref. [30].

### 3 Model and signal simulation

Excited leptons can be produced at a pp collider by a CI that is described by an effective four-fermion Lagrangian

$$\mathcal{L}_{CI} = \frac{g^2}{\Lambda^2} \frac{1}{2} j_\mu^i j_\mu^i, \quad (1)$$
Figure 2: Branching fractions, $B$, of excited lepton decay channels as a function of the ratio of the excited lepton mass ($M_{\ell^*}$) and compositeness scale ($\Lambda$) for fixed values of the model parameters $f = f'$, which represent the couplings of excited leptons to SM particles. The branching fraction calculation is based on Ref. [6]. The contact interaction decay to one lepton and two jets, subject of this analysis, is dominating the region of high $M_{\ell^*} / \Lambda$. Couplings $f$ and $f'$ are assumed to be equal to 1 in the left graph, and 0.1 in the right graph.

with the coupling $g^2$ chosen to correspond to $4\pi$, fermion current $j_{\mu} = \overline{\psi} \gamma_{\mu} \psi$, and $\Lambda$ representing the compositeness scale [6]. The excited lepton, $\ell^*$, can decay to an SM lepton via a CI $\ell^* \rightarrow \ell \psi \bar{\psi}$, where $\psi$ is a fermion, or through the mediation of a gauge boson. The branching fractions of the different decay channels vary as a function of $M_{\ell^*}/\Lambda$, as illustrated in Fig. 2 This analysis complements other searches for excited leptons in the $\ell \ell \gamma$ or $\ell \ell Z$ channels and is most sensitive at large values of $M_{\ell^*}$ and/or $\Lambda$. Figure 2 illustrates the rapid increase of the branching fraction of the CI decay to a lepton plus two jets as a function of $M_{\ell^*}/\Lambda$.

The GI transition of excited leptons to SM leptons is described by

$$\mathcal{L}_{\text{GI}} = \frac{1}{2\Lambda} \overline{\psi}_{R} \gamma_{\mu} \left( g f \frac{\tau}{2} W_{\mu \nu} + g' f' \frac{\gamma}{2} B_{\mu \nu} \right) \psi_{L} + \text{h.c.},$$

where $g$ and $g'$ denote the couplings to the hypercharge and the weak isospin current and $f$ and $f'$ effectively scale the energy scale of the interaction $\Lambda$ with respect to the CI [6]. Other quantities are $W_{\mu \nu}$ and $B_{\mu \nu}$ denoting the field strength tensors of the SU(2) and U(1) gauge fields with their generators $\tau$ and $Y$. The partial width of the CI decay is independent of $f$ and $f'$. Interference between GI and CI transitions is not considered [6]. Since the exact values for $f$ and $f'$ are not known, searches for excited leptons are typically interpreted for two extreme values: $f = f' = 1$ and $f = -f' = 1$. Gauge-interaction decays via photon emission are forbidden for $f = -f'$. However, couplings below unity are also possible and can have a significant impact on the branching fractions, as seen in Fig. 2(right) for couplings of 0.1. Weaker couplings reduce width for the gauge-interaction decays while enhancing the CI decay. A range of couplings is included in the interpretation of the experimental results.

The production and decay of excited leptons are simulated at leading-order precision with PYTHIA 8.212 [31] using the NNPDF2.3 [32] (in 2016) and NNPDF3.1 [33] (in 2017) parton distribution functions (PDF) and tunes CUETP8M1 (2016) and CP5 (2017) for the underlying event, respectively [34]. Simulated samples are generated for $\ell^*$ masses of 200, 500, 750 and 1000 GeV and from 1 to 7 TeV in steps of 0.5 TeV. In the simulation, all couplings are set to unity and
Λ to 10 TeV. The specific choice of Λ in the simulation scales the overall cross section for the process, while leaving the kinematic variables unaffected. Hence, the simulated events can be reweighted in order to represent different choices of the couplings and Λ. While the resonance width depends on Λ, it is smaller than the detector resolution for all values used in this analysis. For the example of a 5 TeV signal, the width is of order 15% of the resolution.

At Λ = 10 TeV and f = 1 the product of the cross section and branching fraction for the channel under study ranges from 0.224 fb (M_{ℓ∗} = 200 GeV), 1.115 fb (M_{ℓ∗} = 1 TeV), 1.07 × 10^{-2} fb (M_{ℓ∗} = 5 TeV) to 6.91 × 10^{-4} fb (M_{ℓ∗} = 7 TeV). For a high-mass ℓ∗ signal, each of the decay products will have a p_T of approximately 1 TeV, and will tend to be in the central part of the detector.

4 Event reconstruction

The candidate vertex with the largest value of summed physics-object p_T^2 is taken to be the primary pp interaction vertex. Here the physics objects are the jets, clustered using the jet finding algorithm [35, 36] with the tracks assigned to the candidate vertices as inputs, and the associated missing transverse momentum, taken as the negative vector p_T sum of these jets. In order to suppress background from cosmic ray muons, an event must have at least one primary vertex, with at least five associated well-reconstructed tracks that are within 24 cm in the longitudinal and 2 cm in the transverse direction from the nominal interaction point.

Electrons are reconstructed as ECAL clusters that are matched to a central track and their identification has been optimized for high-p_T values [37]. In order to differentiate between electrons and photons, the properties of the track matched to the calorimeter measurement must be consistent with those of an electron originating from the primary vertex. Specifically, there must be ≤1 hit missing in the innermost tracker layers, and the transverse distance to the primary vertex must be less than 2 mm (barrel) or less than 5 mm (endcap). Electron candidates are required to have an electron-like shower shape, and to be within the acceptance region of the barrel (|η| < 1.44) or the endcaps (1.56 < |η| < 2.50), thus avoiding the transition region between the barrel and the endcap parts of the ECAL. The lateral spread of energy deposited in the ECAL must be consistent with that of a single electron, and the track must be matched to the ECAL cluster must be consistent with a particle originating from the nominal interaction point. The associated energy in the HCAL around the electron direction must be less than 5% of the reconstructed energy of the electron, once noise and pileup are taken into account. To ensure isolation, the scalar sum of the p_T of all tracker and calorimeter objects in a cone of radius ∆R = √((Δφ)^2 + (Δη)^2) < 0.3 where φ is the azimuthal angle in radians, must be less than 3% of the electron p_T. Only well-measured tracks that are consistent with originating from the same vertex as the electron are included in the isolation cone.

The muon system covers the pseudorapidity region |η| < 2.4. The reconstruction of muons is optimized for high-p_T values [38]. Measurements from the inner tracker and the outer muon system are combined. The tracker track must have a transverse impact parameter d_{xy} < 2 mm with respect to the primary vertex. The longitudinal distance of the tracker track from the primary vertex must be less than 5 mm. Each muon track is required to have at least one hit in the pixel detector, at least six tracker layer hits, and segments with hits in two or more muon detector stations. Since segments are typically in consecutive layers separated by thick layers of steel, the latter requirement significantly reduces the amount of hadronic punch-through [38]. In order to suppress muons with mismeasured p_T, an additional requirement σ_{p_T}/p_T < 0.3 is applied, where σ_{p_T} is the p_T uncertainty from the muon track reconstruction. Muon isolation requires that the scalar p_T sum of all tracks originating from the interaction vertex within a
\( \Delta R < 0.3 \) cone around its direction, excluding the muon itself, is less than 10% of the muon’s \( p_T \).

This analysis uses \( \eta \)- and \( p_T \)-dependent scale factors to correct the simulated event yields for the measured differences in the trigger, reconstruction, and identification efficiencies as compared with data.

For each event, hadronic jets are clustered from the reconstructed particle-flow objects with the infrared and collinear safe anti-\( k_T \) jet clustering algorithm \cite{35,36} using a distance parameter of \( R = 0.4 \). Jet momentum is determined as the vectorial sum of all particle momenta in the jet, and is found from simulation to be, on average, within 5 to 10% of the true momentum over the whole \( p_T \) spectrum and detector acceptance. Additional proton-proton interactions within the same or nearby bunch crossings can contribute additional tracks and calorimetric energy depositions, increasing the apparent jet momentum. To mitigate this effect, tracks identified as originating from pileup vertices (contributions from additional pp interactions in the same or nearby bunch crossings) are discarded. Jet energy corrections are derived from simulation studies so that the average measured response of jets becomes identical to that of particle level jets. In situ measurements of the momentum balance in dijet, photon+jet, Z+jet, and multijet events are used to determine any residual differences between the jet energy scale in data and in simulation, and appropriate corrections are made \cite{39}. Additional selection criteria are applied to each jet to remove jets potentially dominated by instrumental effects or reconstruction failures.

5 Backgrounds

Because the final state contains two opposite-sign leptons, the main background originates from Drell–Yan (DY) production. These events are simulated using the NLO generator \textsc{MadGraph5}_\textsc{aMC}@\textsc{NLO} v2.2.2 \cite{40,41} with up to two final-state partons, and are hadronized with \textsc{Pythia} 8.212. Because large mass lepton pairs associated with large hadronic activity are a small fraction of all DY events, additional high mass simulations are used to ensure sufficient statistics to evaluate this background. The cross section is normalized to next-to-next-to-leading-order (NNLO) QCD and next-to-leading-order (NLO) EWK using a di-lepton mass-dependent \( K \) factor \cite{37,42}.

Another important background is the \( t\bar{t} \) process, which yields two prompt leptons if both top quarks decay semi-leptonically. This becomes the dominant background in the medium-mass validation region (VR), as will be described in Section 6. It is simulated with \textsc{Powheg} 2.0 \cite{43,47} in combination with \textsc{Pythia} 8.212 for hadronization. Dedicated high-mass \( t\bar{t} \) samples are used to provide sufficient number of events to estimate the background contribution to the high-mass signal region, and are simulated with the same method as used for the main \( t\bar{t} \) sample. The cross section is normalized to NNLO \cite{48}. Production of single top quarks in association with a W-boson or in the \( t\)-channel production are simulated with \textsc{Powheg}. The single top \( s\)-channel is simulated with \textsc{MadGraph5}_\textsc{aMC}@\textsc{NLO}.

Several multi-boson processes can also yield at least two leptons. However, because they have small cross sections, they are sub-dominant backgrounds in this search. The WW, WZ, and ZZ processes with at least two leptons are simulated with \textsc{Powheg} and \textsc{MadGraph5}_\textsc{aMC}@\textsc{NLO}. Triple-boson processes are neglected because of their small cross sections.

The W+jets production can contribute to the signal region when jets are misidentified as electrons. In contrast, the misidentification of muons is negligible. The W+jets production is sim-
ulated to leading order with MadGraph5_aMC@NLO v2.2.2 [40] [41]. In addition, high-$H_T$ W samples are also used, where $H_T$ is defined as the sum of jet transverse momenta. The W+jets cross section is normalized to NNLO by application of a K-factor of 1.21 [42].

The background samples are simulated using the NNPDF2.3 or NNPDF3.0 [49] PDF sets with tune CUETP8M1 (in 2016) and the NNPDF3.1 (in 2017) PDF set with CP5 (2017) for the underlying event, respectively [34]. All generated events are processed through a full simulation of the CMS detector based on Geant4 [50], a trigger emulation, and the event reconstruction chain. All simulated event samples are normalized to the integrated luminosity of the recorded data. The simulation of pileup is included in all events by superimposing simulated minimum bias interactions. For the data set used, the average number of interactions per bunch crossing after selection is about 23 in 2016 and about 30 in 2017, with maximum values of 55 and 70, respectively.

6 Event selection and validation regions

Events with electrons in the final state were selected using a trigger that requires an electromagnetic cluster (electron or photon) with transverse momenta larger than 175 GeV (for 2016) and 200 GeV (for 2017). The efficiency plateaus at 98.5% [51] as a function of $p_T$ above a turn-on region and is independent of $\eta$, $\phi$, $p_T$, and pileup. Events with muons in the final state were triggered with the single-muon trigger with a minimum $p_T$ of 50 GeV. The muon-trigger efficiency plateaus at an average value of 98% [51] as a function of $p_T$ above the turn-on region and is independent of $\eta$, $\phi$, and pileup.

The majority of the DY background is suppressed by requiring $M_{\ell\ell} > 500$ GeV, constituting the high-mass signal region (SRT). Two VRs are then defined, illustrated in Fig. 3, to verify agreement between data and simulation in different mass regions. The low-mass VR with $M_{\ell\ell} < 200$ GeV serves as the VR for DY, which is the dominant background for this final state. The subleading $t\bar{t}$ background tends to populate the medium-mass VR, which is defined by $200$ GeV < $M_{\ell\ell}$ < 500 GeV. While the low-mass VR is nearly signal free, the medium-mass VR potentially contains a very small fraction of signal events. The signal contamination in the medium VR is far below 1% for the interesting mass range of $M_{\ell\ell}$ above 3.8 TeV.
The invariant mass of the combination of both selected leptons and the two leading jets, $M_{\ell\ell jj}$, is used as the discriminating variable as it provides the best separation power between signal and background. The distributions of other possible variables were studied, but their use yielded lower signal significance. The event distributions as functions of the four-body mass for the low-mass and medium-mass validation regions are shown in Figs. 4 and 5, respectively. The good agreement between experimental and simulated data justifies estimating the background expectation from simulation.

Figure 4: Event distributions as a function of the four-body invariant $M_{\ell\ell jj}$ mass for the electron (left) and muon (right) channels, for the low-mass validation region defined by $M_{\ell\ell} < 200$ GeV. The bin content is normalized to the width of the first bin, i.e., 100 GeV. The lower panels show the ratio of data to the simulated SM background, with the shaded band representing the uncertainty.

The signal efficiency, defined as the product of acceptance and detection efficiency of the fraction of reconstructed $2\ell 2j$ events, resulting from these event selections is shown as a function of the simulated excited lepton mass in Fig. 6. The uncertainties in the figure are only statistical uncertainties. The systematic uncertainties on the product of acceptance and efficiency are between 6 and 8%. The efficiency reaches a plateau of about 55% for the electron channel and 73% for the muon channel. For lower masses, in particular for $M_\ell < 1$ TeV, the acceptance is reduced by the offline $p_T$ thresholds on the objects but this mass region is not of primary interest given previous exclusion limits. For masses above 6 TeV, the efficiency starts to drop slightly because of a growing fraction of events produced off-shell. At the given center-of-mass energy of the LHC, the available energy for generating such heavy particles is limited.

7 Systematic uncertainties

Systematic uncertainties in this analysis can affect the overall normalization and also the shape of the distributions. Uncertainties in the energy scale of different physics objects are taken into account by analyzing the shape of the four-body mass distributions, with the energy scale shifted up and down by 1 $\sigma$. The electron energy scale uncertainty is estimated to be 0.2% in the barrel and 0.3% in the endcap. For muons, the momentum scale is determined using the generalized endpoint method and applied as a function of the $\eta$ and $\phi$ of the muon. The
Figure 5: Event distribution as a function of the four-body invariant mass $M_{\ell\ell jj}$ for the electron (left) and muon (right) channels, for the medium-mass validation region defined by $200 < M_{\ell\ell} < 500 \text{ GeV}$. The bin content is normalized to the width of the first bin, i.e., $100 \text{ GeV}$. The lower panel shows the ratio of data to the simulated SM background, with the shaded band representing the uncertainty.

Studies indicate the absence of a significant curvature bias, within an uncertainty of $0.02/\text{TeV}$ in the central region and up to $0.1/\text{TeV}$ in the more forward regions. For jets, the uncertainties associated with the jet energy correction are used \[39\].

The simulated energy resolution is better than that measured in data. To account for this, jet energy resolution corrections are applied to jets and their uncertainties are considered as a systematic effect \[39\]. For electrons, the momentum is smeared by 1.2 and 2.4\% for barrel and endcaps, respectively \[52\]. For muons, the momentum is smeared by 5\% \[27\]. These three uncertainties change the shape of the background.

There are systematic uncertainties on the scale factors applied to correct for the differences in the triggering, reconstruction and identification efficiencies between simulation and data. These uncertainties are typically a few percent and are taken into account as normalization uncertainty \[27, 52\]. The integrated luminosity of the data collected has an uncertainty of 2.5\% \[53\] and 2.3\% \[54\] for the 2016 and 2017 data sets, respectively. The uncertainty due to the modeling of pileup is found to be less than 10\% and is by derived by varying the total inelastic pp cross section by 5\% \[55\]. It is treated as an uncertainty in the background shape.

The uncertainty associated with the choice of PDFs affects the cross section of the simulated samples and is taken into account by following an approach outlined by the PDF4LHC recipe \[56\]. The PDF set used to calculate the variations is NNPDF3.0, for background and signal samples in 2016, and NNPDF3.1, in 2017. Overall, the variation is found to range from 5\% at 1 TeV to 60\% at 6 TeV, as taken from LHAPDF6.2 \[57\].

The renormalization and factorization scales provide a handle to estimate the uncertainty due to missing higher orders. Both scales are varied simultaneously by a factor 2 up and down, resulting in different event-by-event weights and an uncertainty of 10 to 30\% between 1 and 6 TeV.

In the signal region, the limited number of simulated background events results in a statistical
uncertainty of up to 40% in the background prediction.

Production of W+jets production can contribute to the background when a jet is misidentified as a lepton, albeit at a very small level. A conservative systematic uncertainty of 100% is applied to the W+jets background contribution and reflects the uncertainty in the lepton misidentification rate in the simulation as compared with data.

For the SM background, the dominant sources of uncertainties are the Monte–Carlo (MC) sample sizes and the PDF uncertainty.

8 Results

Event distributions for the signal regions as a function of the four-body invariant mass are shown for the electron and muon channels in Fig. 7. The final distribution is dominated by tt background in the low-mass region and DY background in the high mass region despite being strongly suppressed by the dilepton invariant mass cut. The expected background in the highest mass bin, of more than 5 TeV width, is far less than one event. The analysis would not benefit from reducing the background further at the cost of signal efficiency. The event yields in data compared to the total expected SM backgrounds are given in Table 1 for a number of bins of the discriminating four-body $2\ell 2j$ mass distribution. Also shown are the expectations for potential $\ell^*$ signals with two different sets of model parameter values: a mass $M_{\ell^*}$ of 2 TeV and compositeness scale $\Lambda$ of 10 TeV; and $M_{\ell^*} = \Lambda = 5$ TeV, which roughly corresponds to the maximum sensitivity of this analysis.

No indication of a signal is observed. The limits on the excited lepton mass, $M_{\ell^*}$, are calculated using the Bayesian method with a uniform positive prior probability distribution for the signal cross section. Systematic uncertainties in the expected signal and background yields are included either via nuisance parameters with log-normal prior distributions or with the shape of the distribution included through the use of a binned likelihood.

Limits at 95% confidence level (CL) on the product of cross section and branching fraction assuming the proper branching fraction for $M_{\ell^*} = \Lambda$ and $f = f' = 1$ are shown in Fig. 8 and
range from 10 to 0.1 fb, depending on the mass of the excited lepton.

This analysis excludes excited electrons and excited muons at 95% CL for values of $M_{\ell}$ below 5.6 and 5.7 TeV, respectively, assuming that $\Lambda$ is equal to the mass of the excited leptons. These are the best limits to date on excited leptons and muons. At low masses, the sensitivity is determined by the acceptance and analysis selection. At very high mass, the sensitivity becomes limited by the cross section. The sensitivity to the maximum $\ell^+$ mass is not affected by the coupling strength.

The cross section limit can be re-evaluated in terms of the compositeness scale $\Lambda$ as a function of the excited lepton mass. This sensitivity does depend on the coupling strength. Figures 9 and 11 show the variations in the compositeness scale $\Lambda$ for the gauge couplings $|f|$ and $|f'|$ equal to unity, for $|f|$ and $|f'|$ equal to 0.1, and for $f$ and $f'$ equal to zero, respectively. Compositeness scales below 5 TeV are excluded for all investigated $\ell^+$ masses. Maximum sensitivity to $\Lambda$ is reached at low masses, as is typical for excited lepton searches. The exact mass for this peak sensitivity depends on the coupling scenario, decreasing with weaker GI couplings, and can easily be understood from Fig. 2. Detailed numbers are given in Table 2. In the case of $f = f' = 1$, compositeness scales up to 11 TeV ($e^+$) and 12 TeV ($\mu^+$) are excluded, with the maximum sensitivity for $\ell^+$ masses around 2 TeV. With values for $f = f' = 0.1$, the decay width to a CI increases, yielding a higher $\Lambda$ sensitivity of 17 TeV ($e^+$) and 19 TeV ($\mu^+$), respectively, for $\ell^+$ masses around 1.5 TeV. Assuming zero GI couplings, the observed $\Lambda$ sensitivity increases to 18 TeV ($e^+$) and 22 TeV ($\mu^+$), respectively, for $\ell^+$ masses around 1 TeV. While the expected sensitivities in the electron and muon channels are comparable, the observed muon channel sensitivity is up to one standard deviation higher due to fluctuations in the data. For $M_{\ell}$ above 2 TeV these are the best limits to date. In the scenario $f = -f'$, where $\ell\ell\gamma$ has no sensitivity, this CI channel provides the best test of high compositeness scales.
Table 1: Observed event yields in bins of four-body mass compared to the expected SM background, for the 2e2j and 2µ2j final states. Also shown are the expected event yields for two simulated signal samples with the given masses and couplings. All yields are given in bins of the discriminating four-body mass (2ℓ2j) distribution, with lower and upper value for each bin given in units of GeV. Systematic uncertainties, as described in the text, are shown.

<table>
<thead>
<tr>
<th>Bins in 2ℓ2j mass (GeV)</th>
<th>500–1500</th>
<th>1500–2500</th>
<th>2500–3500</th>
<th>3500–4500</th>
<th>4500–10000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data in 2e2j</td>
<td>368</td>
<td>91</td>
<td>6</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>SM prediction</td>
<td>390 ± 60</td>
<td>85 ± 16</td>
<td>10.8 ± 3.0</td>
<td>1.1 ± 0.5</td>
<td>0.24 ± 0.17</td>
</tr>
</tbody>
</table>

\( f = f' = 1 \)

- \( M_e^* = 2 \) TeV, \( \Lambda = 10 \) TeV: 0.11 ± 0.01, 4.5 ± 0.3, 11.4 ± 0.7, 5.1 ± 0.4, 1.9 ± 0.2
- \( M_e^* = 5 \) TeV, \( \Lambda = 5 \) TeV: 0.011 ± 0.002, 0.09 ± 0.01, 0.24 ± 0.02, 0.72 ± 0.07, 10.4 ± 0.7

\( f = f' = 0.1 \)

- \( M_e^* = 2 \) TeV, \( \Lambda = 10 \) TeV: 0.34 ± 0.03, 13.7 ± 0.9, 34.8 ± 2.1, 15.6 ± 1.2, 5.8 ± 0.6
- \( M_e^* = 5 \) TeV, \( \Lambda = 5 \) TeV: 0.012 ± 0.002, 0.09 ± 0.01, 0.25 ± 0.02, 0.76 ± 0.07, 10.9 ± 0.7

Data in 2µ2j

<table>
<thead>
<tr>
<th></th>
<th>949</th>
<th>151</th>
<th>11</th>
<th>0</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>SM prediction</td>
<td>949 ± 100</td>
<td>161 ± 23</td>
<td>13.7 ± 3.7</td>
<td>1.2 ± 0.6</td>
<td>0.48 ± 0.31</td>
</tr>
</tbody>
</table>

\( f = f' = 1 \)

- \( M_\mu^* = 2 \) TeV, \( \Lambda = 10 \) TeV: 0.19 ± 0.01, 7.0 ± 0.3, 15.8 ± 0.7, 7.0 ± 0.4, 2.5 ± 0.2
- \( M_\mu^* = 5 \) TeV, \( \Lambda = 5 \) TeV: 0.015 ± 0.002, 0.14 ± 0.01, 0.42 ± 0.03, 1.2 ± 0.1, 14.4 ± 1.2

\( f = f' = 0.1 \)

- \( M_\mu^* = 2 \) TeV, \( \Lambda = 10 \) TeV: 0.58 ± 0.03, 21.4 ± 0.9, 48.2 ± 2.1, 21.4 ± 1.2, 7.6 ± 0.6
- \( M_\mu^* = 5 \) TeV, \( \Lambda = 5 \) TeV: 0.016 ± 0.002, 0.15 ± 0.01, 0.44 ± 0.03, 1.3 ± 0.1, 15.1 ± 1.3

9 Summary

A search for excited leptons decaying via a contact interaction to final states of two electrons or two muons and two resolved jets has been performed. This channel complements other searches for excited leptons. It has greatest sensitivity at large values of the excited lepton mass \( M_\ell^* \). The data for this analysis were recorded with the CMS detector in the years 2016 and 2017, corresponding to a total integrated luminosity of 77.4 fb\(^{-1}\) of proton-proton collisions at a center-of-mass energy of 13 TeV.

No significant deviations from SM expectations are observed in the signal region and 95% exclusion limits have been set. Excited electrons (muons) up to masses of \( M_e^* = 5.6 \) TeV (\( M_\mu^* = 5.7 \) TeV) are excluded with the usual assumption of \( M_\ell^* = \Lambda \). These are the best limits to date. The limit was also re-evaluated in terms of the substructure scale \( \Lambda \), leading to limits of \( \Lambda = 11 \) and 12 TeV for excited electrons and muons, respectively, for mass values around 2 TeV and couplings of unity. When studying weaker gauge couplings, the limit on the maximum \( M_\ell^* \) does not change, but the larger cross section increases the \( \Lambda \) sensitivity at lower masses. For couplings around zero, where the \( \ell\ell\gamma \) decay has no sensitivity, limits around 20 TeV for the compositeness scale \( \Lambda \) are achieved.
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Figure 10: Limits on the compositeness scale $\Lambda$ for the electron (left) and muon (right) channels, as a function of the mass of the excited lepton, for the case where the GI couplings $|f|$ and $|f'|$ are set to 0.1. The model is not valid in the hatched area.

Figure 11: Limits on the compositeness scale $\Lambda$ for the electron (left) and muon (right) channels, as a function of the mass of the excited lepton, for the benchmark case where the GI couplings $f$ and $f'$ vanish. The model is not valid in the hatched area.
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